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ABSTRACT This paper investigates a repositioned inner-loop stabilized internal model control technique
for demanding inverse response industrial processes and bioreactors with integrating/unstable dynamics.
A proportional-derivative controller based on Routh stability principles is used to achieve stabilization. For
set-point pursuit, the servo controller is built by applying the relocation internal model control principle to the
stabilized plant model. The metaheuristic equilibrium optimizer methodology is used to achieve the optimal
controller settings of the proposedmethod. The recommended technique is investigated for managing inverse
response processes such as the steam drum level control system, concentration in enzymatic reactors, and
continuously stirred tank reactors. A thorough examination of the proposed scheme’s stability and robust
performance is also provided. It provides significant improvement in performance metrics when compared
with some of the recently reported strategies. Particularly, for the steam drum system, the suggested strategy
yields an improvement of over 47% in the disturbance rejection and more than three times faster servo
response when compared with the recently reported integral proportional-derivative double control loop
strategy.

INDEX TERMS Inner-loop stabilization, repositioned internal model control, integrating and unstable
processes, inverse response, time delay, equilibrium optimizer.

NOMENCLATURE
β Delay value.
δ Input disturbance.
ĜILS Repositioned ILS transfer function.
ρ Volumetric surge.
Ceqb Equilibrium concentration.
CILS ILS controller.
G Plant model.
Gf Filter transfer function.
Gr Generation rate.
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GILS ILS transfer function.
Kd Derivative gain.
KP Proportional gain.
R Reference.
Tst Settling time.
U Control effort.
V Control confinement.
Y Plant output.
DCL Double control loop.
DS Direct synthesis.
EO Equilibrium optimizer.
IAE Integral absolute error.
ILS Inner-loop stablization.
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IMC Internal model control.
ISE Integral square error.
ITAE Integral time absolute error.
ITSE Integral time square error.
NMP Non-minimum phase.
RH Routh Hurwitz.
SCL Single control loop.
TD Time delay.
UIP Unstable and integrating processes.

I. INTRODUCTION
A. BACKGROUND OF STUDY
Processes with unstable dynamics are commonly witnessed
in industries involving chemical reactors, boilers, heat radi-
ators etc. [1]. Meanwhile, the dynamics of distillation
columns, liquid storage with an attached pump, drier cans
of the paper industry etc. are of integrating nature [2],
[3]. Unstable and integrating processes (UIPs) are non-
self-regulating in nature due to which they fail to stabilize
after the introduction of any arbitrary disturbance. There is
an inherent presence of time delay (TD) in the majority
of these processes which arises due velocity lag, transfer
and recycle loops [4], composition investigation [1], [5],
network-induced [6] etc. TD introduces additional phase lag
in the system. Non-minimum phase (NMP) / inverse response
industrial processes respond in the opposing direction to the
control effort. The existence of NMP characteristics makes
the UIPs with TD even more challenging. In such instances,
the controlled variable may drop for a while before rising
again. In complex frequency plane interpretation, the inverse
response phenomenon occurs due to the existence of open-
loop zero(s) in the right half of the plane. For such pro-
cesses, the double control loop (DCL) structures are more
effective control strategies than the single control loop (SCL)
[5], [7], [8], [9].

B. RELATED WORKS
SCL schemes are widely used due to their simplicity in
design. PI/PID are the popular controllers used in SCL
schemes. For controlling bioreactors of unstable nature, [10]
utilized a PI controller alongside an unstable filter. The pop-
ular approaches for designing a PID controller include direct
synthesis (DS) [11], [12], [13], [14], [15], desired characteris-
tic equation matching [16], error function minimization [17]
and internal model control (IMC) based design [18], [19],
[20], [21], [22]. Some other PID design approaches used
by researchers are the weighted performance degradation
method [15] and H2 minimization [23]. Figure 1 reveals
the SCL and DCL structures. The structure of the DCL is
similar to that of a unity feedback SCL scheme except for
the presence of an additional inner-loop in the DCL. This
is responsible for stabilizing the plant (called the inner-loop
stabilization or ILS) before subjecting it to the outer-loop
control which helps in attaining the reference pursuance.

Additionally, ILS is also responsible for mitigating the effect
of disturbance.

The DCL design was initially devised by Park et al. [24]
for unstable processes. Vijayan and Panda [25] designed
PID using the IMC method along with the proportional ILS
controller tuned using Ziegler-Nichol’s method. A Smith-
predictor (SP) was utilized with DCL by Cong et al. [26]
for controlling unstable plants. SP serves as the dead-time
compensator for delay-dominant processes in the above-cited
approach. Ajmeri and Ali [27] presented a double-degree of
freedom (2-Dof) control method for unstable processes as an
improvement of the parallel control architecture. PI-PD is a
prevalent DCL scheme [7], [28], [29], [30], [31] in which the
PID is replaced with PI while PD performs the ILS. In the
PI-PD structure proposed by Li [28], the controllers were
designed using the model predictive control (MPC) approach.
Onat [29], Alyoussef and Kaya [30], [31] used graphical
methods to find their respective PI-PD stabilization regions.
Routh-Hurwitz (RH) criteria and moment matching tech-
nique were utilized by Raja and Ali [7] to design their PI-PD
scheme. The PI-PD structure is further modified to I-PDDCL
scheme by a few researchers [9], [32], [33]. Very recently,
Doğruer [34] used a modified SP-based I-PD scheme for
controlling inverse response processes. However, the above-
cited work involves two heuristically-tuned PD controllers in
contrast to traditional DCLs.

The IMC-based DCLs have attracted good research atten-
tion in recent times. Aryan and Raja [2] used the IMC-PD
DCL scheme for controlling UIPs in which the controller
settings were determined using the equilibrium optimizer
(EO). Kumari et al. [5] replaced the IMC with fractional-
order IMC (FOIMC) in their DCL structure alongside the
P/PD ILS scheme for controlling the unstable continuous
stirred tank reactor (CSTR). Kumar et al. [35] modified the
DCL structure of Kumari et al. [5] into a decoupled FOIMC-
PD architecture for controlling processes with a double pole
at the origin (double integral processes).

C. HEURISTIC ALGORITHMS
Heuristic algorithms produce and make use of random vari-
ables [36]. They are not dependent on the nature of the
problem, unlike deterministic approaches, because they do
not require mathematical details of the problem [37]. These
methods are gaining popularity due to their adaptability,
which allows them to solve any sort of optimisation problem
without modifying the algorithm’s structure. The ability to
escape local optima with exploration and exploitation fea-
tures is also significant [38]. The prominent ones to fall in
this category include greywolf optimization [36], Sine-cosine
algorithm [37] and moth-flame optimization algorithm [38].
These algorithms have registered significant presence in eco-
nomic dispatch problems [39], [40], [41], [42]. The notable
ones include simulated annealing hybridized with sequen-
tial quadratic programming (SQP) [39], astute black widow
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FIGURE 1. Controller schemes (a) SCL (b) DCL.

optimization [40], whale optimization [41] and genetic
algorithm-based SQP [42].

Among the metaheuristic techniques available of late,
EO has emerged as a prominent algorithm since its incep-
tion by Faramarzi et al. [43]. Predominantly used for load
frequency control methods [44], [45], EO has now gained
popularity in process control applications [1], [2], [34], [46]
with its ability to simultaneously tune multi-parameters to
achieve the desired performance.

D. KEY RESEARCH GAP AND MOTIVATION
The optimal control strategies produce enhanced perfor-
mance measures but the robustness is compromised. Verma
and Padhy [20] introduced the concept of indirect or repo-
sitioned IMC-based PID in SCL configuration for control-
ling stable processes. The repositioned IMC (RIMC) was
able to provide a decent robustness-performance tradeoff.
Very recently, Aryan et al. [1] introduced RIMC in DCL for
controlling time-delayed UIPs. However, the aforementioned
literature was limited to controlling only minimum phase
UIPs. So, there is a need to redesign RIMC-based strategy
for challenging inverse response processes.

E. RESEARCH OBJECTIVE AND CONTRIBUTION
In this work, the DCL strategy reported by Aryan et al. [1]
is redesigned to present a unified approach so that it can
be applied to NMP UIPs. The RIMC and ILS controllers
are constructed following the RH stability guidelines and
the relocation principle. The optimal controller settings are
then determined by the EO. The usage of both RIMC
(a robust controller design method) and EO (a recently
reported advanced metaheuristic algorithm) ensures a better
performance-robustness tradeoff than the existing solutions
reported for the problems posed by inverse response plants.
The suggested control strategy is investigated for controlling
challenging inverse response UIPs such as the steam drum
level control system and concentration in enzymatic reactor
along with continuous stirred tank reactor (CSTR). A com-
prehensive robust performance assessment and stability anal-
ysis of the suggested ILS-RIMC scheme is also presented.
The main contributions of this work are divulged below:

• Maiden application of ILS-based RIMC control strategy
for inverse response UIPs with TD tuned using meta-
heuristic EO.

• Simulation studies are conducted on benchmark inverse
response plant models such as the level control system,
bioreactor concentration control and CSTR which show
significant improvement in the performance measures
achieved by the suggested design over recently reported
SCL and DCL strategies.

Rest of the manuscript is structured in following manner:
Control scheme is discussed in section II. EO is studied in
section III. Results of the simulations are detailed in section
IV. The conclusive summary and future scope of the sug-
gested work is presented in section V.

II. CONTROL SCHEME
A typical second-order NMPUIP [47] with a TD of β is given
as

G (s) =

∑1
i=0 ai(−s)

i∑2
i=0 bis

i
e−βs

=
(a0 − a1s)

b2s2 + b1s+ b0
e−βs (1)

For a0 = 1 and a1 > 0, (1) exhibits inverse response
characteristics with a positive zero located at s = 1/a1. Based
on denominator coefficients b2, b1 and b0, (1) illustrates the
following class of commonly encountered processes:

1) U1PTD* for b0 < 0, b2 = 0
2) I2PTD** for b0 = 0, b1 > 0
3) U2PTD*** for 0 < a1 < a2, a0 = −1

U1PTD*-unstable first order plus time delay, I2PTD**- inte-
grating second order plus time delay, U2PTD***- unstable
second order plus time delay

Figure 2 depicts the suggested ILS-RIMC control scheme
having controllers CILS and CRIMC . Here, ‘R’ is the applied
reference signal while ‘Y ’ is the plant (G) output. R′ can
be treated as the augmented reference to the ILS transfer
function (GILS ) while ‘U ’ is the control effort. ‘δ’ denotes
the input disturbance entering the plant. ĜILS is obtained after
repositioning GILS by θ . The expressions for CILS and CRIMC
are derived in the following subsections:
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FIGURE 2. The suggested ILS-RIMC control structure.

A. ILS CONTROLLER
Inner-loop stabilization is achieved by utilizing the PD [7]
controller given by

CILS (s) = KP + Kd s (2)

From Figure 2, the ILS transfer function can be obtained as

GILS (s) =
Y (s)
R′ (s)

=
G (s)

1 + G (s)CILS (s)
(3)

Utilizing (1) and (2) in (3) gives

GILS (s) =

(a0−a1s)
b2s2+b1s+b0

e−βs

1 +
(a0−a1s)

b2s2+b1s+b0
e−βs × (KP + Kd s)

(4)

(4) can be rearranged as

GILS (s) =
(a0 − a1s) e−βs{ (

b2s2 + b1s+ b0
)

+ (a0 − a1s) e−βs
× (KP + Kd s)

} (5)

As (5) contains an exponential term in the denominator,
it needs to be linearized to proceed with the stability con-
straints.

1) CASE 1: USING PADE’s 1st ORDER APPROXIMATION

In this case, e−βs is approximated by
(
1−0.5βs
1+0.5βs

)
[48] yielding

the following expression:

GILS (s) =
(a0 − a1s) e−βs{ (

b2s2 + b1s+ b0
)
+ (a0 − a1s)

1−0.5βs
1+0.5βs × KP

(
1 +

Kd
KP
s
) } (6)

If (1 + 0.5βs) is to be canceled with
(
1 +

Kd
KP
s
)
, then

Kd
KP

= 0.5β (7)

Using (7) in (6) results in the following:

GILS (s) =
(a0 − a1s) e−βs (b2 + 0.5βa1KP) s2

+ (b1 − 0.5βa0KP − a1KP) s
+ b0 + a0KP


(8)

Finally, the ILS transfer function can be given as

GILS (s) =
(a0 − a1s)

c2s2 + c1s+ c0
e−βs

=

∑1
i=0 ai(−s)

i∑2
i=0 cis

i
e−βs (9)

where, c2 = (b2 + 0.5βa1KP) , c1 = (b1 − 0.5βa0
KP − a1KP) and c0 = (b0 + a0KP). Subjecting (8) to R-H
stability analysis gives the following relations:

KP > −2b2
βa1

KP < b1
0.5βa0+a1

KP >
−b0
a0

 (10)

The above constraints hold true for both minimum and non-
minimum phase systems.

2) CASE 2: USING PADE’s 2nd ORDER APPROXIMATION

In this case, e−βs is approximated by
(

6−2βs
6−4βs+β2s2

)
[48]

yielding the following expression:

GILS (s) =
(a0 − a1s)e−βs(

(b2s2 + b1s+ b0) + (a0 − a1s)

×

(
6−2βs

6−4βs+β2s2

)
× (KP + Kd s)

) (11)

If (6−4βs+β2s2) is to be canceled with (6−2βs)(KP+Kd s),
then

KP = 1
Kd = −

β
2

}
(12)

Using (12) in (11) results in the following:

GILS (s) =
(a0 − a1s)e−βs

(b2s2 + (b1 − a1) s+ b0 + a0)
(13)

Finally, the ILS transfer function in this case can be once
again given as (9) with c2 = b2, c1 = (b1 − a1) and
c0 = (b0 + a0)

B. RIMC CONTROLLER
Using the repositioning parameter ‘θ’ [1], (9) is frequency-
shifted as
⌣

GILS (s) = GILS (s− θ)

=

(
⌣a0 −

⌣a1s
)

⌣c2s2+
⌣c1s+

⌣c0
e−βs

=

∑1
i=0

⌣ai(−s)i∑2
i=0

⌣cisi
e−βs (14)

where,
⌣a0 = (a0 + a1θ) eβθ

⌣a1 = a1eβθ

⌣c2 = c2
⌣c1 = (c1 − 2θc2)

⌣c0 =
(
c2θ2 − θc1 + c0

)


(15)

Applying IMC design principle on (14) instead of (9) results
in a RIMC design. The CRIMC [1] is given as

CRIMC (s) =
Gf (s){

⌣

GILS (s)
}−

(16)
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FIGURE 3. The transition of particles in solution space.

where,
{

⌣

GILS (s)
}−

is the invertible component of
⌣

GILS (s)
and Gf (s) is the low-pass filter with tunable parameters
λ1 and λ2. Gf (s) is given by

Gf (s) =
(λ1s+ 1)
(λ2s+ 1)n

, n = 1, 2 (17)

The choice of n depends on the order ofG. Using (17) in (16)
gives

CRIMC (s) =

(
⌣c2s2 +

⌣c1s+
⌣c0
)

(λ1s+ 1)

(λ2s+ 1)n
(18)

The repositioning parameter θ serves as the robustness
argument. Its selection is vital to establish the robust-
ness/performance tradeoff [1]. Based on the rigorous simu-
lation studies convoluted on a wide range of plant models in
Verma and Padhy [20], Aryan et al. [49], Kumar and Raja [8]
and Aryan et al. [1], the range of θ is recommended as (0.01,
0.1). The optimal selection of KP, λ and θ is achieved with
the EO algorithm which is elaborated on in the next section.

III. EQUILIBRIUM OPTIMIZER ALGORITHM
EO is of a metaheuristic family that is motivated by the
physics laws governing the equilibrium states [43]. It flimsies
the fundamental conservation ofmass during the particle tran-
sitional phase. In EO, the particles imply solutions while their
concentration infers the locations. The target of the particles
is to pursue their way toward the equilibrium location which
signifies the optimal solution (refer to Figure 3). According
to the mass balancing principle, the accumulation rate is the
difference between the input rate and the output rate plus
the generation rate inside the control volume. This can be
mathematically modeled [43] as

V
dC
dt

= ρCeqb − ρC + Gr (19)

where V is the control confinement. C is the concentration
contained in V . VdC/dt is the rate of mass change within V .
ρ is the rate of volumetric surge. Ceqb is the concentration
at the equilibrium state and Gr is the rate of generation.

As shown in Aryan and Raja [2] and Aryan et al. [1], the
integral squared error (ISE) index when considered as the
objective cost function gives an improved dynamic response
as compared to other indices. So, it is chosen to proceed
with the EO algorithm. EO comprises steps such as initial-
ization, allotment of equilibrium search agents, exploration
and exploitation of search space, generation, updating and
finally termination. These steps have been discussed elab-
orately in Aryan et al. [1]. It is worth mentioning that the
proposed framework does not stick to the local minima as the
search space is constrained on stability considerations (fol-
lowing relations established in (10)). Some drawbacks of EO
include the inability to solve problem on scattering and sen-
sitivity towards initial parameter selection. A brief flowchart
of the same with complete controller tuning is depicted in
Figure 4.

A. COMPUTATIONAL COMPLEXITY
The computational complexity (O) of an optimization algo-
rithm is represented by a function that relates the algorithm’s
running time to the problem’s input size. The computational
complexity for EO [50] is given as follows:

O(EO) = O(problem formulation) + O(initialization)

+ O(t(ISE Evaluation) + O(t(memory saving))

+ O(t(update concentration)) (20)

where, big ’O’ notation depicts the computational topology.
Consequently, overall computational complexity [50] can be
described as follows:

O(EO) = O(1 + npdm + tiJnp + tinp + tinpdm)

∼ = O(tinpdm + tiJnp) (21)

where, np is the number of particles, dm is dimension, ti
denotes iterations and J is the cost of function evaluation. The
values used for the current study are np = 10, dm = 1 and
ti = 20. The simulations are performed on MATLAB and
SIMULINK R2020a version on a system with the follow-
ing specifications: Processor-AMD Ryzen-5 5600H; Clock
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FIGURE 4. EO flowchart with the suggested controller design framework.

speed-3.30 GHz; RAM-8 GB; GPU-4GB. The computational
time for both the simulation examples are 264.08 sec and
218.97 sec, respectively.

IV. RESULTS AND DISCUSSION
The recommended ILS-RIMC strategy is tested for its appli-
cability on some benchmark UIPs followed by a case study
on CSTR.

A. SIMULATION STUDIES ON BENCHMARK UIPs
The considered plant models with optimized controller set-
tings are given in Table 1. The servo response is achieved by
applying the positive unit step ‘R’ at t = 0s while the regula-
tory response is achieved by applying disturbance ‘δ’ (refer to
Figure 2) at a considerable time after the servo transients have
died out. The transient performance metrics such as the abso-
lute peak overshoot (

∣∣∣Ô∣∣∣), absolute peak undershoot (
∣∣∣Û ∣∣∣),

settling time (Tst ) along with integral error measures (ISE ,
IAE , ITSE and ITAE) are evaluated and compared in Table 2.
The aforementioned measures are calculated separately for
servo and regulatory response except for the time weighted
measures (ITSE and ITAE) which are calculated for the com-
plete response to evaluate the effectiveness of the ILS-RIMC
strategy. Since a perfect plant model is impossible, the control
scheme must be subjected to an imperfect (perturbed) model
to evaluate its robustness. For perturbed analysis, the plant
(G) parameters (ai, bi and β in (1)) are changed up to 30%
(positive change in ai and β; negative change in bi) while
the controller settings remain the same as that of the nominal
case.

1) EXAMPLE 1
Boilers are used to convert water into steam for downstream
equipment. When the boiler is running, steam is constantly
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TABLE 1. Process models and settings for simulation.

TABLE 2. Comparison of various performance indicators without perturbation.

FIGURE 5. Liquid level tracking in boiler steam drum [9].

visible above the water layer. These steam bubbles condense
as feed water (which is much below the boiling point) is
added, temporarily lowering the drum level [9]. This NMP
behavior is quickly reversed by increased feed-water inflow.
For this boiler steam level control system, the drum level is
considered as the system output while the flow rate of feed
water is the control effort (refer to Figure 5). This operation
was modeled by Raja and Ali [7] as an inverse response
I2PTD process model given by

G (s) =
0.547 (−0.418s+ 1)

s (1.06s+ 1)
e−0.1s (22)

Raja and Ali [7] and Raja [47] designed the DCL schemes
(PI-PD in [7] and SP-based PI-PD in [47]) for (22). The
controller settings of the aforementioned techniques are given
in Table 1. To analyze the disturbance rejection, δ = −1

is added at t = 50s. The ILS controller constructed
on Pade’s first-order and second-order approximations (as
deliberated in section II-A) are labeled as ‘Proposed1’ and
‘Proposed2’ respectively. The suggested ILS-RIMS strat-
egy yields superior servo response as compared to DCL
strategies of [7] and [47] for the nominal case (refer to
Figure 7(a)). This is also vindicated in the Tst values
of Table 2. The disturbance rejection capability of ILS-
RIMC is much better than the above-cited DCL meth-
ods with the former giving a significantly lesser

∣∣∣Û ∣∣∣.
With 20% perturbation, the process model is modified as
G0 (s) = 0.6564e−0.12s (−0.5016s+ 1) /s (0.848s+ 1). The
responses with are shown in Figures 6(c) and 6(d). Like
the nominal case, the ILS-RIMC strategy once again deliv-
ers an improved response than the other two methods. Fur-
thermore, ILS-RIMC is capable of handling perturbations
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TABLE 3. Comparison of integral measures for various perturbation levels.

as high as 30% with satisfactorily enhanced performance
measures (refer to Table 3). It is worth mentioning that both
‘Proposed1’ and ‘Proposed2’ ILS controllers produce fairly
similar responses due to less value of β (0.1 in this case).
For higher β systems, Pade’s second-order approximation is
recommended [48].

2) EXAMPLE 2
Sree and Chidambaram [10] have studied an enzymatic biore-
actor (Figure 7) expressed by the following relation:

dCc
dt

=

[
n1Q
n2V

] (
Cflow − Cc

)
−

k1Cc
(k2Cc + 1)2

(23)

where Cc is the concentration of the uniformly stirred region.
Blend concentration (at the outlet) is indicated asCout subject
to the following continuity expression [9]:

n1Cc = (1 − n1)Cflow + Cout (24)

The parameters in (23) and (24) have the following values:
n1 = n2 = 0.75, (k1V ) /Q = 300, k1 = 10s−1, k2 =

1 dm3 kmol−1, V = 1dm3 [9]. Considering the deviation
in Cout as the process output and change in Cflow as the
control effort along with the operating conditions (Cflow =

6.48 kmol3 and Cout = 1.8kmol3), the linear model [10] is
attained as

G (s) =
−0.173 (1 − 4.473s)

(3.1s− 1)
(25)

For the NMP process model (25), Sree and Chi-
dambaram [10] designed a unity feedback PI controller while
Kumari et al. [5] and Raja and Ali [7] suggested DCL strate-
gies. Reference [5] devised a fractional-order IMC-P strategy
while Raja and Ali [7] employed the PI-PD scheme. The
controller settings of the aforementioned techniques are given
in Table 1. To analyze the disturbance rejection, δ = −1 is

added at t = 125s. Since in this study, β = 0, no approx-
imation was required in the GILS expression (given in (5)).
The servo response of [10] produces large

∣∣∣Û ∣∣∣ before settling.
Though the suggested ILS-RIMC scheme yields comparable
performance as that of [5] and [7] for the nominal case (refer
to Figure 8(a) and 8(b)), the former outperforms the latter
schemes for higher levels of perturbation as noted in Table 3.
For 20%perturbation, the plantmodel ismodified asG0 (s) =

−0.2076 (1 − 5.3676s) / (2.48s− 1). The responses for this
case are shown in Figures 7(c) and 7(d). The ILS-RIMC
strategy produces lesser

∣∣∣Û ∣∣∣ than [5] and [7] with relatively
lower control efforts.

B. ROBUST STABILITY ANALYSIS
To examine the ILS-RIMC controller for robustness towards
uncertainties in the approximated model (Go (jω)), the fol-
lowing closed-loop robust stability condition [1] is explored:

T (jω)GCS (jω) < 1 ∀ω ∈ (−∞, ∞) (26)

where, GCS (jω) is the closed-loop complementary sensitiv-
ity and TUN (jω) is the uncertainty norm of the plant model.
TUN (jω) is given [1] by

TUN (jω) =

∣∣∣∣Go (jω) − G (jω)

Go (jω)

∣∣∣∣ (27)

Taking into account uncertainties of ai, bi and β as 1ai, 1bi
and 1β in (24), (23) becomes

∥GCS (jω)∥∞ <

∣∣∣∣∣∣∣∣∣∣∣∣

(
1 −

jω1bi
jωbi+1

)

(
1 −

1ai
ai

)
e−jω1β

−(
1 −

jω1bi
jωbi+1

) 

∣∣∣∣∣∣∣∣∣∣∣∣
∀ω > 0 (28)
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FIGURE 6. Plots for example-1: Comparison of (a) system output with
nominal plant parameters (b) nominal control efforts (c) system output
with 20% perturbed plant parameters (d) perturbed control efforts.

For an uncertainty of 20%, bode magnitude plots (for
GCS (jω) and TUN (jω)) are given in Figure 9. It can be
observed that the inequality relation of (28) is fulfilled for
all the examples thereby satisfying the condition for robust
stability.

FIGURE 7. Enzymatic reactor subjected to continuous mixing.

TABLE 4. Parameters of Jacketed CSTR [51].

C. CASE STUDY ON JACKETED CSTR
A CSTR setup is shown in Figure 10(a). Temperature control
is a critical aspect of jacketed-type CSTR [8], [51]. Consider
an exothermic, irreversible first-order reaction P to Q in
a CSTR. The jacket dynamics are neglected for controller
design purposes [51]. The dynamic equations that govern this
process [8] are given as follows:

dCP
dt

= (CPF − CP)
FX
V

− rX (29)

dCQ
dt

= −CQ
FX
V

+ rX (30)
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FIGURE 8. Plots for example-2: Comparison of (a) system output with
nominal plant parameters (b) nominal control efforts (c) system output
with 20% perturbed plant parameters (d) perturbed control efforts.

dTr
dt

= (TF − Tr )
FX
V

−
1θrX
σCθ

−
χAθ

σVCθ

(Tr−TC ) (31)

rX = KCPe
−EA/RTr (32)

FIGURE 9. Bode plots (magnitude) of GCS
(
jω

)
and TUN

(
jω

)
for both

examples.

FIGURE 10. Simulation using CSTR model (a) An example of CSTR setup
(b) ILS-RIMC scheme for CSTR.

The parameters used in (29)-(32) are listed in Table 4.
This reactor’s mathematical model is non-linear which is
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FIGURE 11. Plots of CSTR response.

linearized as follows [8]:

G (s) =
Tr (s)
CPF (s)

=
0.9693e−s

s (12.422s+ 1)
(33)

The temperature set-point is set at Tst = 500K . In the simu-
lation (refer to Figure 10(b)), a disturbance of D = −100 is
supplied to the process at t=40 sec. The ILS-RIMC settings
are obtained using the procedure delivered in section-II (for
Pade’s first order approximation) as KP = 0.2501, θ =

0.0102 and λ2 = 0.701. The suggested method is compared
with other works on CSTR temperature control (Kumar and
Raja [8] Kumar and Sree [52] Begum et al. [23]). The details
of the controller settings of these works can be found in [8].
The plots of plant output (reactor temperature) and control
efforts (feed concentration) are shown in Figure 11. It is
evident that the suggested strategy is capable of handling
this challenging CSTR model with a satisfactorily enhanced
response as compared to other works.

V. CONCLUSION
This work explores the application of repositioned internal
model controller (RIMC) on inverse response integrat-
ing/unstable processes with dead-time using inner-loop stabi-
lization (ILS) and equilibrium optimizer. The ILS is achieved
by utilizing a proportional-derivative (PD) controller sub-
jected to Routh Hurwitz stability criteria. The repositioning
parameter helps to achieve a desired performance/robustness
tradeoff which is illustrated with benchmark plants such as
boiler drum, enzymatic reactor and continuously stirred tank
reactor. The suggested strategy is also subjected to robust sta-
bility analysis. It provides an appreciable improvement in the
dynamic response to step reference change and disturbance
introduction which is reflected in enhanced transient and
steady-state measures as compared to some of the relevant
works. In future, better heuristic algorithm can be used which
can overcome the drawbacks of EO such as scattering and
sensitivity towards initial parameter selection. The closed-
loop performance of the suggested design can be further
enhanced if the control structure is modified such that the
servo and regulatory responses are decoupled.
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