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ABSTRACT Social media is a widely used platform that provides a huge amount of user-generated content
that can be processed to extract information about users’ emotions. This has numerous benefits, such as
understanding how individuals feel about certain news or events. It can be challenging to categorize emotions
from text created on social media, especially when trying to identify several different emotions from a short
text length, as in a multi-label classification problem. Most previous work on emotion classification has
focused on deep neural networks such as Convolutional Neural Networks and Recurrent Neural Networks.
However, none of these networks have used semantic and syntactic knowledge to classify multiple emotions
from a text. In this study, semantic and syntactic aware graph attention networks were proposed to classify
emotions from a text with multiple labels. We integrated semantic information in the graph attention
network in the form of Universal Conceptual Cognitive Annotation and syntactic information in the form of
dependency trees. Our extensive experimental results showed that our two models, UCCA-GAT (accuracy =
71.2) and Dep-GAT (accuracy = 68.7), were able to outperform the state-of-the-art performance on both the
challenging SemEval-2018 E-c: Detecting Emotions (multi-label classification) English dataset (accuracy =
58.8) and GoEmotions dataset (accuracy = 65.9).

INDEX TERMS Emotion classification, GAT, UCCA, dependency, semantic, syntactic, social media.

I. INTRODUCTION
Emotions are defined by Hwang andMatsumoto [1] as innate
constructs typically produced throughout socializing and aid
in interpersonal interaction, which is a significant part of daily
life. Emotions fundamentally influence human life, which
affects our decisions and mental and physical health [2].
There are positive and negative emotions; positive emo-
tions are more associated with improving human health as
well as work efficiency, while negative emotions may cause
health problems. Emotions can be observed from two broader
perspectives: neurological and human felt experiences [3].
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Ekman [4] identified 6 basic emotions: anger, disgust, joy,
fear, sadness, and surprise. Ekman’s basic emotions are the
result of research on facial expressions. There are also other
popular theories of emotions, such as Plutchik’s wheel of
emotions [5] and Parrots’ classification of emotions [6].
Plutchik [5] used a wheel for emotions in which the center is
basic (core) emotions of sadness, disgust, anger, anticipation,
joy, fear, surprise, and trust, and radiating toward the outer
edges are less intense variants of these core emotions. Parrot’s
classification of emotions [6] uses a tree-structured list in
which the first level consists of six basic emotions.

Humans tend to express their emotions through different
channels. In particular, social media is a popular platform
where individuals express their emotions in different forms,
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TABLE 1. Multi-label instances for emotion classification taken from
different datasets.

such as text, image, audio, or video. This study is based
on textual emotion classification, where the goal of emo-
tion classification, an extended field of sentiment analysis,
is to assign possible emotions to a piece of text that most
accurately reflect the mental state of the author. There are
three ways to solve the emotion classification problem based
on the approach: (1) binary emotion classification detects
whether an emotion is present or not [7], (2) multi-class
emotion classification classifies an instance into one of the
predefined set of n labels [8], [9], (3) multi-label emotion
classification classifies a given instance as ‘‘neutral or no
emotion’’ or one or more from a set of predefined n labels
that best represent the mental state of the author [10], [11].
The development of emotion classification models is crucial,
given their widespread influence and presence. There are
numerous applications for emotion categorization models in
various domains, including financial marketing [12], [13],
[14], medicine [15], [16], [17], education [18], [19], [20], etc.
Therefore, emotion classification in the text is a well-studied
task in Natural Language Processing (NLP). There are vari-
ous multi-label classification datasets with different numbers
of emotion labels, such as GoEmotions [21] has 28 emotions
(28th emotion label is neutral), SemEval-2018 Task-1C [10]
a shared task dataset contains 12 emotions (12th emotion
label is neutral). Since the number of emotion labels in the
GoEmotions [21] dataset is higher than in other datasets,
resulting in an imbalance dataset, the studies [22], [23], [24]
use the GoEmotions dataset with emotions of Ekman [4].
In this study, we also mapped the emotion labels of the
GoEmotions dataset to Ekman’s basic 6 labels (see IV-A2).
Table 1 represents instances of both the SemEval-2018 and
GoEmotions datasets.

With the domination of deep learning models in NLP tasks
such as sentiment analysis, question answering, and machine

translation, wildly used deep learning models are also applied
for multi-label classification [11], [25], including Convolu-
tional Neural Networks (CNN) [26], Long Short-term Mem-
ory (LSTM) networks [27], Bi-directional Long Short-term
Memory (Bi-LSTM) networks [28], Gated Recurrent Units
(GRUs) [29], Attention [30], and Multi-head Attention [31],
[32]. Graph neural networks [33] are a class of deep learning
methods designed to perform inference on data described by
graphs and have been extensively employed in various NLP
tasks, such as dependency parsing [34], [35], text classifica-
tion [36], [37]. The models commonly neglect the semantic
meaning of the text, concerning meaning defined by relations
between words in a sentence, which is essential for classify-
ing the emotions of a given text.

Semantic representation reflects the meaning of the text
in a rather structured form (e.g., graph-based or tree-based
representation) [38]. In recent years, graph-based represen-
tations gained researchers’ attention due to their ability to
express and generate adequate target structures, especially
for a text’s sentence-level syntactic analysis and seman-
tic representation. The increasing popularity of graph-based
semantic representations has led to the proposal of vari-
ous semantic representation frameworks such as Abstract
Meaning Representation [39], Universal Conceptual Cogni-
tive Annotation [40], bilexical Semantic Dependencies [41],
Universal Decompositional Semantics [42], and Parallel
Meaning Bank [43]. These graph-based representations
have proven to be beneficial in Natural Language Under-
standing (NLU) tasks and have already demonstrated their
applicability in a variety of NLP tasks such as text summari-
sation [44], [45], paraphrase detection [46], [47], machine
translation [48], [49], question answering [50], [51], and text
simplification [52].

In this study, we proposed semantically and syntactically
aware models to investigate the impact of incorporating
semantic and syntactic representation with Graph Attention
Network (GAT) for multi-label classification. In order to
incorporate the semantic information, we constructed the
GAT model by integrating the UCCA-based semantic rep-
resentation of the expressions. As a syntactic representa-
tion, we utilized dependency trees of the expressions. The
overview of the proposed model is illustrated in Figure 1.
First, we extracted UCCA-based semantic representations
and dependency trees from the multi-label classification
datasets. Then, we extracted adjacency and feature matrices
from semantic and syntactic representations, respectively.
Finally, we use the matrices in the proposed GAT model for
multi-label classification. The detailed steps are described in
section III.
The contribution of this study is as follows:
• We proposed a semantic and syntactic aware GAT for
the multi-label classification problem. To the best of our
knowledge, this is the first study to integrate the UCCA
framework into GATs for the multi-label classification
task and compare the effects of semantic and syntactic
representation for the problem.
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FIGURE 1. The overview of the proposed system.

• We evaluated our proposed model on the multi-label
classification datasets, namely the challenging multi-
label classification dataset of SemEval-2018 E-c:
Detecting Emotions (multi-label classification) [10] and
GoEmotions [21] with Ekman emotions [4].

• We compared semantically and syntactically aware
models in detail for the multi-label classifica-
tion problem. The experimental results showed
that the semantically-aware model outperforms the
syntactically-aware model on SemEval-2018 E-c:
Detecting Emotions and GoEmotions datasets. More-
over, the semantically-aware model outperforms the
state-of-the-art performance on both datasets.

The rest of the paper is organized as follows. Section II
reviews related work on the multi-label classification prob-
lem and semantic and syntactic aware studies proposed for
NLP problems. Section III describes our methodology for
addressing the multi-label classification problem with details
on semantic and syntactic parser models and preprocessing
methodology. Section IV presents our experimental setup,
results, and detailed analysis of the results. Finally, Section V
concludes the paper with insights on the impact of semantic
and syntactic information on the multi-label classification
problem and possible future work.

II. LITERATURE REVIEW
Emotion detection has been studied in recent years [53],
[54], [55], and with the success of deep learning mod-
els in NLP tasks, such as Neural Machine Translation
(NMT) [48], [56], Semantic Textual Similarity (STS) [57],
[58], the advanced deep learning models also employed in
solving the multi-label emotion classification problem, such
as LSTM [59], [60], CNN [61], GRU [62], [63], Trans-
formers [11], [25], [64]. The multi-label emotion classi-
fication problem is a popular task that is also addressed
in the SemEval-2018 shared task [10] for English, Arabic,
and Spanish. The SemEval shared tasks released for emo-
tion classification play an important role in developing
resources for emotion classification [10], [59]. NTUA-SLP
[59], which took first place in the emotion classifica-
tion subtask of the SemEval-2018 shared task [10], pre-
sented BiLSTMwith a multi-layer self-attention mechanism.
As pre-trained embedding, they trained word2vec [65] with
550 million English tweets, augmented with a set of effec-
tive word embeddings trained with the word embeddings.
To fine-tune the hyperparameters of the proposed model,
the authors adopted a Bayesian optimization approach that
allows for a time-efficient search for all possible values in
high-dimensional space instead of a grid or random search.
One of the other teams that participated in SemEval-2018 is
TCS Research [66], which combined three different features
(lexicon, deep learning features extracted from BiLSTM,
SentiNeuron [67] features) into an SVM to develop a unified
ensemble system. The system was designed to handle noisy
sentiment multi-label datasets with a mixture of embeddings
in parallel. The team that placed third in the SemEval shared
task [10], PlusEmo2Vec, applied neural network models to
extract features and used those features in traditional machine
learning classifiers (logistic regression and support vector
regression (SVR)). They also extended the training set by
using an external dataset provided by the competition to
learn a better representation of emojis and #hashtags. The
other studies also applied DL networks, such as MLP [68],
LSTM [60].

In addition to the SemEval shared task [10], multi-label
emotion detection [21], [69], [70], [71] is a well-studied
problem. Ameer et al. [71] applied pre-trained language
models for MLEC problem, such as XLNet, DistilBERT,
and RoBERTa with multiple attention mechanisms, and
fine-tuned them on a SemEval-2018 E-c dataset for English
and Ren-CECps dataset for Chinese. The proposed models
outperformed the state-of-the-art results on both datasets.
Li and Xiao [72] developed a multi-label emotion recognition
tool calledMulti-EmoBERT. They applied it to SemEval2018
Task 1 and several fake news and corpora, examining
the relationships between veracity/stance and emotion and
achieving state-of-the-art performance. Farruque et al. [73]
analyzed multiple emotions in tweets by utilizing multi-label
classifiers to identify basic emotions and those specific to
depression. They used a hybrid emotion model consisting
of common emotions from four psychological models of
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emotions and added new emotion categories that are sig-
nificant for examining depression. The research findings
indicate that the Deep Learning model outperformed the
RankSVM algorithm in modeling the complex semantic
features of the new emotional categories. Islam et al. [74]
used two approaches to MLEC: problem transformation
and algorithm adaptation. The results showed that binary
relevance and label powerset methods perform better than
other multi-label classifiers. The random forest classifier
is better than the support vector machine as a base clas-
sifier for problem transformation methods. The paper also
shows that SenticNet1 can improve the accuracy of the
models.

In recent years, semantically and syntactically aware mod-
els have gained popularity due to impressive performance in
NLP problems [75], [76], [77], [78], [79], [80].

Semantically aware studies that concern the semantic rela-
tions between words of a group of words in a sentence can
be divided into models that use semantic similarity [75] and
semantic information, such as graph-based semantic frame-
works [76], [78], which are utilized in different NLP prob-
lems, i.e., text classification problems (irony detection [75],
content detection [76]), reading comprehension [78] and
machine translation [79], [80]. One of the semantically-aware
models is SemBERT (semantics-aware BERT) [81], which
uses PropBank [82] for semantic role label sequences. The
model takes the raw text sequences and the semantic role
label sequences as embedding vectors to feed a pre-trained
BERT [83]. The model is performed on ten NLU bench-
mark datasets involving natural language inference, machine
reading comprehension, semantic similarity, and text clas-
sification. Ek et al. [84] investigated the effect of syntactic
and semantic representations with LSTM for the language
model. They trained the LSTM language model on sentences
annotated with universal syntactic dependency roles [85],
dependency tree features, and universal semantic tags [43].
Elbasani and Kim [76] proposed a neural approach for toxic
content detection. The study is based on a CNN model that
integrates an AMR graph-based semantic representation as
the input layer of the model. Nguyen et al. [86] presented a
graph embedding algorithm using AMR and compared vari-
ous well-known machine learning systems, such as Seq2seq,
Conv2Seq, and Transformer by integrating the AMR graph
embedding representation. Slobodkin et al. [87] presented
two novel encoders called Scene-Aware Self-Attention
(SASA) and Scene-Aware Cross-Attention (SACRA) that
integrate UCCA graph-based semantic representation into
Transformer for machine translation.

Syntactically aware models have also effectively solved
various NLP problems, i.e., sentiment analysis, text genera-
tion [88], [89], question answering [90], and semantic role
labeling [90], etc. In particular, dependency trees are used
as syntactic information in problems such as machine trans-
lation [91], [92], language model [93], [94], and semantic

1https://sentic.net/ Last visited: 04-05-2023

role labeling [95]. Bastings et al. [91] presented Graph Con-
volutional Network (GCN) using a dependency tree for
machine translation. Nguyen et al. [96] proposed a hierarchi-
cal accumulation tree structure using dependency trees as
a self-attention mechanism for machine translation. Using
graph-attention network on a dependency tree structure and
external pre-training knowledge from the BERT language
model, Huang et al. [88] used a graph attention network
on a dependency tree structure and external pre-training
knowledge from the BERT language model [88] to better
describe the relationship between context and aspect words.
The dependency tree graphs included the BERT subwords,
allowing a more accurate representation of words by graph
attention. Three datasets are used in experiments to show how
well the model works.

Guo et al. [89] treated text generation as a graph gen-
eration problem that takes advantage of word order and
syntactic linkages. The method involved incremental sen-
tence construction while maintaining syntactic integrity
using a top-down approach based on syntax. Experimen-
tal results on both synthetic and real text generation tasks
demonstrated the effectiveness of the proposed approach.
Schlichtkrull et al. [90] worked on question answering and
semantic role labeling problems by developing a graph neu-
ral network. The authors developed a post-hoc technique
for analyzing GNN predictions highlighting irrelevant edges.
They showed that such a classifier might be trained in a
completely differentiable manner with stochastic gates and
the expected L0 norm, which promotes sparsity and uses an
attribution method to analyze GNN models for the above
two tasks. It provided insight into the information flow in
these models and revealed that a significant portion of edges
could be omitted without negatively affecting the model’s
performance. The remaining edges can then be analyzed to
interpret the model predictions. Marcheggiani and Titov [95]
used GCN to encode the constituent structures and provide
the information for the semantic role labeling system. The
SpanGCN nodes in the proposed technique corresponded to
the components. The initial node representations are created
in the first stage by ‘‘composing’’ the first and last words
of the constituent into word representations. In the second
stage, graph convolutions are created based on the constituent
tree, leading to syntactically informed constituent represen-
tations. Then, the semantic role labeling classifier fed the
‘‘decomposed’’ constituent representations ’’ back into word
representations. The SpanGCNwas compared to alternatives,
such as a model that favors dependency trees over GCNs,
and its effectiveness was demonstrated using the English
SRL benchmarks CoNLL-2005 [97], CoNLL-2012 [98], and
FrameNet [99].

In summary, semantically and syntactically aware models
are famous in NLP problems because they significantly out-
perform naive learning models [100]. Inspired by these mod-
els, we proposed a graph neural network for the multi-label
classification that employed semantic and syntactic informa-
tion. To the best of our knowledge, none of the prior studies
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have explored semantically and syntactically aware models
for multi-label classification.

III. METHODOLOGY
In this section, we described the proposed architecture for
multi-label classification with the preprocessing steps.

The methodology consists of two steps:

1) Extracting representation: As input to the graph
attention network, we used semantic and syntactic rep-
resentations to compare the problem; for this, we used
external semantic and dependency parser models with
similar structures for each sample in the datasets.

2) Applying proposed model: We proposed a graph
attention network to categorize each sample for emo-
tions using the representations extracted in the first
step.

A. BACKGROUND
This study explored representations over graph neural net-
works for the multi-label classification problem. We used a
graph-based semantic representation called Universal Con-
ceptual Cognitive Annotation (UCCA) and a syntactic
representation (dependency tree) to extract graphs for the
multi-label classification.

1) SEMANTIC PARSING
Semantic representation is a way of expressing the meaning
of a text that a machine can process to serve a particular NLP
task that requires meaning understanding [101]. Recently,
NLP problems have been using semantic representations such
as text summarization [44], [45], question answering [102],
or machine translation [48]. We utilized semantic represen-
tation for the multi-label classification problem and chose
the UCCA [40] graph-based semantic representation for the
study.

UCCA [40] is a proposed graph-based semantic repre-
sentation with a multi-layered framework where each layer
corresponds to a ‘‘module’’ of semantic distinction. The foun-
dational layer of UCCA is represented by a directed acyclic
graph (DAG), where the nodes represent terminal (words) and
non-terminal tokens, and the edges represent the semantic
roles between the nodes. In the UCCA representation, there
are 4 different categories of semantic roles:

1) Scene Elements: The main element of the UCCA rep-
resentation is the Scene and Process (P), State (S),
Participant (A), and Adverbial (D) are the elements of a
Scene. Process (P) and State (S) are the main relations
of a Scene, which determine the type of the Scene.
If there is an action or movement, the main relation is
Process (P). However, if it is a temporally persistent
state, the relation is State (S). Participant (A) is the
participant of the main relation, and there may be one
or more participants in the Scene. The last element
Adverbial (D), describes the main relation in detail,
e.g., time or location.

2) Non-scene Elements: There are also elements of the
UCCA that do not evoke a Scene. The elements are
Center (C), Elaborator (E), Connector (N), and Relator
(R), where Center (C) and Elaborator E) conceptualize
the non-Scene unit and also act as class descriptors.
Connector (N) connects two or more entities with sim-
ilar roles, e.g., Elaborator or Center. Finally, Relator
(R) relates one or more entities to the main Scene.

3) Inter-scene Relations: UCCA may contain more than
one Scene, called Parallel Scene (H). Linker L) is
an inter-scene relation that connects Parallel Scenes.
Ground (G) is an entity that refers to the speech
event of the speaker, the hearer in which the text was
uttered/written/conceived.

4) Other: Function (F) is an element that functions as an
auxiliary to a larger construction, e.g. tense or focus.

We applied a semantic parser proposed by Bolucu and
Can [103] as an external semantic parsingmodel to extract the
semantic representation of the two datasets. The parser model
is a graph-based semantic parser that solves the problem
as a constituency parsing problem. It comprises an encoder
and decoder where the encoder is a self-attention mechanism
of Vaswani et al. [31] with 2 MLP classifiers with 2 fully-
connected layers and a nonlinear activation function ReLU
as the output layer. The output layer generates per-span
scores where spans correspond to the constituents in the
constituency tree. The decoder part is CYK (Cocke-Younger-
Kasami) [104] algorithm that generates a constituency tree
with a maximum score using the scores generated in the
output layer of the encoder. The model transforms the con-
stituency trees into UCCA representations by using one of the
MLP layers to predict the remote edges of the representation.

2) DEPENDENCY PARSING
Dependency grammar is an approach to the syntax of natural
languages. Dependency is the notion of linguistic units that
are words connected to each other by directed links [105].

We applied a dependency parser proposed by Dozat and
Manning [106] called Deep Biaffine Neural Dependency
Parser to extract the syntactic representation of the datasets
for the problem. The parser model follows the Bi-LSTM
model with biaffine classifiers to predict arcs and labels.
An example of a UCCA representation (Figure 2a) and a
dependency tree (Figure 2b) from the SemEval-2018 dataset
is presented in Figure 2.

B. PRE-PROCESSING
We proposed a graph attention network to solve the prob-
lem of classifying emotions with multiple labels. We used
semantic and syntactic representations as input to the model
to extract the adjacency matrix and the feature matrix from
graphs.

UCCA is an acyclic directed graph G = (V ,E), where
V is a set of nodes that are terminal and non-terminal
nodes in the UCCA representation, and E is a set of edges
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FIGURE 2. The semantic and syntactic representations of the Tweet ‘‘angel delight is my everything’’ taken from the SemEval-2018 dataset obtained from
the parser models, i.e., the semantic parser and dependency parser.

FIGURE 3. The adjacency matrix extracted from semantic and syntactic representations of the Tweet ‘‘angel
delight is my everything’’ taken from the SemEval-2018 dataset. The gray color in the matrix represents the
value of 1 and the white color to the value of 0.

that are UCCA semantic roles. We extracted the feature
matrix X (n × k , where n is the number of nodes (termi-
nal and non-terminal) in the graph, and k is the embed-
ding dimension) and the adjacency matrix A (n × n, where
n is the number of nodes in the graph) from the UCCA
graph. For the feature matrix, pre-trained word embeddings
(BERT [83], RoBERTa [107], etc.) were used for termi-
nal nodes, and a randomly generated embedding with the
same dimension of the pre-trained embedding was used
for non-terminal nodes. The same procedure was applied
to the dependency trees extracted from the dependency
parser.

Figure 3 demonstrates examples of adjacency matrices
extracted from semantic (Figure 3a) and syntactic (Figure 3b)
representations. All preprocessing is illustrated in Figure 4.

We only used the nodes of representations. Since the rep-
resentations of the texts in the dataset are of different sizes,
we used the pad function of the numpy [108] library to scale
the adjacency and feature matrices and bring them to the same
size.

C. PROPOSED METHOD
GAT is a novel neural network architecture that operates on
graph-structured data [109]. The model leverages masked
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FIGURE 4. Preprocessing for graph attention network.

self-attentional layers of [31] to address the limitations of
prior methods based on graph convolutions by adding atten-
tion to each neighbour [110].

The model is composed of three layers: (1) the input
layer, (2) the self-attentional layer, and (3) the output layer.
The architecture of the proposed model is demonstrated in
Figure 5.

• Input Layer: The input layer of the model is designed
as an adjacency and feature matrix that is generated from
the either semantic representation of the dependency tree
of the sample.

• Graph Attention Layer: We applied self-attentional
layer of [31] that is computed as:

H i+1
= σ

(
A · H i

·W i
)

(1)

where Wi is the weight matrix for layer i, A is the
adjacency matrix, H i is the feature matrix of the first
layer (H0

= X ), where X is feature matrix (extracted
in preprocessing step), and σ is the ReLU non-linear
activation function. In the proposed model, we applied a
multi-layer GAT where the layer size is a hyperparame-
ter that needs to be tuned in the graph.

• Output Layer: The output layer is the sigmoid layer
withm classes, wherem is the number of emotions in the
dataset. The sigmoid layer squeezes the results between

0 and 1, and we used 0.5 as the threshold to convert the
probabilities into classes. The equation 2 presents the
formula of the layer.

Z = sigmoid(H l) (2)

where H l is the feature matrix of the final graph atten-
tion layer.

IV. EXPERIMENTS AND RESULTS
This section presents the experimental setup, including
datasets, external paring models (semantic and syntactic),
evaluation measures, hyperparameter settings, and the results
and analysis.

A. EXPERIMENTAL SETUP
1) TRAINING DETAILS OF EXTERNAL PARSERS

• Semantic Parser: The semantic parser is trained with
the combination of all training sets of English, French,
and German datasets released in the SemEval-2019
shared task [111]. The model uses the concatenation
of word embeddings and syntactic embeddings (PoS
tag, dependency label, entity type, and entity IOB) as
input. We used Stanza library2 [112] to extract syntactic
features of the multi-label classification datasets.

2https://stanfordnlp.github.io/stanza/ Last visited: 17-08-2022
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FIGURE 5. Architecture of the proposed model.

• Syntactic Parser: The model is trained with Universal
Dependencies v2.5 treebanks [85].

2) DATASET
We performed extensive experimentation on two multi-label
emotion classification datasets, i.e., SemEval-2018 Task-1C
and GoEmotions. The details of the datasets are given below:

• SemEval-2018 Task-1C: Affect in Tweets dataset con-
tains Tweets collected from 2016 to 2017, and it was
developed for Task E-c: Detecting Emotions (multi-label
classification) shared task [10]. This dataset is annotated
with the presence/absence of 11 emotions (anger, antic-
ipation, disgust, fear, joy, love, optimism, pessimism,
sadness, surprise, and trust). The dataset is provided
in three languages (Arabic, Spanish, and English) for
the emotion classification task. However, we only used
English language data for this study.

• GoEmotions: A Dataset of Fine-Grained Emotions con-
tains 58k samples taken from Reddit comments [21].
This dataset is annotated with the 28 emotions (27
emotion categories or neutral). We mapped 28 labels
to Ekman’s [4] 6 categories (anger (anger, annoyance,
disapproval), disgust (disgust), fear (fear, nervousness),
joy (admiration, amusement, approval, caring, desire,
excitement, gratitude, joy, optimism, pride, relief), sad-
ness (disappointment, embarrassment, grief, remorse,
sadness) and neutral (neutral)). We randomly split the
dataset into train (80%), development (10%), and test
(10%) sets as defined in the paper [21].

The statistics of the datasets are provided in Table 2 (see
Appendix I for detailed statistics).

TABLE 2. Dataset statistics.

3) EVALUATION MEASURE
Since this is a multi-label classification challenge, each piece
of text can have one or more gold emotion labels and one or
more predicted emotion labels. In this study, we used multi-
label accuracy (a.k.a. Jaccard index), the size of the intersec-
tion of the predicted labels, and the gold labels divided by
the size of the union of the predicted and gold labels. This
evaluation is performed for each piece of text t in the test
dataset and then averaged over all instances in dataset D.

Accuracy =
1

|D|

∑
t∈D

Gt ∩ Pt
Gt ∪ Pt

(3)

where Gt is the set of gold labels for sentence s, Ps is the set
of predicted labels for sentence t , and D is the total number
of sentences in the test set.

In addition to the Jaccard index (multi-label accuracy),
we also reported Macro-averaged F-score and the Micro-
averaged F-score3 [25].

4) HYPERPARAMETER SETTINGS
We implemented the proposed model using the PyTorch
library [113]. The Adam optimizer [114] was used with an
epsilon value of 1e− 8 and default max grad norm.

3https://competitions.codalab.org/competitions/17751. Last visited:
17-08-2022
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TABLE 3. Emotion classification results obtained from SemEval-2018
Task-1C dataset.

TABLE 4. Emotion classification results obtained from GoEmotions
dataset.

For nodes corresponding to words, we used pre-trained
language models (BERT [83], RoBERTa [107], etc.) in
the feature matrix. The model was fine-tuned using the
development set of datasets (see Appendix II for detailed
hyperparameters).

B. RESULTS AND ANALYSIS
1) RESULTS
Tables 3 and 6 represent the multi-label accuracy, Micro
F1, and Macro F1 results obtained by applying the pro-
posed semantically and syntactically aware model on the
SemEval-2018 Task-1C [10] and GoEmotions [21] datasets,
respectively. In these Tables, ‘‘Models’’ refers to the two
proposed (UCCA-GAT and Dep-GAT) models and state-
of-the-art studies on both datasets to compare the results.
The ‘‘UCCA-GAT’’ model refers to a GAT model with
an input layer consisting of adjacency and feature matrices
extracted from the UCCA semantic representation. Similarly,
the ‘‘Dep-GAT’’ model also uses a GAT but with an input
layer consisting of adjacency and feature matrices extracted
from dependency trees.

The results show that semantically and syntactically aware
models are the most suitable for the multi-label classifica-
tion problem on two different natures of the texts (Tweets
and Reddit comments). On SemEval-2018 Task-1C [10]
dataset, overall, the best results are obtained with the seman-
tically aware UCCA-GATmodel (accuracy= 61.2). Our pro-
posed models, UCCA-GAT and Dep-GAT, outperformed the
top three state-of-the-art approaches on the SemEval-2018
Task-1C dataset. On GoEmotions [21] dataset, overall,
the semantically aware UCCA-GAT model performed best
(accuracy = 71.2). Our proposed models, UCCA-GAT and
Dep-GAT, outperformed the top three state-of-the-art studies
on the GoEmotions dataset.

To understand the reason for the better results of the
semantically aware model (UCCA-GAT), we analyzed the

TABLE 5. Scores for each emotion in SemEval-2018 Task-1C dataset.

TABLE 6. Scores for each emotion in GoEmotions dataset.

adjacency and feature matrices extracted from semantic
and dependency parsers. As explained in Section III-A, the
UCCA representation is a graph with nodes that are terminal
(words) and non-terminal (multi-words). The non-terminal
nodes, which represent the semantics of multi-tokens,
increase the depth of the graphs compared to the dependency
trees. This also increases the density of the adjacency matrix
extracted from the UCCA semantic representation and helps
to better performance in multi-label classification problem.

To understand the performance of the models for each
emotion, we computed the precision, recall, and macro
F1 scores of the best performing model (UCCA-GAT) for
the SemEval-2018 Task-1C and GoEmotions datasets. The
scores are presented in Table 5 and 6 for the SemEval-2018
Task-1C and GoEmotions datasets, respectively.

The results show that both semantically and syntacti-
cally aware models performed better on emotions ‘‘anger’’,
‘‘disgust,’’ ‘‘joy,’’ ‘‘pessimism,’’ and ‘‘sadness’’ on the
SemEval-2018 Task-1C dataset and emotions ‘‘anger’’, ‘‘dis-
gust,’’ ‘‘joy,’’ ‘‘optimism’’ on GoEmotions dataset. One pos-
sible reason could be the percentages of instances of these
particular emotions in the datasets (see Table 8).

To summarize, we obtained comparatively higher results
on the GoEmotions dataset. The following are possible
reasons for the lower performance on the SemEval-2018
Task-1C dataset:

• The number of emotion classes in the datasets
(SemEval-2018 Task-1C: 11 and GoEmotions: 7) could
lead to the low performance of the proposed model on
the SemEval-2018 Task-1C dataset.

• The experimental results of the parsers show that the
models perform better on shorter text than longer ones
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FIGURE 6. Macro F1 scores obtained by proposed models with different numbers of layers on SemEval-2018 Task-1C and GoEmotions datasets.

TABLE 7. F1 Scores obtained with monolingual and multilingual
embeddings.

(Average no. of words: SemEval-2018 Task-1C = 16.06,
GoEmotions = 12.84) [103].

• The SemEval-2018 Task-1C dataset comprised of
Tweets containing hashtags, emotions (labels in text),
and punctuation marks, while the GoEmotions dataset
comprised Reddit comments containing fewer emotion
words, and no hashtags as compared to SemEval-2018.

However, some limitations of this study are dependency
on external parser models, the difference between domains
used to train parser models and the multi-label classification
problem, and finally, emotions and punctuation marks in the
datasets.

2) EMBEDDINGS
The effect of embeddings on models’ success is huge [116].
Therefore, we tried monolingual and multilingual pre-trained
embeddings in our experimentation to understand the behav-
ior of the semantically and syntactically aware models.
We used BERT [83], RoBERTa [107], and XLNet [117]
monolingual embeddings with base variants consisting of
768 hidden dimensions, whereas we used multilingual ver-
sion of BERT (M-BERT) [83] and RoBERTa (XLM-R) [118].

The results obtained by monolingual and multilingual
pre-trained embeddings are in Table 7. The results show that
multilingual embeddings aremore effective for both proposed
UCCA-GAT and Dep-GAT models.

3) IMPACT OF LAYERS
To further analyze the layers’ impact on the proposed model,
we varied the number of layers from 1 to 6 and performed
experiments using BERT multilingual embeddings. Figure 6
illustrated the obtained results for the SemEval-2018 Task-1C
and GoEmotions datasets.

As shown in Figure 6a, we achieved the highest results on
the 3rd layer of the UCCA-GAT and Dep-GATmodels for the
SemEval-2018 Task-1C dataset. After the 3rd layer, there are
a dramatic drop in the F1 scores of the proposed models. This
shows that deeper models lose the semantic features needed
for the task. Figure 6b displayed the results of the GoEmo-
tions dataset, where the highest performance can be seen on
the 2nd layer of UCCA-GAT and 1st layer of Dep-GATmod-
els. These results are similar to the SemEval-2018 Task-1C
dataset. However, the dramatic drop can be seen in F1 scores
of both proposed models (UCCA-GAT and Dep-GAT) after
the 4th layer.

The results obtained for the two datasets show that the
semantically and syntactically aware models (UCCA-GAT
and Dep-GAT) do not need deeper layers for the multi-label
classification problem.

V. CONCLUSION AND FUTURE WORK
In recent years, semantically and syntactically aware models
have gained popularity due to their impressive performance
in NLP problems. However, these models have not been
explored for the multi-label emotion classification problem.
As described in this paper, our novel contribution is to
develop a semantically and syntactically aware graph atten-
tion network for multi-label emotion classification problems
in English texts using a challenging Twitter dataset provided
by the SemEval-2018 E-c shared task and the GoEmotions
dataset. We proposed a graph attention network using seman-
tic and syntactic structures as input to the model. Our two
proposed semantically and syntactically aware UCCA-GAT
(accuracy = 71.2) and Dep-GAT (accuracy = 68.7) models
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TABLE 8. Percentage of texts that were annotated with a given emotion
in the datasets.

outperformed the state-of-the-art studies on both datasets,
i.e., GoEmotions and SemEval-2018.

In the future, we plan to examine other graph-based seman-
tic representations, such as AbstractMeaning Representation,
Prague Semantic Dependencies, and Elementary Depen-
dency Structures, and investigate different models suitable
for semantic graphs. Although the domains of the datasets
are different, it would be beneficial to transfer learning
between datasets, especially for the comparatively smaller
SemEval-2018 Task-1C dataset. Therefore, after consult-
ing with an expert to map SemEval-2018 Task-1C dataset
emotions into Ekman’s category, we plan to extend our
experiments with transfer learning. We also plan to further
improvements in samplings to address the problem of imbal-
ance dataset for multi-label emotion classification.

APPENDIX I. DETAILS OF DATASETS
Table 8 indicates the percentage of texts annotated with given
emotions in the datasets. We also added the GoEmotions
dataset before mapping the labels into Ekman’s categories to
show how imbalanced the original dataset is. The rows sum
to more than 100% because a text is likely to contain more
than one emotion. Note that anger, disgust, joy, optimism, and
sadness received a higher percentage of emotion labels, while
neutral, surprise, and trust are the least annotated emotions in
the SemEval-2018 Task-1C dataset. Similarly, joy and neutral
received a higher percentage in the GoEmotions dataset.

APPENDIX II. HYPERPARAMETER VALUES
Table 9 lists the hyperparameter values used in the model.

TABLE 9. Hyperparameters used for the different models in experiments.
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