IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 14 April 2023, accepted 19 May 2023, date of publication 31 May 2023, date of current version 19 July 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3281761

== RESEARCH ARTICLE

IrisMath: A Blind-Friendly Web-Based
Computer Algebra System

ANA M. ZAMBRANO ', DANILO I. PILACUAN"“', MATEO N. SALVADOR"!,
FELIPE GRIJALVAZ, (Senior Member, IEEE),

NATHALY OROZCO GARZON 3, (Senior Member, IEEE),

AND HENRY CARVAJAL MORA “3, (Senior Member, IEEE)

lDepanamento de Telecomunicaciones y Redes de Informacién, Escuela Politecnica Nacional, Quito 170525, Ecuador
2Colegio de Ciencias e Ingenierias “El Politécnico,” Universidad San Francisco de Quito (USFQ), Quito 170901, Ecuador
3Faculty of Engineering and Applied Sciences (FICA), Telecommunications Engineering, Universidad de Las Américas (UDLA), Quito 170503, Ecuador

Corresponding author: Henry Carvajal Mora (henry.carvajal@udla.edu.ec)

This work was supported by Escuela Politécnica Nacional through the Project Sistema de Calculo Numérico-Algebraico Virtual Interactivo
Para Estudiantes de Ingenierfa con Discapacidad Visual under Grant PTT-21-02.

This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was
granted by Technical Cooperation Agreement between Research Project PTT-21-02 from Escuela Politecnica Nacional and the Asociacién
de Invidentes Milton Vedado from Quito, Ecuador.

ABSTRACT Visually impaired individuals face challenges in pursuing higher education, particularly in
technical courses related to engineering. The lack of specialized tools and resources that allow for proper
development in academic activities is a significant barrier to their admission, retention, and graduation from
higher education institutions. By considering this, this paper presents the development of a blind-friendly
Computer Algebra System (CAS) called IrisMath. This system enables visually impaired people to perform
mathematical operations commonly used in engineering. IrisMath is a web application inspired by Jupyter
Notebooks and developed using a Layered Architecture to provide modularity. It offers a variety of output
formats, including LaTex, CMathML, JSON, and audio formats. Our CAS has undergone an extensive
assessment of its functional, non-functional, and usability requirements, demonstrating its potential as a
tool for engineering students with visual disabilities.

INDEX TERMS Blind people, Python, synthesized voice, sonification, computer algebra system.

I. INTRODUCTION

According to the World Health Organization (WHO), there
are around 252.6 million people with some type of visual
impairment around the globe, of which 36 million are clas-
sified as totally blind [1]. Among these people, there is a
high degree of school dropout, so the percentage is estimated
at around 40% in countries like the United States and is
exceeded in Latin America [2].

In the particular case of Ecuador, where this research work
is carried out, there is a total of 11.6% of the population
with some degree of visual disability. In particular, 40% of
these people have a disability greater than 75%, of which
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only 2,906 people are studying basic education and approxi-
mately 1,100 people are studying at university [3]. The latter
group faces greater challenges due to the lack of specialized
tools and resources that allow their correct development in
academic activities, especially in technical courses related
to engineering. This undoubtedly limits their likelihood of
admission, retention, and graduation from higher education
institutions.

Among the most widely used software tools in exact
sciences and engineering are Computer Algebra Systems
(CAS), such as Matlab, Wolfram Mathematica, and Maxima
CAS [4]. Unfortunately, these tools lack features that make
them accessible and usable by people with visual disabili-
ties. Although there are software tools that can read what
is displayed on a computer screen, they are not suitable for
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environments that involve mathematical expressions. The
main issue is that these programs are designed to read a text
and not equations or mathematical expressions. As a result,
users may listen to text in a linear way, which can generate
ambiguities when trying to understand the details of a math-
ematical expression. Therefore, there is a need to develop
tools that enable visually impaired people to comprehend
mathematical expressions in detail, taking into account all of
the subtleties that may be involved in these expressions.

This work proposes a new platform called IrisMath that
acts as a web prototype, connecting to the Maxima CAS
tool via an accessible and intuitive interface to perform
numerical-algebraic calculations. It also features speech syn-
thesis adapted to the nonlinear semantics characteristic of the
resulting mathematical expressions. The aim of IrisMath is
to provide academic support to blind engineering students
and overcome potential limitations they may face during their
training.

The rest of this work is organized as follows. Section II
presents the state of the art and highlights the current
problems associated with the lack of research on inclusive
software. In addition, the main contributions of our proposal
are presented. Section III defines the architecture and the
development process for IrisMath. In Section IV, the results
obtained are analyzed, and discussions around these results
are presented. Finally, Section V concludes the work and
presents options for future research.

Il. STATE OF THE ART AND CONTRIBUTIONS

This section describes previous works related to the proposal
presented. Specifically, these works propose accessibility
tools for people with visual disabilities. In addition, the key
contributions of our proposal are summarized.

Pearson Accessible Equation Editor (AEE) presents a sys-
tem for creating mathematical expressions through a web
application that is based on external screen readers such as
NVDA or JAWS [5]. This system allows the input and out-
put of information related to mathematical notations through
a Braille system. For the inputs, AEE uses an external
updateable display. Furthermore, the outputs are converted
to MathML language, which is an XML-based markup lan-
guage intended to represent mathematical notations in Braille
format [6].

L-MATH [7] is a system that enables the editing and
inspection of mathematical formulas. Writing and read-
ing of mathematical expressions are achieved through the
BlindMath and TalkingMath modules, respectively. With
BlindMath, the visually impaired student can enter mathe-
matical formulas using a computer keyboard that can then be
converted to LaTeX code. On the other hand, TalkingMath
uses an original adaptive algorithm to read formulas accord-
ing to human reading habits.

Another popular platform is the LAMBDA system [8].
This is a system of access to computational mathematics,
which is based on a linear mathematical notation that allows
access to mathematical expressions through the Braille code
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and synthetic voice. This system has a Braille version with
256 unique characters (LAMBDA code) based on the Braille
representation of 8 points, which includes new symbols that
allow for the representation of mathematics in a linear way.
These symbols can be represented visually and in Braille.
Among the distinctive features of LAMBDA is its ability to
solve basic mathematical operations (for example, addition,
factorial, and trigonometric operations).

DOSVOX [9] is an autonomous system developed by
the Federal University of Rio de Janeiro and is currently
widely used in Brazil. Within the DOSVOX system, there
are two tools that allow the execution of mathematical
operations: MATVOX and FINANVOX. The financial cal-
culator FINANVOX [10], allows to perform financial and
statistical calculations. This software tool allows operations
such as compound interest, amortization, depreciation, mean,
and standard deviation, among others. This is achieved by
emulating and expanding on the functions of the popular
Hewlett-Packard HP-12C financial calculator. On the other
hand, DOSVOX encompasses more than 80 open-source
tools that can be accessed through spoken menus, allowing
visually impaired users to perform various activities such as
sending emails, playing music, and creating documents and
spreadsheets.

MATVOX [11] is an interpreter of computer algorithms
that helps to write and compile pseudocode from a text editor
called EDIVOX, which also allows working with mathemat-
ical notation such as complex numbers and matrices.

The CASVI system [12] is the best predecessor of our
proposal. It provides an alternative tool to help people with
visual disabilities who are studying engineering and exact sci-
ences. The system serves as a bridge between the students and
existing computer algebra system (CAS) tools, allowing them
to write, edit, evaluate, and solve mathematical expressions.
It is important to note that CASVIis not described in technical
scientific papers; its analysis has been limited to studying the
interaction with the users.

As a summary, Table 1 details the main contributions
of previous works and the ones of our proposal. Based on
the literature review, it is evident that the development and
implementation of accessible tools present a great challenge
since it has become a very important need for the inclusion of
students with visual disabilities. This is the main motivation
for our work and that is why IrisMath arises, as a pedagogical
aid, being a web platform that improves the management of
tasks (assignments and grades) between a sighted teacher and
a blind student.

This project, carried out by several work teams from dif-
ferent universities, undoubtedly improves the current state of
inclusion in engineering. More specifically, our main contri-
butions are summarized as follows:

o In contrast to systems like CASVI [12], a platform
structured under a Layered Architecture to provide mod-
ularity is developed. Overall, our structured layered
architecture with modularity provides a solid foundation
for software development by enhancing maintainability,

71767



IEEE Access

A. M. Zambrano et al.: IrisMath: A Blind-Friendly Web-Based CAS

scalability, flexibility, testability, integration, and collab-
oration. It helps build robust and adaptable software that
can evolve over time while minimizing the impact of
changes and promoting efficient development practices.

« A significant improvement in voice synthesis by jump-
ing from linear to non-linear translation is performed.
In comparison with CASVI [12] that only offers a
linear synthesis of complex mathematical expressions,
incorporating both linear and non-linear equation read-
ing capabilities enables access to complex equations,
supports advanced mathematics education, enhances
comprehension, and prepares users for higher-level
mathematics. It empowers visually impaired individuals
to navigate and engage with mathematical content across
a wide range of disciplines and educational levels.

o A greater variety of output formats are provided,
such as LaTeX, CMathML, JSON, and audio formats.
By providing a greater variety of output formats, soft-
ware aimed at visually impaired individuals can ensure
inclusivity, accommodate individual preferences and
accessibility needs, and enhance compatibility with
complementary assistive technologies. It promotes a
more personalized and empowering user experience,
empowering visually impaired users to access and inter-
act with information in ways that suit them best.

« A web platform is developed in order not to present
limitations to the user, being able to use any hardware
and software as long as a web browser is available. By
leveraging the advantages of web platforms, visually
impaired users can benefit from increased accessibil-
ity, flexibility, and choice. The hardware and software
agnosticism, combined with the ease of access and
seamless updates, contribute to a more inclusive and
empowering user experience for individuals with visual
impairments. This contrasts with previous systems such
as LAMBDA, CASVI, or MATVOX.

Details about the development process are presented in the
following section.

Ill. ARCHITECTURE AND DEVELOPMENT PROCESS
In this section, the components and language of the system are
presented as well as the structure and operation of the proto-
type. Besides, the voice synthesis operation is also described.
As shown in Fig. 1, the system contemplates two types of
actors: Students (users with visual disabilities) and Teachers
(users with full capacity to use a graphical interface) with
their own activities. More details related to the development
of the platform are described below.

A. DEFINITION OF COMPONENTS AND LANGUAGES
This subsection details the architecture, which has been
developed taking into account the following considerations:

o Users with visual disabilities do not have the possibility
of using a classic graphical interface since they cannot
position themselves on the screen.
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FIGURE 1. Actors and their activities on IrisMath (Use Case Diagram).

o Users with visual disabilities must use the interface
solely through a keyboard as the input device to the
system.

o The users must be provided with auditory feedback,
which contains as much information as possible for the
correct understanding of the actions they are performing
while taking care of the user’s cognitive load [13].

« To ensure unrestricted scalability, the system should be
limited to working with CPU, display, keyboard, and
mouse (for sighted users).

For the development of this project, a layered architecture
has been used, which allows for a modular and easily scal-
able system. The layers have been developed using Python
and JavaScript programming languages, with the MAXIMA
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TABLE 1. Main features of current Math CAS for visually impaired individuals.

Text-to-speech | Non-auditory | Compatibility with . . Usability
System synthesis feedback | external screen readers Input formats Output formats Architecture type | Compatible platforms tests
Person accessible . . . . .
Math editor Simple TTS - v Text, Braille Braille Monolithic Multiplatform (Web)
L-MATH Simple TTS v v LaTeX Audio formats, LaTeX Monolithic Linux, macOS 4 users
. LAMBDA, MathML, . . .
LAMBDA Simple TTS XHTML, Braile Monolithic Microsoft Windows 151 users
MATVOX Simple TTS Plain text Plain text, audio formats Monolithic Microsoft Windows 6 users
FINANVOX Simple TTS Plain text Plain text, audio formats Monolithic Microsoft Windows -
Casvi Simple TTS? lexical Plain text Plain text Monolithic Microsoft Windows
and prosodic cues
. Non-linear TTS, . LaTeX, CMathML, .
IrisMath auditory aid Plain text JSON. Audio formats Layered Multiplatform (Web) 10 users
- o System Running in a Auditor
/ \\ Backend Web Browser Feedback Y

REST API Js

" -
User Interface v Vue.js

D

Math Expressions Editor ¢ Request Handler -

M
5

Backend

@ oython

Speech Synthesis

MAXIMA CAS

&

‘Web Speech API

FIGURE 2. Block diagram of our architecture.

CAS software as the backend for mathematical processing.
Maxima CAS was chosen by its efficient symbolic calcula-
tions and has been optimized over the years for performance.
It is designed to handle complex mathematical computations
efficiently, particularly in the domain of symbolic mathe-
matics. In addition, Maxima CAS uses its own high-level
programming language, which is designed for symbolic com-
putations. The language is expressive and concise, making
it easier to work with complex mathematical expressions,
and provides advanced control structures and programming
constructs for more advanced symbolic manipulation tasks.

The interface has been developed with the help of the
VuelS framework and implemented as a web system, which
provides multi-platform capability, allowing the system to be
independent of the operating system where it is used. This
interface has been developed simulating a web development
environment similar to Jupyter Notebooks [14], which has
allowed the development of features inspired by it, such as
(1) text inputs known as code cells (which allow the writing
of mathematical expressions, which will be referred to as
scripts from now on), (2) independent execution of cells to
offer modularity to the resolution of scripts, and (3) a custom
file format based on JSON [15], which stores, with the help of
the MongoDB [16], both the inputs of the cells, as well as the
outputs processed by the backend that makes use of Maxima
CAS.

This undoubtedly delivers the advantage of being
exportable and importable for exchange by other users of the
system.
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FIGURE 3. Component diagram of IrisMath.

The system has also been provided with a Text-to-Speech
(TTS) functionality for the mathematical processing results.
It is worth noting that this will be much more specialized
than the TTS synthesis performed by previous works since
they use a simple synthesis that dictates the results linearly.
Therefore, IrisMath performs a non-linear synthesis of the
results, bringing it closer to the non-linear nature of math
expressions that preserves the context and hierarchy of the
operations.

Fig. 2 depicts the block diagram of the proposed archi-
tecture. Within this architecture, the data exchange formats
between the Python backend developed (which uses Maxima
CAS), the system interface, and the TTS voice synthesis
module are LaTeX and MathML [17] (in its CMathML
specification) [18], with LaTeX being the output format pro-
vided by Maxima CAS for resulting expressions. However,
LaTeX lacks a structure that provides mathematical context
to the resulting expressions (therefore ignoring hierarchy and
preventing non-linear voice synthesis), which is why the
conversion of LaTeX outputs through the SnuggleTex [19]
tool to CMathML is necessary. This format allows structuring
a mathematical expression in a tree-like form that provides
mathematical context to the resulting expressions and pre-
serves their hierarchy.

As mentioned earlier, the mathematical processing
required for the resolution of the mathematical expressions
entered in the system interface is carried out by the Maxima
CAS system, which is an open-source and multi-platform
computer algebra system. Fig. 3 shows a component diagram
that describes the interaction between the user, the web
system, and the MAXIMA CAS system.

The need to implement the CMathML specification to
convert the LaTeX format results returned by Maxima CAS
for the resolution of mathematical expressions arises from its
characteristics. Concretely, MathML has two specifications:
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<mrow>
<mi>x</mi>
<mo>+</mio>
<mfrac>
<mi>a</mi>
<mi>b</mi>
</mfrac>
</mrow>

FIGURE 4. PMathML representation of x + g.

<apply>
<plus/>
<ci>x</ci>
<apply>
<divide/>
<ci>a</ci>
<ci>b</ci>
</apply>
<apply>

FIGURE 5. CMathML representation of x + {.

PMathML (Presentation MathML) and CMathML (Context
MathML). The main objective of PMathML is to describe the
structure of a mathematical expression. However, this repre-
sentation lacks an appropriate semantics for the unequivocal
distinction of mathematical operators since these will be
encompassed in common tags such as <mi>, <mo>, and
<mrow> that cover most operators and variables, which
results in expressions that can become ambiguous, making
their correct interpretation impossible. In contrast, the main
objective of the CMathML specification is to describe the
context and semantics of a mathematical expression, adding
a much wider range of tags that allow for the identification
of an operator or variable independently. Since CMathML
contains a specific tag for each mathematical operation, it is
more specific than PMathML.

As an example, consider the mathematical expression
x + %, which has been considered for detailing its represen-
tation both in the PMathML and CMathML specifications,
as shown in Figs. 4 and 5, respectively. As evidenced in
Fig. 4, the only tags that make up the structure of PMathML
are <mrow>, <mi>, <mo>, and <mfrac>. However, the
+ operator is among a series of tags that are common to all
mathematical operations, which would prevent the distinction
of its mathematical context. On the other hand, in Fig. 5 it
is possible to see that both the division and the addition are
correctly identified by a specific tag, namely <divide> and
<plus> respectively, which allows knowing exactly which
mathematical operation is being performed when traversing
the CMathML tree.

As specified earlier, CMathML defines a specific tag for
each mathematical operation. Therefore, Table 2 below shows
a list of mathematical operations supported in the latest
CMathML specification, their respective tags, and their corre-
sponding LATEX operators. These operators are the results of
solving mathematical expressions and are returned by Max-
ima CAS, which are used to be transformed into CMathML
using the SnuggleTex tool [20]. In this way, through the use
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TABLE 2. Mathematical operations supported by CMathML.

LaTex Operator | CMathML Tag

+ <plus/>
- <minus/>
X <times/>
+ <divide/>
\vee <or/>
\wedge <and/>
\cup <union/>
\cap <intersection/>
\setminus <setdiff/>
\not <not/>
! <factorial/>
= <eq/>
\not= <neq/>
< <lIt/>
> <gt/>
\leq <leq/>
\geq <geq/>
\equiv <equivalent/>
\sin <sin/>
\cos <cos/>
\tan <tan/>
\log <log/>
\exp <exp/>
\max <max/>
\min <min/>

\sin~{-1}0 = ©

FIGURE 6. LaTeX output from Maxima CAS.

of CMathML, which provides the mathematical context and
semantics of mathematical expressions, a much more effi-
cient TTS voice synthesis is achieved compared to previous
works.

Consider now the example presented in Fig. 6, where the
LaTeX output for the expression arcsin(0) = 0 is shown. For
this example, Fig. 7 shows the CMathML tree obtained after
the execution of the SnuggleTex tool.

As a final stage and in order to provide a way to store and
retrieve the results of the processing of mathematical expres-
sions, the MongoDB database manager is used, which is a
document-oriented database system. Thus, it allows embed-
ding the results of both LaTeX, CMathML, and TTS in a
JSON format that contains all the relevant information about
the execution of the system.

B. STRUCTURE AND OPERATION OF THE PROTOTYPE
Although the target users are visually impaired students,
this web interface has been developed with controls such as
buttons and text boxes, with special emphasis on the use of
MathJAX [21] as a library for displaying the results of mathe-
matical expressions. This is made to facilitate the interaction
of Professor-type users. On the other hand, visually impaired
users can navigate through the various menus using shortcut
keys, which are detailed in Table 3.
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<math>
<apply>
<eq/>
<apply>
<arcsin/>
<cn>0</cn>
</apply>
<cn>0</cn>
</apply>
</math>

FIGURE 7. Resulting CMathML tree after conversion by SnuggleTex.

TABLE 3. Available shortcuts for visually impaired users.

Shortcut | Function
Alt+M Help Menu
Alt+W | Write to current cell

Alt+R | Execute current cell
Alt+L | Listen to current cell
Alt+C Create new cell
Alt+Q Next Cell
Alt+Y Previus Cell

Fig. 8 shows the activity diagram that illustrates the actions
to solve a mathematical expression, display the visual presen-
tation, and synthesize the text-to-speech output.

Initially, the system is waiting for input from the user as
shown in Fig. 9, which details the initial interface of the
system. It consists of a menu bar for storing the current file
and managing the processing backend, as well as a toolbar for
manipulating and executing mathematical expressions. It also
includes a series of sections called cells, which consist of a
text editor where mathematical expressions are entered.

Following the process in the activity diagram of Fig. 8, the
user enters a mathematical expression to be solved (using
a keyboard and with audio assistance at each execution).
Fig. 10 presents the process for entering mathematical expres-
sions. The focus of the system should be on the text editor of
the cell to be executed, either by clicking on it with the mouse
pointer (for sighted users) or through the keyboard shortcut
Alt+W, which performs the same function and is designed to
provide accessibility [22] for visually impaired users. Math-
ematical expressions to be solved should be entered line by
line, with automatic numbering to provide an identifier that
allows for feedback to the user.

Once the mathematical expressions have been entered, the
user can request their resolution by clicking on the “Exe-
cute” button located in the toolbar, or by using the keyboard
shortcut A1t +R, which allows the interface to request their
resolution from the processing backend. After this process
is completed, the inputs and outputs are displayed in the
results table (one by one), in order to provide better feedback
to the users. Fig. 11 shows the results table correspond-
ing to the resolution of the previously entered mathematical
expressions.

The table of results presents a series of rows and columns
focused on presenting input and output information to the
user. In the case of columns, the first column shows the
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identifier of the result, while the second column shows the
result itself. Likewise, the rows show one by one the inputs
accompanied by their corresponding outputs. To identify
whether a row corresponds to an input or an output, the
identifiers $in have been used for the inputs, and $on for
the outputs, with i standing for input, i for output, and n
being the identifier that marks the correspondence between
them. For example, it can be clearly seen in Fig. 11 that
cell $11 represents the text: solve (3xx +4=12) (thishas
been entered by the user); while $o1 represents the output in
CMathML format as a response to the equation entered in
cell $11.

The aforementioned has been developed through a process
that communicates the user interface with the Maxima CAS
backend, using a REST API [23] (see Component Diagram
in Fig. 3 with the help of the ExpressJS framework [24],
which creates a web service that receives processing requests
as HTTP methods and is responsible for calling the subsystem
for mathematical expression processing, coded in Python.
This REST API also stores inputs and results in the Mon-
goDB database manager, which allows the web system to not
depend on the internal storage of the computer on which it is
running. Fig. 12 presents the Flow Diagram that is followed
for processing a script (composed of mathematical operations
in a cell $1in, created in the user interface).

Fig. 12 presents a Flow diagram that represents the
proposed algorithm for processing a script containing math-
ematical expressions. As a first step, a web service is started
using the ExpressJS framework, which is responsible for
receiving processing requests through the HTTP protocol on
port 8000. Subsequently, if a processing request is received,
the system attends to it and an instance of the mathemat-
ical expression processing backend (coded in Python) is
initialized. The backend prepares the input to the system by
removing control characters and making it compatible with
Maxima’s CAS format (i.e., normalization process). Then,
the inputs are converted to LaTex format with the help of
Maxima CAS, and then to CMathML format, which allows
them to be converted into a non-linear language with math-
ematical context for subsequent synthesis. Next, the inputs
are saved in an object called result, which has a prop-
erty called inputSpeech. Once the input conversion is
completed, the expressions is resolved, and Maxima CAS
performs the resolution and formatting of results in LaTex
format and then, in CMathML format for conversion to non-
linear language with a mathematical context.

The output results are also stored in the result object
but in the output Speech property. Once these tasks are
completed, a conversion is made from the object in memory
(cache) to an object in JSON format, which is returned to the
user interface as the processing request result.

The results of the processing performed in the system’s
backend, in both LaTex and CMathML formats and non-
linear language with mathematical context, are also stored in
a JSON object using MongoDB, which is used to display the
results on the screen and also to perform the voice synthesis
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Student System's Frontend

Enter Expression:
solve(x*2+4*x+4=0

Wait for input

Processment Backend

MongoDB Database

Submit Processing Attend Processing Run MAXIMA CAS
Request request

|

Send LaTex Result to
MathJax |‘—| Get LaTex Result |

| Render Result

Convert LaTex Result
to CMATHML

Perform Speech
Syntesis

Get Auditive Feedback |<—|

Convert CMATHML to
TTS

&

Cast Result to JSON

Store result

FIGURE 8. Activity diagram. Example to solve a polynomial equation.

File - Edit - View - Insert - Cell - Maxima -  Help -

B +O +T & A Vv brn B O (@ Enableaudocues

In[3) ‘

FIGURE 9. Initial interface of the system.

File - Edit ~ View - Insert - Cell - Maxima -  Help -

B+ +T & A v prin B O (@ Enableaudiocues

n 3]

FIGURE 10. Entry of mathematical expressions.

process. Fig.13 shows the structure of the document in which
the information for processing mathematical expressions,
both inputs, and outputs, is stored.

The format shown in Fig. 13 presents a JSON document
with a series of inputs and outputs representing the attributes
contained within a cell, which represent the different objects
that store the information used by the interface. Each of these
is detailed below:

o input: Information entered by the user to be processed.

« output: Result of processing the mathematical expres-
sion in the system’s backend, which in turn is subdivided
into:

— inputScript: Expressions received in the
backend.

— outputScript: Result obtained by Maxima
CAS, which is in LaTeX format and is not intelligi-
ble by a visually impaired user.

— inputSpeech: Mathematical expressions entered
by the user, converted to non-linear language
that preserves the context and hierarchy of the
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File - Edit - View - Insert -  Cell ~ Maxima ~  Help ~

B+ +T & 2 4 Prin B O 0 @ Enableaudiocues

In 3]

(%i1) solve(3*x+4=12)

=

(%i2) solve(xn2+4*x+4=12)

(%o1)

(%02)

z=-2y3-22=2v3-2]

(%i3) expand((x+2)"3)

(%03) 2® + 622 + 120 +8

FIGURE 11. Table of results of the mathematical expressions.

operations, used to denote mathematical expres-
sions that are synthesized as speech to provide
auditory feedback to the user.

— outputSpeech: Result obtained by processing
the input in the backend with Maxima CAS and
converted into a non-linear language that preserves
the context and hierarchy of the operations, used to
denote mathematical expressions to be synthesized
to present the result to the user through the system’s
speaker.

« run: Current processing status of the cell.

e activeCell: Determines if the cell is currently active
to receive keyboard inputs from the user.

e isTextCell:Cellsaredivided into two types. (1) Text
cells: which are cells with additional information and
will not be processed in the backend, and (2) Script cells:
which will be processed by Maxima. isTextCell helps
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Prepare Script for
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Script Entries

Cast result object to
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Convert MAXIMA
output to
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Process input with
MAXIMA to get math;
processing results

Create inputSpeech
field in result object

FIGURE 12. Flow diagram for mathematical expression processing.

Convert MAXIMA
Script Inputs to
CMATHML

Return result object
as response request

Convert CMATHML
Inputs to Non-Linear
Language Text with
Mathematical Context

scriptjson @

2
3 "input": "solve(x*2+4*x+4)",

4 "output™: [

5 {

6 "inputScript": "solve(x"2+4*x+4)",

7 “outputScript”: "$$\\left[ x=-2 \\right] $$",

8 "inputSpeech": "solve(((X to the power of 2) plus (4 times X) plus 4))"
9 "outputSpeech”: "(el valor de (X es igual a (menos 2))) "

10 }

1 1,

12 "run”: false,

13 "activeCell": false,

14 "isTextCell": false

15,

FIGURE 13. JSON file format that stores processing results in MongoDB.

in identifying them and avoiding sending a text cell for
processing.

However, despite all this process, JSON format by itself
is not useful for users with visual disabilities. This is why
the functionality of speech synthesis of the results has been
added, which allows the cells to be dictated one by one,
using the identifiers presented above, which provides better
feedback to the blind user. This speech synthesis is executed
immediately after rendering the results table and can be
invoked as many times as necessary through the shortcut
Alt+L.

C. VOICE SYNTHESIS FOR THE RESULTING
MATHEMATICAL EQUATION
After processing the cells in the backend of the system, the
platform’s interface is capable of taking the obtained results
and performing text-to-speech synthesis in order to provide
the necessary feedback to users [25].

Text-to-speech synthesis of the results obtained from the
backend is carried out using Web Speech API, which is an
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FIGURE 14. Volunteer users using IrisMath.

open API aimed at web browsers that provides accessibility
options for users with visual impairments and enables the
development of the present system as a web application.
Web Speech API implements functions for text-to-speech
synthesis, which are used to create a component in VueJS
that handles the voice synthesis of the results obtained from
the backend. Table 4 presents the methods that make up the
speech synthesis which are available in Web Speech API.
These have been implemented in the corresponding compo-
nent, that can be controlled through the shortcuts presented
on Table 5.

IV. EXPERIMENTS AND RESULTS

This section describes the tests developed to evaluate the
interaction of users with the IrisMath platform in terms of
its usefulness, and its complexity of use. First, we present
the experimental setup conditions of our experiments in
Section IV. Next, in Section IV-B, we outline the evaluation
metrics used to assess our system. Finally, in Section IV-C,
we discuss the results.

A. EXPERIMENTAL SETUP

For the execution of the tests, a computer laboratory was set
up, in which 5 computers were adapted with the appropriate
level of contrast and brightness for use by blind volunteers.
This is because, on the visual disability scale, not all blind
people are unable to perceive light. In addition, the test
group was divided into two scenarios: a simulated scenario
consisting of six people without visual impairment, and then,
a real scenario where two visually impaired people used the
platform, as observed in Fig. 14.

The simulated scenario lasted four weeks, out of which two
constituted processes such as environment preparation and
user training in the use of the software. It is worth mentioning
that in the real testing scenario, this period was doubled due
to logistical implications and coordination with the parties
involved. Additionally, it is of utmost importance that the
visually impaired users undergo prior training in the use of
the system.

Regarding the methodologies applied in the execution
of the tests, the study was based on current standards
and guidelines, which include the Software Engineering
Body of Knowledge V3 (SWEBOK) [26], the International
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TABLE 4. Methods provided by Web Speech API.

Method | Parameter | Return

| Description

SpeechSynthesis. getVoices() -

SpeechSynthesis. speak() Utterance None.
SpeechSynthesis. pause() - None.
SpeechSynthesis. resume() - None.
SpeechSynthesis. cancel() - None.

Array of SpeechSynthesisVoice objects | Gets the list of voices available in the web browser for synthesis.

Start speech synthesis from a processing queue.

Pause speech synthesis without stopping it.

Restarts speech synthesis where it left off after a pause.
Cancels speech synthesis and clears the processing queue.

TABLE 5. Shortcuts available to control speech synthesis.

Command | Function | Description

Ctrl+Alt+S | SpeechSynthesis.speak() | Start speech synthesis at user request.
Ctrl+Alt+P | SpeechSynthesis.pause() | Stop speech synthesis.

Ctrl+Alt+R | SpeechSynthesis.resume() | Restart speech synthesis.

Ctrl+Alt+C | SpeechSynthesis.cancel() | Cancel speech synthesis.

Software Testing Qualifications Boards (ISTQB) Soft-
ware Testing Certification Body [27], the ISO/IEC/IEEE
29119 standard [28], and the Keystroke-Level Model (KLM)
GOMS [29]. At this point, it is worth emphasizing that Iris-
Math is not required to comply with all the specifications
of the aforementioned standards, but they have served as a
guide to correctly focus the tests and appropriately dimension
resources such as time and (computer and human) resources.

B. EVALUATION METRICS
We evaluated our system using the following metrics:

o Average duration to perform an action: We assessed
the time required to complete the following actions:
accessing the course, accessing the activity, script execu-
tion, modifying the script, re-execution of the modified
script, and downloading the script. These actions were
evaluated by both visually impaired and non-visually
impaired users for comparison purposes. Non-visually
impaired users served as the baseline.

o Self-Assessment Manikin (SAM) survey: This survey
measures pleasure, arousal, and dominance using a 9-
point scale for various parameters, including equation
input, interface interaction, interpretation of audible
indications, and result transcription. These indicators
directly impact the usability and satisfaction levels of the
target users.

C. RESULTS

Table 6 summarizes the number of test cases executed without
issues related to functional and non-functional requirements.
These results show that 88% of the test cases associated
with functional requirements were executed without issues,
and 100% of the test cases associated with non-functional
requirements were executed without issues. Among the most
important functional test cases are equation input, interaction
and navigation between interfaces, interpretation of audible
indications, and result transcription.
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TABLE 6. Summary of test cases associated with the IrisMath platform
requirements.

Type of Number of | Associated | Approved

requeriment | requeriments | test cases | test cases
Functional 19 26 23
No Functional 7 18 18
Total \ 26 \ 44 \ 41

TABLE 7. Average duration, in seconds, of actions performed by visually
impaired and not visually impaired users.

Average duration Average duration non

Action visually impaired users | visually impaired users
Accessing the course 8.30 4.15
Accessing the activity 10.50 5.30

Script execution 9.10 6.05
Modifying the script 251.75 213.10
Re-execution of the

modified script 8.95 3.55

Downloading the script 7.35 4.85
Total | 295.95 239.00

Regarding usability, the completion time in seconds for
a task composed of (i) accessing the course and the cor-
responding activity, (ii) executing the preconfigured script,
(iii) modifying parameters in four cells, (iv) re-evaluating
the script, and (v) downloading the new script locally, are
presented in Table 7. The average activity completion times
are compared between a visually impaired and a non-visually
impaired user. In the table it is observed that the total activity
performed by both groups takes 295.95 seconds (4.9 minutes)
and 239 seconds (3.9 minutes), respectively, which does not
represent a time in which a person can lose track of the activ-
ity or become bored with it. These results are encouraging
since the visually impaired user was able to complete all the
actions correctly and in a time that is about 1 minute slower
than a user without visual disabilities. The longer duration in
performing the actions by visually impaired individuals is due
to the auditory indications, which are reproduced as guides
and sometimes require additional reproductions.

Finally, emotions associated with the use of IrisMath were
evaluated considering 3 aspects from the Self-Assessment
Manikin (SAM) survey: pleasure, arousal, and dominance,
with respect to the parameters equation input, interface inter-
action, interpretation of audible indications and transcription
of the results. The evaluation uses a 9-point scale, whose
results are shown in Table 8. From a general perspective,
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TABLE 8. Assessment of user perception regarding the key functions of
the IrisMath platform. The evaluation uses a 9-point scale.

Parameter | Pleasure | Arousal | Dominance
Equation input 4.58 7.58 5.50
Interface interaction 7.58 6.17 5.50

Interpretation of

audible indications 6.67 742 7.58

Result transcription 6.83 7.22 7.67

Average 6.42 7.26 6.56
Percentage 71.33% 80.67% 72.89%

IrisMath has achieved a high level of acceptance from users
and has demonstrated solid results in most of the evaluated
parameters. However, some results have raised concerns, and
we have conducted additional queries to users to delve deeper
into these issues. Specifically, we would like to address the
following points:

(1) The parameter “Equation Input” received a low level of
satisfaction, which could be attributed to two factors: firstly,
the system presents a delay in the descriptive audio of the keys
that were pressed, and secondly, the system does not allow
users to navigate through the input, meaning that the elements
eliminated when the user presses the ““backspace key’” are not
indicated.

(i1) The low levels of dominance observed in both the
“Equation Input” and the ‘“Interface Interaction” parame-
ters have led us to consider providing more time for users
to become familiar with all the elements and commands
that make up IrisMath. We believe that allowing users more
time to become familiar with the system will improve their
experience.

V. CONCLUSION

This work presented IrisMath, a web-based Computer Alge-
bra System aimed at visually impaired people that use
Maxima as a math engine. Our system is inspired by Jupyter
Notebooks, where code cells allow individuals with visual
disabilities to execute mathematical operations. IrisMath
employs text-to-speech messages to communicate with the
user about both the input operations as well as their result.

Our system has been evaluated by both sighted and visu-
ally impaired individuals, demonstrating promising results in
terms of the time required for users to complete various activ-
ities as well as acceptance regarding its use. Specifically, 88%
of functional requirements were executed correctly, while
100% of non-functional requirements were met. Although
the SAM surveys yielded positive results, we noted that the
system has a learning curve that visually impaired users
need to overcome. In fact, a steep learning curve is typically
expected for CAS software, even for sighted people, due to
the intrinsic difficulties of mathematics.

In this study, we have adopted a microservices architec-
ture, which is well-suited to the particular objectives and
demands of the project. By decomposing the application
into smaller, loosely coupled services, this architecture offers
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modularity, flexibility, and scalability, enabling independent
development, deployment, and scaling of each service. As a
result, maintenance becomes more manageable, and develop-
ment cycles accelerate. Nevertheless, it is worth noting that
alternative architectures exist for developing similar appli-
cations. Considering these alternatives may be worthwhile
for future research or work. In addition, future work may
explore the inclusion of more features to IrisMath, such as
the ability to plot graphs or allow users to execute source code
in programming languages. Another important enhancement
would be to include a grading system that allows teachers to
evaluate visually impaired users as explored in [30].
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