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ABSTRACT Search and Rescue operations for victim identification in an unstructured collapsed building are
high-risk and time-consuming. The possibility of saving a victim is high only during the first 48 hours, and
then the prospect tends to zero. The faster the response and identification, the sooner the victim can be taken
to medical assistance. Combining mobile robots with practical Artificial Intelligence (AI) driven Human
Victim Detection (HVD) systems managed by professional teams can considerably reduce this problem.
In this paper, we have developed a Transfer Learning-based Deep Learning approach to identify human
victims under collapsed building environments by integrating machine learning classification algorithms.
A custom-made human victim dataset was created with five class labels: head, hand, leg, upper body, and
without the body. First, we extracted the class-wise features of the dataset using fine-tuning-based transfer
learning on ResNet-50 deep learning model. The learned features of the model were then extracted, and
then a feature selection was performed using J48 to study the impact of feature reduction in classification.
Several decision tree algorithms, including decision stump, hoeffiding tree, J48, Linear Model Tree (LMT),
Random Forest, Random Tree, Representative (REP) Tree, J48 graft, and other famous algorithms like
LibSVM, Logistic regression, Multilayer perceptron, BayesNet, Naive Bayes are then used to perform the
classification. The classification accuracy of the abovementioned algorithms is compared to recommend the
optimal approach for real-time use. The random tree approach outperformed all other tree-based algorithms
with a maximum classification accuracy of 99.53% and a computation time of 0.02 seconds.

INDEX TERMS Search and rescue, disaster victim detection, collapsed building, deep learning, decision
tree algorithms, machine learning, ResNet-50, decision tree classifiers.

I. INTRODUCTION
Massive earthquakes, floods, plane crashes, tsunamis, and
building collapses are only a few examples of the many
catastrophic natural and human-caused disasters that plague
the world. Disaster management is essential for reducing and
avoiding the losses these catastrophes cause. Fig.1 depicts
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the mortality statistics in building collapses caused by earth-
quakes and other factors worldwide over the last few years.
According to the emergency relief cycle [1], the four stages of
disaster management include prevention, preparedness, reac-
tion, and recovery. This work comes under the preparedness
and reaction phases of the disaster management cycle to aid
fast rescue assistance for identifying victims. This work is a
continuation of our previous work [2] as part of our motto
to develop a snake-like robot for rescue assistance for human
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FIGURE 1. Recent data on building collapses worldwide caused by
earthquakes and other causes (2005-2023). [NGDC Statistics, BBC, &
Times of India].

victim detection in earthquake environments. According to
Urban Search And Rescue (USAR), the chances of saving
a victim are only good for the first 48 hours of the rescue
operation, after which the probability is almost zero. Hence,
the faster the rescue mission higher the probability of saving
a life.

Victim identification in the collapsed building environment
is one of the chief challenges for responders. One of the
main concerns is the accuracy of identification. Accurately
identifying victims in this situation is often difficult because
of the uncertainties in the victims’ bodies and the surrounding
environment. Despite these potential limitations, this work
tries to identify victims using the information available to
responders based on human physical anatomy. A detailed
study of human identification methods is discussed in the
next section. RGB and thermal image-based datasets aremore
useful in search and rescue scenarios involving the detection
of human victims [3]. An RGB image-based custom dataset
is employed in this work for HVI in collapsed, unstructured
building scenarios. Once we have a dataset, its features must
be learned to identify the victim accurately. Deep learning
(DL) has emerged as a powerful tool for computer vision
applications, including image classification and object detec-
tion. The most common deep learning models are convolu-
tional neural networks (CNNs), which can be applied to many
data types [4]. CNNs have become increasingly popular due
to their ability to learn and extract relevant features from raw
image data and classify them into different categories based
on those features without manual feature engineering.

CNN architecture is constituted of different layers: the
input layer, convolutional layer, pooling layer, and fully con-
nected layers are the main types of layers used in CNN.
The input layer takes in a set of images and runs them

through a series of convolutional layers to extract features.
Each layer of a CNN typically takes as input a 4D array. The
convolutional layer, the first layer in a CNN, uses filters to
scan over the input data to detect features or patterns such as
edges, corners, and other relevant information. The pooling
layer, which follows the convolutional layer, down-samples
the output from the convolutional layers by [5] taking the
maximum or average value within a specific window size,
reducing the spatial dimensions of the data while preserving
important information. Finally, the output of the convolu-
tional and pooling layers is flattened into a 1D array that
serves as the input to the fully connected layers. The fully
connected layers are the last set of layers in a CNN and
are typically used for classification or regression tasks. They
take in the flattened output from the previous layers and
use weights to perform matrix operations that transform the
input data into predictions or outputs. Other layers, such as
activation, batch normalization, and dropout, can be used to
improve the performance and stability of CNN. Furthermore,
the arrangement and number of each type of layer can be
customized to suit specific tasks and datasets, allowing for a
high degree of flexibility and adaptability in designing CNN
architectures. Combining these layers allows CNNs to extract
features and learn patterns from large sets of images, making
them powerful tools for object detection, image recognition,
and more [4], [6], [7].

The success of CNN in image-related tasks has led to
their application in other fields, such as natural language
processing, speech recognition, and even drug discovery.
This highlights the versatility and potential of CNNs as a
powerful tool for various applications beyond image-related
tasks. However, CNN requires a large amount of labelled
data to perform well. Such a large amount of data is lack-
ing in victim identification which is necessary for a CNN
training assignment. This issue can be resolved by employing
Transfer Learning (TL) techniques. TL is another technique
to help deep learning systems improve their accuracy. They
use pre-trained models from other tasks to help improve the
learning speed and the accuracy of the new model being
trained. Transfer learning helps to use the knowledge gained
from a model trained on a larger dataset in a task-oriented
small dataset with minimal fine-tuning, as shown in Fig. 2.
That is, first, the network parameters are pre-trained using
the source data, followed by their application in the target
domain, and finally, the network parameters are tuned for
improved performance [8]. The main benefits of TL are
increased classification accuracy and accelerated training.
More literature on CNN and TL is discussed in detail in the
next section.

When DL models learn features from complex problems
at the cost of massive data and high computation time,
ML models, such as decision trees, logistic regression, and
support vector machines, are easier to interpret and require
fewer data and computational resources to train. There-
fore this paper has tried to improve the results using ML’s
benefits.
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FIGURE 2. Concept of integration of transfer learning and ML-based classification for human victim detection (HVD).

FIGURE 3. Proposed human victim detection approach (HVDA) by
combining DL features and ML classifiers.

ML algorithms deliver extremely accurate classification
results quickly and with few hardware requirements. Fea-
tures extracted from the pre-trained model are used for clas-
sification with ML-based classifiers after feature selection
(i.e., discarding insignificant features). Detailed literature on
ML-based classifiers is provided in the next section.

Therefore, this paper proposed a deep learning-based
human victim identification model combined with machine

learning-based classifiers, as shown in Fig.3, for HVI tasks
in unstructured collapsed building environments. The signif-
icant features of the work are listed below.
(i) RGB-based multiclass custom human victim dataset

creation.
(ii) Data augmentation and pre-processing for enlarging

the size and quality of the dataset.
(iii) Transfer Learning-based feature learning.
(iv) Integration of DL-based feature extraction with

ML-based feature selection and classification for vic-
tim detection.

Human detection using ML classifiers is a less explored
area. Our proposed integration approach for human victim
detection is not found anywhere in the literature. The paper
is organized as follows. Section II discusses the literature
related to human detection, deep learning, and ML concepts.
The materials andmethods used, like data acquisition, dataset
creation, and work methodology, are detailed in section III,
followed by the results and discussions in section IV.

II. LITERATURE REVIEW
Many questionsmust be addressed for an application-oriented
task like HVI in a collapsed building environment. Hence, the
literature is based on threemajor questions before the authors.
(i) What can all parameters/dataset types be used for

human identification?
(ii) What approach can address the identification of the

victim?
(iii) How better can the approach be made?
The previous section discussed that victim identification in
unknown and unstructured environments is highly uncertain.
Using a machine to distinguish a human body or portion
from a debris environment is challenging. To detect human
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TABLE 1. Human detection parameters and their data acquisition devices.

presence, physical characteristics such as voice, aroma, body
warmth, motion, facial form, skin colour, and body shape are
used [9]. Several research teams have developed algorithms
for human victim detection based on detecting these phys-
ical features in recent years. Table 1 lists the most widely
used human identification parameters with their features.
Quick human body identification can be made with RGB-
image datasets and standard person detection algorithms.
A cross-power spectrum technique is used by [10] to iden-
tify voice using a microphone. CO2 sensors sense the gas
emission, so the breathing pattern is identified to detect
humans. However, the prolonged response time and atmo-
spheric air quality in terms of dust, humidity, and temperature
bring this option to a downside. 3D colour histogram-based
skin identification is another way [11], but there can be
drastic pixel reduction when mobile robots use them in
outdoor environments as they have a relatively wide field
of view.

Nevertheless, actual life victim positions are usually unpre-
dictable and may not tend to stand up or look straight into
the camera. RGB-D is more robust against illumination and
texture variations.RGB and thermal image-based datasets are

more useful in search and rescue scenarios involving the
detection of human victims. An RGB image-based custom
dataset is employed in this work to identify human vic-
tims in collapsed, unstructured building scenarios. Once we
have a dataset, its features must be learned to identify the
victim accurately. Deep Learning algorithms primarily used
for image and video analysis can automatically detect pat-
terns in images and classify them into different categories
based on those patterns. Different deep-learning techniques
for different applications are listed in Table 2, in which
learning models are classified into three categories, namely
Basic deep learning models (standard pre-trained networks),
deep learning models (application-based models trained from
scratch), and Transfer learning-based models (task-based
models derived from pre-trained models). It was found that
most of the deep learning-based human detection studies used
bounding box-based detection methods like YOLO. How-
ever, for rescue assistance, fast determination of the presence
of a victim is more important when the location of the acqui-
sition device is obvious. Therefore, the usual classification
(without the bounding box) is enough for victim detection
applications.
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TABLE 2. CNN-based classification approaches in various applications.

Once CNN performed well with the approached TL tech-
nique, authors tried to improve the accuracy further with tra-
ditional ML techniques. In the context of machine learning-
based classification, the term ‘‘classification’’ refers to the

process of identifying which of several categories a given
input belongs to. There are two primary types of classifica-
tion: binary classification, which involves classifying input
data into one of two categories, and multiclass classification,
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TABLE 3. Machine Learning-based classification approaches in various applications.

which involves classifying input data into one of several cate-
gories [38]. Several machine learning algorithms can be used
for classification tasks, including decision trees, support vec-
tor machines, and logistic regression. These algorithms work
by learning from training data and then using this knowledge
to classify new data. Table 3 depicts different machine learn-
ing classifiers applied for different applications. Out of the
different ML classifiers available, Decision Trees, Logistic
Regression, Naïve Bayes, Randon trees, and Support Vector
Machines (SVM) are found to be predominantly used. The
following conclusions were drawn from the literature men-
tioned above:
(i) Many studies have been conducted employing thermal

and RGB images for victim detection.
(ii) Multiple convolutional layers comprised of pre-trained

CNN architectures were often employed. (In fact, most
human detection approaches dealt with SSD, YOLO,
RCNN, etc, which are basically bounding box based
concept which is not our interest)

(iii) Machine learning techniques like kNN, SVM, Naive
Bayes, and Decision trees yielded precise findings in
a condensed amount of time.

(iv) CNN architectures have received appreciation for their
superior feature extractor capabilities.

(v) The use of ML algorithms for classification and feature
extraction from CNN is a less-examined combination.

Additional difficulties encountered during experimentation
include a) Limited availability of HVD datasets in public

TABLE 4. Specifications of the camera used for data acquisition.

repositories, b) Requirements for high-end hardware, and c)
Performance improvement of the proposed model.

III. MATERIALS AND METHODS
The current research aims to distinguish between distinct
body parts to detect human victims in a disaster-affected
building environment. Any human body part can be
found, verifying the victim’s existence. The investigation is
described in the following sections based on the suggested
Human Victim Detection Approach (HVDA) in Fig. 3:

A. DATA ACQUISITION AND PRE-PROCESSING
The first and most challenging stage in this work was the
data acquisition as the dataset is expected to be diverse
with unpredictable and uncertain positions and body parts
of human victims after a natural calamity like an earthquake
hits a building. A huge demolished building was selected as
the simulation environment where our team members acted
lying in different positions below and over the debris with
dust and artificial bloodstains over the body to create a real-
like scenario. This work is finally intended to be applied to a
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snake-like robot for rescue assistance, so the robot’s height,
speed, motion pattern, unexpected flip-overs, and different
lighting conditions were considered in collecting the data.
The obtained video sequences were then converted to image
frames for further processing. The camera specifications and
a detailed flow of dataset creation are provided in Table 4 and
Fig.4, respectively. From the converted images, we created
five data classes (leg, hand, head, upper body, without body)
with 1000 selected images in each class. Then each class
underwent pre-processing, including augmentation based on
the expected lighting conditions, flip-overs of the robot, and
rotations based on uncertain angles of body positions to form
2000 images per class, including 1000 original and 1000 aug-
mented images. So, the final dataset is a multiclass (5 classes)
with 10,000 images with 2000 images per class. Finally, the
data was resized to 224 × 224 to meet the input requirement
of the selected pre-trained ResNet50 model.

B. CNN-BASED TRANSFER LEARNING FOR FEATURE
EXTRACTION
An overview of CNN has already been discussed in section II.
Creating a CNN network from scratch and training requires
a sizable amount of properly labelled datasets. Such a pro-
cedure takes time and necessitates more in-depth data exam-
ination. Numerous research has shown and advised using a
pre-trained network model as they have been trained on a
large amount of image data and typically have better feature
extraction properties [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23], [24], [25], [26], [27], [28], [29], [30]. Many
CNN designs, including AlexNet, GoogLeNet, ResNet, and
VGGNet, have been made accessible to the general public
along with their pre-trained versions. ResNet50 is chosen
for our study based on our previous comparative study on
different pre-trained models with the same dataset using the
concept of Transfer Learning. The automatic learning of
distinct features for each class from the labels given in the
dataset is the crucial characteristic of CNN.

1) ResNet PRE-TRAINED NETWORK
The most successful and valuable network of the ILSVRC-
2015 is the residual network (ResNet) [39]. There are many
advantages to using the ResNet architecture, but precise clas-
sification and high convergence rates stand out. The ResNet
architecture was trained with the common objects in con-
text (COCO) data collection. By stacking residual units, the
ResNet design was created. Depending on the number of
residual units and layers present, ResNet designs can assume
many different shapes. The ResNet design partially suc-
ceeded due to identity shortcuts, in which the output identity
value matches the input identity. Like other networks, ResNet
uses convolution pooling with fully connected layers. The
ResNet-50 architecture used in the research has one fully
connected layer and 49 convolutional layers. The proposed
approach with different distinguishing attributes of the used
pre-trained network is shown in Fig 5.

TABLE 5. Architectural features of ResNet50.

TABLE 6. Optimal hyperparameters obtained after fine-tuning.

With only a few minor modifications (hyperparameter tun-
ing) in the topmost layers, transfer learning has developed
into a powerful method for extracting and classifying unique
image datasets. The activated neurons found in the final fully
connected layer of ResNet50 are used in the current research
to extract the features. Therefore, we extracted the features
from FC-1000, the last fully connected layer and saved it in
a CSV file. For each image that passed, a CSV file having
1000 features was used to store the image features. Then, the
best classifier to identify human body parts can be found by
using machine learning classifiers on the extracted image fea-
tures. The methodology used for optimal feature learning is
depicted in Fig. 6. Tables 5, 6, and Fig 7 provide information
on ResNet50’s architectural features, the optimal hyperpa-
rameters obtained by fine-tuning the pre-trained ResNet-50
model and the final confusion matrix were obtained with the
optimal hyperparameters.

C. FEATURE SELECTION BASED ON J48 AND
CLASSIFICATION USING TREE-BASED ALGORITHMS
Feature selection is finding and selecting the most important
characteristics that could help achieve the intended class
forecast. The classifier’s efficiency may suffer as a result
of the existence of irrelevant information that can signif-
icantly raise the estimation complexity. Consequently, the
feature selection procedure discards characteristics that are
less important to increase the classification accuracy of the
classifier. Decision tree methods are frequently employed in
feature selection because they reflect information effectively.
A decision tree resembles a graph model that appears like a
tree to create criteria for classification. A typical tree includes
stems, roots, leaves, and nodes. The attributes used for clas-
sification are shown as nodes that are linked from root to leaf
by branches. The labels of different groups are shown on the
decision tree’s leaves, and the nodes have classes attached
to them that need to be categorized [40]. In a decision tree,
the classification of features begins at the base and descends
deeply through the nodes until a pure leaf is found. The
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FIGURE 4. Stages in dataset creation.

FIGURE 5. The architectural feature learning of ResNet-50 followed by the classification workflow of the proposed HVDA.

decision node determines the most important and practical
features for classification based on the appropriate estimation
parameters.

A depth-first technique is used to describe the decision tree,
where the importance of the features decreases from top to
bottom. The top node represents the most important feature,
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FIGURE 6. Transfer learning based on hyperparameter tuning on
ResNet-50 pre-trained network.

whereas the bottom node represents the least important fea-
ture. In order to locate the essential features that are sufficient
to classify the test condition, it is helpful to reduce the features
starting at the bottom (taking into account duplication). One
hundred seventy-eight features were ultimately chosen as the
relevant traits in this manner.

After selecting features, a feature classification technique
categorizes instances into the appropriate classes. Lazy clas-
sifiers are used in the current work to perform the classifi-
cation problem. The phrase ‘‘decision tree’’ (DT) designates
that choices aremade for a categorization issue that has a tree-
like structure. A DT’s structure comprises leaf, internal, and
terminal nodes. DT applies the divide and conquers strategy,
which divides the input data into several more manageable
parts (nodes and leaves) and then combines them to make
a decision. The if-then rule serves as the foundation for the
fundamental workings of the DT. A decision tree with an
incremental pattern is created for classification by making
every DT leaf and node adhere to the working principle. The
procedure continues until the training data’s final component
is present by sequentially learning new rules. At regular
intervals, the tuples that satisfy the fundamental requirements
of the rules are deleted. Training continues until a goal has
been attained. The tree is built hierarchically, with the top
node acting as the root node. Decision nodes, which include
numerous decision leaves and branches, are the nodes that

FIGURE 7. Confusion matrix of ResNet 50 network for human victim
dataset.

FIGURE 8. Plot showing the influence of feature combinations on
classification accuracy.

correlate to the root nodes. DTs have modest data needs, are
simple to learn and visualize, and can handle categorical data.

As the name implies, lazy classifiers accumulate the
instances throughout training but do not perform actual work
until classification. Based on a smaller Euclidean distance
between the training sample and the provided test sample,
lazy classifiers identify the training sample and forecast that
the training sample will belong to the related class. The K-star
method [41], locallyweighted learning (LWL), and (Instance-
based learner) IBk are the classifiers used in this work. The
lazy classifiers taken into account for the investigation are
described in Table 7.

IV. RESULTS AND DISCUSSIONS
A. EXPERIMENTAL ANALYSIS
The current study aims to integrate deep learning features
and machine learning classifiers to identify and categorize
various human victim body parts in collapsed building sit-
uations. Before being loaded into the ResNet50, (the selected
pre-trained deep learning network for feature learning), the
dataset, including various body component images, is pre-
processed. By fine-tuning the model’s hyperparameters (TL),
the optimal accuracy of 97.2% was obtained (Table 6). CNN
model extracts essential features for each image class, which
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TABLE 7. The adopted classifiers and their description.

TABLE 8. Comparison of classification accuracy and time required to build a model for various classifiers.

are then saved in a CSVfile. To do this, decision trees and lazy
classifiers are used. They include decision stumps, hoeffding,
J48, J48 grafted, LMT, random forests, random trees, REP
trees, locally weighted learning (LWL), K-star method (KS),
and IBK. Using the J48 decision tree technique, relevant
extracted features are nominated as the most important and
helpful for victim classification. The classification accuracy
of all the classifiers is compared to identify the predomi-
nant classifier. This section compares the effectiveness of
lazy and tree-based classifiers and the effect of features on
classification accuracy. For each image fed into the pre-
trained ResNet, 10,000 image features were collected from
its final fully connected layer. However, the complete set of

extracted features might not contribute to the accurate victim
classification. Therefore, irrelevant features in classification
tasks may require longer training times and more sophisti-
cated computations. Hence, deleting pointless features from
classification jobs will improve classifier performance.

J48 is frequently utilized for feature selection of the dif-
ferent decision tree algorithms available. The J48 decision
tree technique is used in the current work to choose the most
critical features from the retrieved 1000 features of 10,000
images. The J48 decision tree technique was used in an
experimental test on the extracted features to determine the
time needed to build the model and classification accuracy.
For this, the number of objects used ranged from 2 to 400.
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FIGURE 9. Performance comparison of classifiers used in the study.

TABLE 9. Comparison of state-of-the-art algorithms.

The values were recorded and plotted on a 2D graph with
the classification accuracy and time taken on the Y-axis
against the number of objects on the X-axis. The response
revealed that the categorization accuracy drops as the num-
ber of objects increases. At M=12, from 480 features, the
significant instances were reduced to 177 with 79.03% accu-
racy. Almost 300 data points were discarded with just a

3% sacrifice in accuracy. Therefore, M=12 can be chosen
as an optimum number of objects for the feature selection
process. The J48 decision tree method handles removing
redundant features and choosing important ones. Hence the
figure depicts the J48 decision tree used to choose the image
features for the current investigation. The decision tree ranks
the features from the most significant to the least significant
in descending order of relevance.

The following section discusses the dimensionality reduc-
tion procedure used in the current investigation. When visu-
alizing the tree, the less significant attributes are ignored
and will be absent. Initially, just the tree’s root node is con-
sidered for evaluating the classification accuracy. Also, the
combination of the root node and the following prominent
node’s classification accuracy is examined. The procedure
mentioned above is continuously carried out for all feature
combinations found in the decision tree, and the classifier’s
performance for each combination is recorded. Fig.8 shows
the effect of feature combinations on classification accuracy.
The classification accuracy is almost constant, from 177 to
92 features (79.7% accuracy). When keep on reducing the
features beyond 92, the accuracy was found to be reduced
significantly. This indicates that 92 features are sufficient for
the particular classification task so that the remaining fea-
tures can be eliminated. Therefore, a random choice between
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90-100 and 98 features that gave 80.04% accuracy in 2.35 sec
are considered for further investigations.

1) PERFORMANCE COMPARISON
The performance comparison of classifiers on the selected
features obtained from the J48 algorithm is explained in this
section. The data augmentation technique creates the five
classes of victim body part image datasets of 10000 images.
Each class in the dataset contains an equal number of images,
accounting for 2000 images per class. Pre-trained ResNet-
50 network extracts feature from the image and are stored in
CSV files. The selected victim image features acquired using
the J48 algorithm are classified using a decision tree and lazy
set of classifiers, namely, decision stump, hoeffding, J48, J48
graft, Random forest, random tree, LMT, REP tree, locally
weighted learning (LWL), K-star algorithm (KS), IBK. The
selected ninety-eight features were adequate for classifying
the victim information. The performance of the classifiers
was evaluated with the help of a tenfold cross-validation
technique. During a tenfold cross-validation, the complete
dataset is split into ten equal parts, in which nine parts are
used for training while one part is kept for testing.

Table 8 compares classification accuracy for training test-
ing and validation and the time required to build a model for
tree-based and lazy classifiers. Further, the procedure runs for
ten cycles until every part is used as a test set. A plot dis-
playing the performance comparison of the classifiers used is
presented in Fig 9. In addition, a state-of-the-art comparison
is made in Table 9 with pre-existing classifiers.

V. CONCLUSION AND FUTURE SCOPE
This paper proposes a novel approach for disaster victim
detection under debris environments using decision tree algo-
rithms with deep learning features on a custom-made Human
Victim Detection (HVD) dataset. This model aims to assist
Urban Search and Rescue (USAR) teams in quickly finding
human casualties in areas with collapsed buildings. The five
categories of HVD images were head, hand, leg, whole body,
and without the body. The HVD dataset was pre-processed
with several data augmentation functions to increase the
dataset’s size based on the application conditions, and it was
subsequently downsized to fit with the pre-trained ResNet-50
network’s input requirements. To enhance the feature learning
procedure, fine-tuning-based transfer learning was applied.
The learned features were removed, and only the significant
characteristics were selected for additional classifications
based on machine learning. Random trees outperformed all
other classifiers. Finally, it can be concluded that integrating
the TL-based CNN features with ML classifiers can signif-
icantly improve classification performance. More accuracy
in a shorter amount of time is ensured by the feature extrac-
tion method employing pre-trained ResNet-50. A maximum
classification accuracy of 99.53% for all five test classes is
provided using random tree methods in 0.02s. The results
show that the proposed approach is feasible and reliable
regarding accuracy and computation time.

Though transfer learning is a promising expansion in the
field of DL, helping learn features even from small datasets
from the knowledge obtained from huge datasets, the pro-
posed Human Victim Detection Approach (HVDA) dataset
could be expanded further to include the maximum possible
images.
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