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ABSTRACT Geodesic convexity in networks is an intrinsic property of graphs. It aids in distinguishing
between real-world networks and random graphs. One possible application is recommending new
connections in a collaborative network by searching for them in the so-called convex hull, which is a
minimal subgraph containing all the shortest paths between its nodes. However, the existing algorithms
for constructing convex hulls from subsets of nodes involve extensive search over subgraphs and have poor
scalability. Thus, they become inapplicable to large graphs such as social networks. In this paper, we propose
anew approach for fast convex hull construction for a subset of nodes on a network using graph embeddings.
We apply the well-known convexity concept in embedding space to a similar problem for geometric learning
on a graph, optimizing the process of finding all the shortest paths in the induced subgraph. To preserve the
metric characteristics of a network, we train a graph neural network with an L1-distance loss. As a result,
the trained model enables us to approximately verify the convexity of subgraphs in linear time, contrary to
the previous approaches, which have cubic complexity.

INDEX TERMS Network convexity, graph neural networks, node embedding, shortest path, network
science.

I. INTRODUCTION dx1,y) + d(y,x) = d(x1,x2) belong to S [1]. Any

Recent years have seen substantial growth of interest in the
technologies and algorithms that study data and provide its
efficient representation. One of the most widespread data
representations is a graph, which is usually represented as a
collection of nodes and edges connecting them. Nowadays,
graphs are ubiquitously used for organizing information:
social interactions, scientific citations, road maps, etc. For
example, in online social networks, an edge can display that
users, who are represented by nodes, are following each
other. Thus, graphs are useful for representing relationships
between objects and patterns within data.

Convexity is a property common to various mathematical
objects. In a metric space (X,d), a set S is convex if
for any x;,x2 € S, all elements y € X satisfying
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undirected connected graph without self-loops can be seen
as a metric space by setting X as the vertex set V and d :
V x V — R as the shortest paths (geodesics) between
the vertices. Consequently, convexity can be extended to
subgraphs. Consider a connected graph G and a subgraph on
a subset of nodes S. A subgraph is called convex if all the
geodesics between the nodes in S are entirely included into
S [2]. Further, convex hull in the context of graphs can also
be defined similarly to the one in a metric space: the convex
hull of S € V is the minimal convex subgraph comprising
S [3]. Although there are different types of graph convexity,
we focus on geodesic convexity throughout this paper.
Unfortunately, classical graph algorithms are computa-
tionally expensive, especially when applied to real-world
networks with millions of nodes and links. For example,
to measure the distance between two nodes in an unweighted
graph, we have to solve the problem of finding the shortest
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path, which depends on the number of vertices and edges
(O(|V| + |E]) with applying breadth-first search [4]).
On the other hand, machine learning methods, which provide
solutions to many novel problems on graphs, expect the data
to be in a vector space of independent features, and hence
cannot be applied to graph structures in a straightforward
manner. Therefore, graph embeddings were introduced as
a method of data representation that maps the nodes of
the graph to low-dimensional vectors, conserving their
core properties presented by certain similarity or distance
functions.

For the purposes of demonstration, consider Figure 1,
which depicts a graph with 8 nodes and one of the possible
embeddings. Consider the problem of searching the convex
hull of nodes with labels 0, 2, 3 and 6. In order to do this,
standard graph algorithms could be applied. The result would
be the subset of base nodes combined with node 4. The
subgraph induced by the obtained subset contains all the
geodesic paths between its nodes; therefore, it is convex. It is
also minimal, meaning that the exclusion of node 4 would
destroy its convexity. The same problem could be approached
via node embedding. The right side of Figure 1 illustrates the
3-dimensional embedding space of the graph from the left
side, in which the nodes are mapped to the points. If the node
embedding indeed preserves convexity, then the problem of
searching for the convex hull is reduced to constructing one
in a metric space.

The aim of the paper is to research and devise a method
for fast approximate convex hull construction in networks.
The model is expected to preserve convexity as well as
metric properties. This enables us to solve the problems
of search and evaluation of convex subgraphs with much
faster algorithms that have lower computational costs. Since
convexity is a property inherent to real networks, the
research may prove useful in various applications of network
classification as well as in distinguishing the networks from
random graphs [5]. Another direction for research involves
community detection in networks based on their convex
skeleton [6], which can be viewed as a generalization of a
spanning tree. The research results might also be applied
to the problem of finding the optimal subgraph of roads
in transportation networks [5], [6], active and online node
classification [7], [8].

We reduce the initial problem of finding convex subgraphs
to finding convex hulls in a node embedding space [9].
We leverage the properties of the L1 embedding space to
decrease the computational complexity. To that end, we use
the framework of Graph Neural Networks (GNN) to find
the optimal embeddings which preserve the geodesics in
a graph, similar to link prediction [10], [11] and link
regression [12], [13] tasks but in more constrained geometric
setting. We design an efficient loss function suited for
mini-batched learning. Our proposed method is linear w.r.t
the number of nodes, contrary to the existing graph-based
algorithms which have the cubic complexity in the worst-case
scenario. The exact complexity of querying convex hulls in
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the L1 metric space is O(|V| - d), where d is the embedding
dimension.

The rest of the paper is structured as follows. In Section II,
we overview the related work relevant to our research area.
Section III includes a description of various methods and
techniques for graph embedding construction and convexity
verification. Section IV contains the outline of an experimen-
tal part where our model is tested. In Section V, we conclude
with the closing remarks as well as outline the directions for
future research.

Il. RELATED WORK

The earliest instance of convex hull algorithm for graphs
has the time complexity of O(| conv(S)| - |E|), where conv(S)
is the convex hull of set S C V [14]. An algorithm that does
not depend on the number of edges was described in [7],
and has the complexity of O(|V|®). A heuristic algorithm
proposed in [15] approximates the dense core of a graph by
first spanning p random outerplanar [16] subgraphs. Then,
it computes a convex hull in each of the p subgraphs in
O(|V| - f), where f is the number of interior faces in the
outerplanar graph. Finally, a node from the original graph is
considered to be in the convex hull iff it frequently appears in
the outerplanar convex hulls. A shortcoming of this approach
is the lack of control over the expected runtime as f implicitly
depends on the graph. In the worst case, f = O(]V|) [15],
which makes the overall complexity quadratic. On the other
hand, the runtime of our proposed method can be controlled
in advance.

Convexity on graphs was studied in three distinct forms: a
global one, which refers to a tree of cliques and grows at a
noticeably low pace; a local one, which is more typical for
random graphs than for real networks; and a regional one,
which refers to any partly convex heterogeneous network [5].
Furthermore, the authors show that convexity is a structural
property inherent to real-world networks. According to their
research, random graph models like Erdos-Renyi, Barabasi-
Albert, and Watts-Strogatz fail to recreate convexity in
networks (see [17] for random graphs description).

Moreover, convexity in networks can be measured by
observing the growth of convex subgraphs. The procedure
starts with initializing subset S with a random node. On each
next step, a random node out of the neighboring nodes of S is
added to the subset. Then, S is expanded by the nodes of its
convex hull. Thus, on each step, the induced subgraph on S
is its convex hull. This process of expansion is repeated until
S covers the entire network. Finally, network convexity X is
measured as

n—1 1
X=1- max’As(t)——,O], (1)

2. 7
where n is the number of nodes in a network and As(t)
is the average increase in the size of § at step ¢. Due to
the stochasticity of the procedure, the expansion should be
run several times. Hence, As(¢) is the average over the
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FIGURE 1. An example of a graph (A) and its 3-dimensional embedding (B). The base nodes of the convex hull are colored red. An orange
node denotes another node that belongs to the convex hull. The edges that are induced by the convex hull are colored red. The induced
subgraph is convex since it contains every geodesic path between its nodes. Nodes that do not belong to the subgraph are colored blue.

independent runs of the procedure. Convexity X € [0, 1],
with the higher values corresponding to globally convex
networks such as trees of cliques. The lower value of X
indicates that there is a dramatic expansion of the convex hulls
in a network.

In [9] and [18], the authors present a survey on the graph
embedding algorithms and methods. The overview includes
a taxonomy of methods (division into three main categories:
matrix factorization, random walks, and Deep Learning),
their comparison in time complexity, preserved properties,
and embedding under different scenarios (supervised and
unsupervised learning, learning embeddings for homoge-
neous and heterogeneous networks, etc.). Hamilton et al.
incorporate various neural network models, such as Graph
Convolutional Networks (GCN) and GraphSAGE, into a
category called neighborhood aggregation algorithms. These
algorithms take both the node feature matrix and adjacency
matrix as input. Hence, they account for individual node
parameters and the graph structure. The output of each
layer of a network is a matrix of node embeddings.
A node’s embedding is assigned as a combination of the
aggregated neighborhood and an embedding corresponding
to the previous layer.A

For instance, a variation of GNNs, GraphSAGE [19], uses
an aggregation rule in the form of

0 = o ([W0 - AGG ([<-D vue N ) BOZE]).
(2

where zlv is the embedding for node v, WO and BV
are trainable matrices in the [-th layer. The concatenation
operator [-, -] is applied to the weighted aggregation of

the neighbors and previous representation of v, which is
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then followed by a (non-linear) activation function o. The
aggregation function AGG can be viewed as a convolutional
kernel and may differ from model to model. In particular, [19]
propose to use permutation invariant aggregators such as
mean, LSTM, and max-pooling. Stacking convolutional
layers allows information to propagate not only from the
local neighborhood but also from the distant neighbor nodes.
In addition, methods for joint node and edge embedding allow
to train semi-supervised [20], [21] and self-supervised [22]
models for certain sparse graphs.

lIl. METHODS

In the following section, we discuss methods for convex set
creation in graphs and vector spaces. We review the overall
approach to the construction and cover the computational
complexity of the algorithms. First, we present traditional
convex hull algorithms in graphs. Next, we examine convex
set methods in a taxicab space induced by the L1 norm,
and introduce a relaxation for the convex hull operator.
Finally, we present the training procedure for learning the
L1 embeddings.

A. EXACT CONVEX HULL CONSTRUCTION
To construct H = conv(S), [14] first initialize it with H = S.
Next, they run bread-first search from each node of H, and
include all the new nodes along the geodesics if they cross
H. The resulting time complexity is O(] conv(S)| - |E]).
Alternatively, as presented in [7] (see Algorithm 1), we can
precompute the distance matrix and search the triplets for
which the triangle inequality holds with equality. In the
case of unweighted networks, the distance matrix can be
constructed by running breadth-first search from each node.
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FIGURE 2. The difference between convex hulls in a Euclidean space
(A) and a taxicab space (B).

Despite the O(|V| - (|V| + |E|)) complexity, we only have to
calculate it once.

Algorithm 1 Exact Convex Hull Construction
Data: subset S
Result: the vertex set of the convex hull H
H <« S while new node is added to H do
for all pairs a, b in H do
for all nodes c except nodes in H do
if dist(a,b) > 1 and dist(a, c) + dist(c,b) =
dist(a, b) then
| H <« HU{c}
end
end
end

end

Both exact algorithms are asymptotically equivalent in the
sense that they are O(|V|?) in the worst-case scenario.

B. CONVEX SETS IN A TAXICAB SPACE
In the following section, we refer to a real vector space
equipped with the L norm as a taxicab space. In other words,
we consider a vector space with a norm

d
Izl =D 12 3)
k=1

Consequently, the distance between two points x and y in
a d-dimensional taxicab space is

d
dx.y) =[x —yli =D " =1, )
k=1

A simplex in a d-dimensional taxicab space is an orthotope
whose facets are parallel to axes. Let m; be the orthogonal
projection onto axis k. Then, we can define the convex hull
of a set of points S as

conv(S) = {minm(S) < X< max ((S), ...,

min74(S) < x? < max 74(S)}. (5)
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To construct the convex hull in a taxicab space, it is
sufficient to find the coordinate-wise minima and maxima of
a given set. Hence, the computational complexity is O(n - d),
where n is the total number of points. Due to its linear
complexity, building convex sets with L distance is fast even
on higher dimensions, as opposed to the convexity algorithms
in a Euclidean space, whose complexities explode with the
increase in the number of dimensions [23].

Another advantage of a taxicab space lies in the fact that
there are multiple geodesics between two points, whereas the
geodesics are always unique in a space with the L, distance.
Moreover, we are not limited by the dimension of a space.
In a Euclidean space, the cardinality of a set needs to be
greater than d 4+ 1 for it to have a convex hull with non-zero
volume. The same does not hold true for a taxicab space: the
convex hull of a set S has positive volume unless S is affinely
dependent. Figure 2 illustrates the difference between convex
hulls in Euclidean and taxicab spaces. Note that a convex
taxicab set tends to encompass more space.

In practice, the nodes may not be perfectly embedded into
a taxicab space, and they are likely to be distorted, either the-
oretically or numerically. To address this issue, we introduce
a simple yet effective extension to our algorithm. Instead of
directly operating with conv(S), we approximate the convex
hull in a graph with conv,(S), a weakened version of conv(S):

conve(S) = {minm(S) — € < X< maxm1(S) + €, ...,

minmy(S) — € < x? < maxmy(S)+€}, (6)

where € is the thresholding hyperparameter. Note that at
€ = 0, conve(S) is reduced to conv(S).

C. LEARNING THE DISTANCES

We consider the problem of mapping a graph to a taxicab
space as the problem of learning the distance matrix. As in
Algorithm 1, we precompute the distance matrix, which we
further leverage in our target objective. We want pairwise
distances in a taxicab space to approximate the original
distances in a graph. Let D and enc denote the distance matrix
and learnable node encoder, respectively. Then, the objective
is given in the form of

L= (lenc@ —encvl —Duy)’. (D

u,veV

u#v
We choose enc as a GNN to leverage the graph structure.
However, in practice, we can not afford the full-batch
learning on large graphs. Therefore, we propose the following
mini-batching scheme to reduce the memory consumption.
First, we compute the node embeddings using randomly
initialized enc and denote them Z. The embeddings Z are then
freezed, meaning that we detach them from the computational
graph. Next, we sample a mini-batch of target nodes B. Then,

the loss is computed as

N 2
L= > (lenc) =2l = Duy)". ®)
ueB,veV
u#v
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and one step of gradient descent is performed. Finally,
we update the frozen embeddings of the nodes from B:

Zu < enc(u), Vu € B. ®

The process is then repeated, starting with sampling a new
mini-batch. Note that we only need to update the embeddings
for a small subset of nodes, so we employ GraphSAGE as our
encoder to reduce the overall computational graph needed to
retrieve the mini-batch representation [19].

Alternatively, we propose to substitute the distances in
Equation 8 with their logarithmic values:

~ 2
L= > (nllenc) =2l —InDy)*.  (10)
ueB,veV
u#v

IV. EXPERIMENTS

In this section, we describe the experiments on which we
test our methods. First, we provide a full list of the datasets
and their statistics, as well as a description of preprocessing.
Next, we introduce the metrics that help us assess the quality
of the embeddings. Finally, we describe the pipeline of our
experiments and discuss the main findings.

A. DATASETS
In what follows, we describe the datasets on which we
conduct our experiments and their statistics. The following
networks are used: the Little Rock Lake food web [24],
coauthorships in network science [25], European road net-
work [26], connections between the US political blogs [27],
flights between the US airports [28] and the Western
US power grid [29]. The datasets are downloaded from
KONECT [28], the website of the project oriented on
collecting network data, and Mark Newman’s personal page,
which contains a compilation of networks [30]. The largest
graph we use is Arxiv ASTRO-PH [31], [32] (17903 nodes),
a scientific collaboration network from arXiv.

We transform each of the networks mentioned above into
a simple graph. In other words, we remove all multiple
edges, self-loops, and edge direction. Besides, if a graph
is unconnected, we consider only its largest connected
component. In Table 1, we present the following statistics for
the preprocessed graphs: the number of nodes |V|, number
of edges |E|, and convexity X, which is introduced in Eq. 1.
For measuring X, we use the original implementation of the
expansion algorithm from [5] and report the average values
over 100 repeats.

B. METRICS

We propose two ways of measuring embedding accuracy.
One compares two independently built convex sets, the other
assesses the similarity of the convex hull of the convex set
built on the graph after projecting it onto the vector space.
The former measures the ability of the embeddings to recreate
convexity, whereas the latter estimates how well they preserve
convexity.
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1) COMPARISON
For the following method, we build two convex sets: one
on the graph, and another in the embedding space. First,
we choose the base of our sets — a set of randomly picked
nodes. Following that, the convex hulls are built from the
base, both on the graph and in the embedding space. For the
first convex hull, we employ the aforementioned algorithm
except for the initialization part: we use the base as a starting
set instead of picking random nodes. As for the convex hull
construction in space, an in-depth look is provided below.
Having retrieved two sets s; and s2, we use the Jaccard
coefficient to measure the similarity of the two sets:

[s1 N 52|

J(s1,82) = (1)

ls1Us2|”
2) PROJECTION
For this method, in contrast to the previous one, we first build
only one convex set on the graph. The vector representations
of the corresponding nodes are gathered from the embedding
matrix once the ground-truth convex set has been obtained.
Following that, we build the convex hull S of those points,
search for the additional points that lie inside this hull, and
call them the error set. Then we measure the accuracy of the
set’s recreation with the following formula:
.. |S| — |error|
precision(S, error) = T, (12)

which essentially evaluates the fraction of the correct nodes.

To assess the metric for the whole embedding, we ran-
domly grow several convex sets. Then, we evaluate the
accuracy of their recreation and average out the scores with
respect to the set sizes.

C. RESULTS
In Table 1, we present the training settings for the datasets:
batch size, final layer dimension, and number of epochs.
Before training, we normalize the distance matrix D such
that it has a unit standard deviation. In all cases, we train
the 3-layer GraphSAGE with a mean aggregator. Each
subsequent layer has its embedding dimension get reduced
by half. The non-linearity o is chosen as Swish [33].
The initial embedding is set to the identity matrix of
size |V|. We use PyTorch [34] and DGL (Deep Graph
Library [35]) in our implementation. The optimization is
done using Adam optimizer [36]. Additionally, while learning
we employ the gradient clipping. We share our code at
https://github.com/realfolkcode/fast-network-convexity.
What follows is a description of the pipeline on which
our approach is tested. First, we sample 50 subsets of size
4. In order to evaluate the comparison score, we construct
the convex hulls from the sampled subsets in the embedding
space. After that, we locate the points that belong to the
hull and calculate the metric. As for the projection method,
we build the convex hull in the embedding space from
the convex hull obtained on the graph. Next, we find the
error set and calculate the metric. Then, for each method,

VOLUME 11, 2023



D. Gavrilev, I. Makarov: Fast Approximate Convex Hull Construction in Networks via Node Embedding

IEEE Access

Little Rock food web

Network coauthorships

European highways
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001, . . . . . 021, . . . . 0.0, . . . .
0.0 0.2 0.4 0.6 0.8 1.0 0.00 0.01 0.02 0.03 0.04 0.00 0.01 0.02 0.03 0.04
Election weblogs US airports Western US power grid
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FIGURE 3. Scores versus (y-axis) e-threshold (x-axis). The orange and blue lines present the comparison and projection scores respectively, for the
models trained with the standard loss. The results for the logarithmic loss are depicted in red (comparison) and purple (projection).

TABLE 1. Graph statistics and training settings.

Dataset V| |E| X  Batchsize Final layer dim.  Num. of epochs

Little Rock food web 183 2452 0.02 64 32 2000

Network coauthorships 379 914 0.85 128 64 2000

European highways 1039 1305 0.45 256 128 1500

Election weblogs 1222 16717  0.17 256 128 1500

US airports 1572 17214 042 512 128 2000

Western US power grid 4941 6594 0.52 256 128 300

Arxiv Astro Physics 17903 197031 0.46 128 128 100

TABLE 2. Metrics and optimal threshold.

Dataset Loss Threshold  Comparison  Projection  Loss (log)  Threshold (log)  Comparison (log)  Projection (log)
Little Rock food web 0.1792 1.000 0.99 1.00 0.0289 1.000 0.99 1.00
Network coauthorships ~ 0.0134 0.015 0.65 0.92 0.0008 0.020 0.80 0.98
European highways 0.0085 0.010 0.42 0.74 0.0026 0.010 0.47 0.84
Election weblogs 0.1377 0.160 0.84 0.85 0.0169 0.120 0.87 0.94
US airports 0.0785 0.080 0.60 0.87 0.0108 0.120 0.61 0.67
Western US power grid ~ 0.0111 0.010 0.31 0.77 0.0013 0.010 0.37 0.88
Arxiv Astro Physics 0.1387 0.100 0.58 0.62 0.0106 0.100 0.58 0.62

we evaluate the average score over all samples. Our method
is substantially faster than the standard algorithm described
in Section III-A: on the Arxiv Astro Physics graph, the
construction of 50 random convex hulls takes 10 seconds with
the former, whereas it takes more than 20 minutes with the
latter.

Figure 3 shows our main results, as it illustrates the evolu-
tion of the comparison and projection scores with the increase
of the e-threshold introduced in Eq. 6. For each dataset, ate =
0, the comparison is close to zero. This validates our choice
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of the e-thresholding, as conv(-) completely fails to recreate
convexity in networks. With the increase of €, the comparison
score increases until it reaches its optimal value, after which
it starts decreasing. On the other hand, the projection score
starts from approximately 1, then it monotonously decays.
This indicates that our embeddings are able to preserve
convexity. The monotonous decay is explained by the overall
increase of e —convex hulls that leads to inevitable inclusion
of additional nodes. Therefore, there is a tradeoff between
recreating and preserving convexity. In Table 2, we present
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the values of e that maximize the comparison score and
the metrics. Additionally, we report the corresponding
loss values. Furthermore, we investigate the effect of the
logarithmic distances that we introduce in Equation 10.
As can be seen from Figure 3 and Table 2, in each network
except the Little Rock food web, substituting the distances
with their logarithmic values boosts the overall quality.

We empirically observe that the optimal value of €
correlates with the loss values and convexity measure of a
network. The model fails to isometrically embed the networks
with low convexity (Little Rock food web and Election
weblogs), which results in a higher error in the reconstructed
distances. Compared to the networks with high convexity,
these networks benefit from a much higher €. As a simple
heuristic, the corresponding orders of magnitude would hint
towards the choice of the threshold. Despite the high error
in the distances, conv.(-) leverages the low convexity by
including more nodes. In particular, we notice that in the
Little Rock food web, the convex hulls of random subsets of
size 4 cover almost the entire graph (182 nodes).

V. CONCLUSION

To our knowledge, this paper is the first attempt at speeding
up the construction of convex hulls in graphs by employing a
deep learning approach. Compared to the standard algorithms
on graphs, our method leverages the properties of a taxicab
space and reduces the computational complexity of the
construction from O(|V]3) to O(|V| - d) after training and
obtaining the node embeddings. Moreover, we introduce the
thresholding technique that helps us alleviate the errors in
distances. To that end, our approach might be useful in
scenarios where the number of queries is large.

Future ways to develop the current research include
investigating the connection between the convexity measure
and threshold, deriving a theoretical estimate of the optimal
threshold, and incorporating other objective functions, such
as the Laplacian embedding loss [37]. Besides, a more
detailed investigation of vector spaces equipped with the £,
norm can be fruitful. A handy property of £; norm is the
non-uniqueness of geodesics. The only other norm with such
a property is the £, norm [38]. Another possible direction of
research is to develop an algorithm for the fast construction of
convex skeletons, a lightweight abstraction of networks [6].
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