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ABSTRACT Heart failure is a chronic disease affecting millions worldwide. An efficient machine learning-
based technique is needed to predict heart failure health status early and take necessary actions to overcome
this worldwide issue. While medication is the primary treatment, exercise is increasingly recognized as an
effective adjunct therapy in managing heart failure. In this study, we developed an approach to enhance
heart failure detection based on patient health parameter data involving machine learning. Our study helps
improve heart failure detection at its early stages to save patients’ lives. We employed nine machine learning-
based algorithms for comparison and proposed a novel Principal Component Heart Failure (PCHF) feature
engineering technique to select the most prominent features to enhance performance. We optimized the
proposed PCHF mechanism by creating a new feature set as an innovation to achieve the highest accuracy
scores. The newly created dataset is based on the eight best-fit features. We conducted extensive experiments
to assess the efficiency of several algorithms. The proposed decision tree method outperformed the applied
machine learning models and other state-of-the-art studies, achieving a high accuracy score of 100%, which
is admirable. All applied methods were successfully validated using the cross-validation technique. Our
proposed research study has significant scientific contributions to the medical community.

INDEX TERMS Machine learning, heart failure, cross validations, feature engineering.

I. INTRODUCTION
HHeart failure is a condition in which the heart is unable to

medications, lifestyle changes, and in some cases, surgery.
Research has shown that early detection and management

pump enough blood to meet the body’s needs [1]. Cardio-
vascular diseases have emerged as a significant global health
concern, substantially impacting public health worldwide.
Heart failure is a common and serious condition affecting
millions worldwide. According to a recent state, heart fail-
ure disorders cause to happen around 26 million popula-
tion [2]. The causes of heart failure can be divided into two
categories. First related to the heart’s structure, such as a
previous heart attack. Second related to the heart’s func-
tion, such as high blood pressure. Symptoms of heart failure
can include shortness of breath, fatigue, and swelling in the
legs and ankles. Treatment options for heart failure include
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of heart failure can improve quality of life and prolong sur-
vival [3]. The current study focuses on developing a machine-
learning model for managing heart failure to improve patient
health.

Machine learning is highly involved in medical diagnoses
and the healthcare industry [4]. Machine learning has many
applications in the medical field, including drug discovery,
medical imaging diagnosis, outbreak prediction, and heart
failure prediction. Machine learning techniques can learn pat-
terns from large medical data and perform predictive analysis.
Machine learning has many advantages compared to classi-
cal medical methods, such as saving time and costs, which
helps improve diagnosis. Our prominent research contribu-
tions for heart failure detection using machine learning are as
follows:
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TABLE 1. The performance accuracy achieved in previous studies for
heart failure prediction.

Ref. | Year | Technique Type Accuracy (%)
[5] 2022 | Random Forest Machine Learning | 96.28
[6] 2020 Random Forest Machine Learning | 95.60
[7] 2021 Random Forest Machine Learning | 86.60
8] 2021 Random Forest Machine Learning | 88.52
[9] 2021 VAE-Two- DNN Deep Learning 89.2
[10] | 2021 DL Deep learning 94.2
[11] | 2019 | DT Machine Learning | 93.19
[12] | 2021 ROT Machine Learning | 91.2
[13] | 2022 | SVM Machine Learning | 96.72
[14] | 2022 | Logistic Regression | Machine Learning | 85.25

e A novel PCHF feature engineering technique is
proposed to select the most prominent features to
enhance performance. Eight dataset features with high-
importance values are selected to develop the machine
learning methods using the proposed PCHF technique.
We optimized the proposed PCHF mechanism by cre-
ating a new feature set as an innovation to achieve
the highest accuracy scores compared to past proposed
techniques.

o The nine advanced models of machine learning are used
in the comparison to predict heart failure. The hyper-
parameters tuning of each applied machine learning
method is conducted to determine the best-fit param-
eters, achieving a high-performance accuracy score.
To validate the performance of applied machine learning
models, we have used the k-fold cross-validation tech-
nique.

This article is further divided into subsections: Section II
is based on a study of the associated heart failure litera-
ture. The research working flow is analyzed in Section III.
Section IV examines the machine learning methods to predict
heart failure. Section V discusses and validates our study
technique scientifically with experimental results. Section VI
covers the research article’s conclusion.

Il. RELATED WORK

This section reviews the literature relevant to our proposed
research study. The studies previously used to predict heart
failure are analyzed. The related research results and pro-
posed methods are discussed comparatively.

Heart disease is considered the most dangerous and deadly
human disease according to the states discussed in previous
studies. The increasing incidence of fatal cardiovascular dis-
eases is a significant threat and burden to healthcare systems
worldwide [15], [16]. Children are mostly affected by this
critical disease [17].

This study [18] discusses the relevance of categorization
models and describes the characteristics of models that have
previously been applied in healthcare. The study highlights
that several investigation groups have successfully tested
data mining methods in clinical applications. The researchers
compared the performance of several functional classifiers
using two apparatuses, WEKA and MATLAB. Generally, the
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precision of the decision tree, logistic regression, SVM, and
other algorithms reached 52% to 67.7%, which is relatively
low [19].

Previous research [11] improved the accuracy from
87.27% to 93.13%, which is good but not optimal, as shown
in Table 1. Past studies detect heart failure in patients
using methods such as SVM, random forest, decision tree,
logistic regression, and naive bayes classifier. After compar-
ing the results, the decision tree achieved an accuracy of
93.19%, which is good detection of heart failure in a specific
dataset.

The study [20] used Cleveland data and created an ensem-
ble model for heart disease detection. The ensemble mod-
els were built using random forest, gradient boosting, and
extreme gradient boosting classifiers, achieving an accuracy
of 85.71% [7]. The Cleveland data was used in the proposed
study to improve the heart disease prediction by feature selec-
tion technique which helps to achieve an accuracy of 86.60%.
Finally, previous studies have found significant research
gaps, suggesting that the performance accuracy is not up
to mark. Consequently, we thoroughly evaluate the previous
study’s performance analysis in this part. This related work
section is based on findings summarizing the efficiency of
all previously applied models. According to previous studies,
different types of models still provide different prediction
scores. Thus, dimensionality reduction and feature engineer-
ing can enhance the data selection, causing greater prediction
accuracy [21].

We have improved our proposed study’s accuracy score
compared to the previous research performance score. The
precise credentials and findings of heart failure are necessary
for proper treatment. We used advanced machine learning
techniques in this study to achieve this goal.

IIl. RESEARCH METHODOLOGY

In this study, we have access heart failure dataset from the
repository Kaggle. The dataset contains 1025 patient records
relate to heart failure and healthy patients. The data prepro-
cessing techniques are applied to format the dataset. The
exploratory heart failure data analysis is applied to under-
stand better the data patterns and variables contributing to
heart failure. In feature engineering, high-importance features
are selected using the proposed PCHF technique. Then the
dataset is split into two portions, train and test. The nine
advanced machine-learning techniques are applied to the
dataset portions. The hyperparameter-based fine tuning is
applied to the machine learning models. The outperformed
proposed model aims to forecast heart failure with high effi-
ciency. Figure 1 examines the research methodology working
flow.

Proposed methodology working flow steps:

o Step 1: The heart disease-related dataset is imported
and preprocessed to remove unnecessary noise.

o Step 2: The exploratory data analysis is applied to
understand better the heart failure data patterns.
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FIGURE 1. The proposed study methodology analysis for heart failure prediction.

TABLE 2. The study heart-related dataset features analysis.

Srno. | Features Discrete Non-Null Count | Data Type
Values

1 The age feature describes the Age of patients. The Age limit is from Min 29 to | Values between | 1025 int64
75 Max. 29 to 75

2 Sex feature describes gender. 0 for Females, 1 for Males 0,1 1025 int64

3 CP feature defines chest pain. It has four different values that indicate the | 0,1,2,3 1025 int64
patient’s condition according to value.

4 tRestBP feature describes the patient blood pressure. Ranges Min 94 to 200 | values from 94 | 1025 int64
Max. to 200

5 Chol feature describes the cholesterol level of patients. The Min Chol value is | values between | 1025 int64
126, and the Max Chol value is 564. 126 to 564

6 FBS feature describing the fasting blood sugar of the patient. Values depend | 0,1 1025 int64
on whether the patient has more than 120 g/dl sugar=1 or less than=0.

7 RestECG feature shows the result of ECG from 0 to 2. Each value describes | 0,1,2 1025 int64
the condition of the heart pulse.

8 The thalach feature indicates the patient’s maximum value count at the hospi- | values between | 1025 int64
tal’s admission time. The Min value is 71, and the Max value is 202. 71 to 202

9 Exang feature indicates whether the exercise encourages the Angina or not. If | 0,1 1025 int64
yes =1, Not=0.

10 The old Peak attribute is used to describe the depression condition of patients | values between | 1025 float64
by assigning different values. O to 6.2. 0t06.2

11 The slope attribute describes the patient’s condition during peak exercise. | 1,2,3 1025 int64
These values are defined into sections [Upsloping, Flat, Down Sloping].

12 CA feature of the dataset shows the fluoroscopy status, which shows the | 0,1,2,3,4 1025 int64
vessels’ color.

13 Thal feature is the kind of test called thallium, which is required to check | 0,1,2,3 1025 int64
when a patient has chest pain or breathing issue. Different values indicate the
condition of the Thallium test.

14 Target is the final attribute called the label Column. This attribute describes | 0,1 1025 int64
the classes. The dataset has two classes: "0” means there is no chance of heart
failure, and “1” means a strong chance of heart failure.

« Step 3: A novel feature engineering PCHF is proposed
to select high-importance features which result in high-
performance scores.

o Step 4: The heart disease-related dataset is split for
training and testing.

o Step 5: The performance of applied techniques is evalu-
ated. The outperformed method is used for heart disease
detection.
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A. DATA OVERVIEW AND PREPROCESSING

The study dataset based on heart disease-related features is
used for building the applied models in this study. The dataset
is publicly available online and collected from the famous
repository Kaggle [22]. The study dataset has 14 features
initially. Table 2 summarizes the feature details of the dataset.
The dataset contains 1025 patient records of heart disease
based on 713 men and 312 women samples. We have checked
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FIGURE 2. The dataset distribution analysis is based on the target column.

the dataset datatypes, which show 13 attributes have int type,
and one attribute slope have float datatype. We have studied
the dataset for null values, which results in the performance.
The analysis shows that the dataset contains not any null
values.

B. EXPLORATORY DATA ANALYSIS

The exploratory data analysis is applied to our study dataset
to determine valuable statics. The exploratory data analysis
is based on charts and heatmap graphs containing dataset-
related patterns.

The bar chart-based dataset distribution analysis using
the target feature is visualized in Figure 2. The analysis
shows that the dataset contains 499 healthy patients and
526 patients with heart failure disease. In addition, 300 males
and 226 females are found with heart failure disease in the
dataset. This analysis demonstrates that the dataset is almost
balanced to build the machine learning models.

The correlation analysis of heart failure dataset features
is analyzed in Figure 3. The analysis shows that almost all
features have a strong association. However, only a few have
high negative correlation values. The features exang, oldpeak,
ca, and thal have a high negative correlation association. The
analysis concludes that the remaining dataset features have a
strong association.

C. NOVEL PCHF FEATURE SELECTION TECHNIQUE

The proposed PCHF feature selection approach is analyzed
in this section. The selection of highly important dataset
features using the proposed PCHF technique is visualized in
Figure 4. Originally the dataset contained 14 features in total.
We optimized the proposed PCHF mechanism by creating
a new feature set as an innovation to achieve the highest
accuracy scores. The newly created dataset is based on the
eight best-fit features. The PCHF technique selects the unique
eight dataset features having the maximum variance com-
pared to the original features. The proposed PCHF feature
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selection approach used a linear transformation mechanism.
The newly created features using the PCHF method achieved
high-performance accuracy for heart failure prediction in this
study.

D. DATA SPLITTING

The data splitting is utilized to avoid the model fitting prob-
lem and to estimate the trained model on the unseen test data
in real-time. The heart failure dataset is split into training and
testing phases for machine learning classifiers. The data is
split into 80% for training and 20% for testing to get results on
unseen data by employed classifiers. The research classifiers
we used are well-trained and conventional with excellent
accuracy.

IV. APPLIED MACHINE LEARNING TECHNIQUES

Several machine-learning techniques used for heart failure
prediction are studied in this section. The operational prin-
ciples and basic terminology of machine learning models
are explained. Our proposed research evaluates ten advanced
machine-learning models for predicting heart failure.

A. LOGISTIC REGRESSION

Logistic regression (LR) is a commonly used supervised
machine-learning technique that can be used for both regres-
sion and classification problems. The logistic regression
method employs probability to forecast how categorical data
will be labelled [23]. The process of LR for learning and
making predictions is based on binary classification proba-
bility measurements. The class variables for logistic regres-
sion models must be binary classified. Similar to the target
column in our study dataset with two different binary num-
bers. The zero is used for patients with no chance of heart
failure, and the one is used for predicted heart patients in the
dataset.

Piy=1|x) = where

1+e 2
Z=ﬁ0+ﬂ1x1+-~-+,3pxp (H

where P(y = 1|x) represents the probability of a binary
outcome variable y taking the value 1, given the predictor
variable(s) x. The function e™* is the logistic function, which
maps any real value z to the range [0,1].

B. DECISION TREE

The most common supervised approach to solving classifi-
cation tasks is a Decision Tree (DT). The tree-like structures
are made in the DT technique [24]. The DT often includes
multiple levels of nodes during tree construction. The root
or parent nodes are at the top level, and the others are called
child nodes. Large medical data are commonly handled via
decision trees because they are easy to utilize. The data is
organized as a tree, with internal nodes representing inside
dataset attributes, branches for decision-making processes,
and leaf nodes representing target results. The DT data is
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divided between the nodes using the Gini index and entropy high performance.
functions. T
1
y== E Ji(x) 3)
M T P
fx) = E cml(X € Ryy), 2 . . L
o where y represents the predicted output for a given input

vector x. The prediction is made by taking the average of the

where f (X) is the predicted output for input x, M is the number outputs of T decision trees, denoted by f(x).

of leaf nodes in the tree, R,, is the region of input space

corresponding to the m-th leaf node, ¢, is the prediction value D. SUPPORT VECTOR MACHINE

associated with the m-th leaf node. The Sl'lpport Ve'ctor Maclﬁne (SVM) [26] is a w.eu-liked
supervised learning technique [27] that can be utilized to
C. RANDOM FOREST overcome classification and regression problems. Making

proper decision thresholds is the aim of SVM. The SVM
divides the n-dimensional space into classes using this ideal
decision boundary known as a hyperplane. The hyperplane
makes SVM simple to assign a new data point to the appropri-
ate category. The hyperplane is created by SVM by choosing
extreme support vectors. This technique is known as a support
vector machine due to the support vectors.

Random Forest (RF) is another supervised machine learning
method commonly used to solve classification and regres-
sion problems [25]. The RF method combines several deci-
sion trees to address challenging issues and boost efficiency.
An RF classifier averages many decision trees output on
various subsets of a given dataset to increase the predictive
accuracy. The maximum number of trees in RF gives the high-
est accuracy. The RF prevents overfitting and leads toward w-x+b=0 4)
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where w is the weight vector, X is the input vector, and b is
the bias term.

E. EXTREME GRADIENT BOOSTING

Extreme Gradient Boosting (XGB) is a supervised ensemble
machine learning model used for classification and regression
analysis [28]. The ensemble learning algorithms combine
multiple machine learning algorithms for a better outcome.
The XGB technique combines numerous decision trees.
A pair of shallow decision trees are iteratively trained by
XGB, which fits the next model with each iteration, utilizing
the prior model’s error residuals. The final prediction out-
put is the weighted average of each prediction in the tree.
The XGB method reduces underfitting and boosts bias. The
loss score in XGB is determined using the gradient descent
algorithm.

ji=> k=1%fx), fieF

where 3; represents the predicted value for the i-th instance,
fx represents the k-th weak learner added to the ensemble.

F. NAIVE BAYES

Naive Bayes (NB) is a supervised machine learning model
to solve classification problems. The NB method is a very
straightforward and effective technique capable of making
accurate predictions. The NB technique is based on proba-
bility, which means the classifier makes predictions based on
the likelihood of dataset variables [29]. To predict the target
class for each record, NB uses the values for the indepen-
dent variables. The NB model is commonly used in medical
research.

PX|C)P(Cy)

P(Cr|X) = P00 &)
where P(Cy|X) represents the probability of a sample belong-
ing to class C given the input features X. P(X|Cy) is the
likelihood of observing the input features X .

G. K-NEAREST NEIGHBORS

K-Nearest Neighbors (KNN) is a supervised machine learn-
ing technique primarily used for classification and regres-
sion tasks [6]. The KNN algorithm is non-parametric, which
means it doesn’t make any assumptions about the underlying
data. The KNN algorithm places the new instance into a cat-
egory comparable to the available classes, assuming that the
new and available cases are similar. Most sample information
is retrieved using the Euclidean distance metric in KNN.

Vg = modey;,, Yiy, - - -, Vi

where y, represents the predicted label for a given query
point, and iy, iy, ..., iy represent the indices of the k nearest
neighbors of the query point.

H. GRADIENT BOOST
One of the most often used forward-learning ensemble [30]
techniques in machine learning is gradient boosting (GB).
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The GB is an effective method for creating forecasting ana-
lytics for situations involving regression and classification.
By combining the predictions from different learner models,
we may create a final predictive model that makes the right
prediction. The GB approach aims to build a strong best
model from several weak models. GB works on building
models one at a time by training each base classifier.

F(x) = Frum1(x) + Ymhm(x)

where F,(x) is the predicted output of the model at iteration
m for the input x, F,,—1 (x) is the predicted output of the model
at iteration m — 1.

I. MULTILAYER PERCEPTRON

The multilayer perceptron (MLP) [31] is a feed-forward arti-
ficial neural network that generates a set of outputs from
a group of inputs. The MLP comprises several layers, the
most important of which are the input layer, hidden layer, and
output layer [32]. The input layer handles the input data, the
hidden layer processes the data in the network, and the output
layer handles the outcomes. The back-propagation algorithm
is a common learning algorithm for MLP networks.

y=0Wo(Wix +by)+b2) (6)

where x is the input vector, W1 and W, are weight matrices,
b and b, are bias vectors, and o is a non-linear activation
function.

J. HYPERPARAMETER TUNING

The best-fit hyperparameters are selected for applied machine
learning methods through an adaptive training and testing
procedure [33]. The final hyperparameters are chosen on
which machine learning models make the correct predictions.
Table 3 reviews the selected hyperparameters for our research
models. The analysis results show the parameters that we
used to obtain the high performance proved beneficial for the
machine learning models we used in our research.

V. RESULTS AND DISCUSSIONS

This section discusses our proposed research results and sci-
entific validity. The machine algorithms are developed using
the python programming language-based skit-learn library
module. Our study performance measures are the runtime
computation, accuracy, precision, recall, and f1 scores. The
performance indicators of our research models are evaluated
for scientific results validation.

A. PERFORMANCE RESULTS WITHOUT USING

THE PCHF TECHNIQUE

The performance comparative analysis of applied machine
learning models with original dataset features is analyzed in
Table 4. The analysis demonstrates that the applied machine
learning model achieved poor performance scores with the
original dataset features. The machine learning techniques
MLP, SVM, and DT achieved low-performance scores for all
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TABLE 3. The optimal hyperparameters analysis for applied machine learning models is analyzed.

Models | Hyperparameters

LR penalty="12", fit intercept=True, random state=1, max iter= 100,

DT criterion="gini’, max_depth=300, min_samples_split=2, max_features=None, ran-
dom_state=0, max_leaf_nodes=None, alpha=0.0

RF n_estimators=300, criterion="gini’, max_depth=300, min_samples_split=2,
max_features="sqrt’, bootstrap=True, random state=0, max_samples=None

SVM C=1.0, kernel="rbf’, degree=3, gamma=’scale’, probability=False, tol=0.001,
cache_size=200, max_iter=-1, random_state=0

KNN n_neighbors=3, weights="uniform’, algorithm="auto’, leaf_size=30, p=2,
metric="minkowski’

MLP hidden_layer_sizes=(5, 2), activation="relu’, solver="lbfgs’, alpha=0.0001, learn-
ing_rate="constant’, max_iter=300, shuffle=True, random_state=1

NB var_smoothing=1e-09

XGB loss="log_loss’, learning_rate=0.1, n_estimators=100, min_samples_split=2,
min_samples_leaf=1, max_depth=3, use_label_encoder=False, eval_metric="mlogloss’

GB loss="log_loss’,  learning_rate=1.0,  n_estimators=20, subsample=1.0, crite-
rion="friedman_mse’,, max_depth=2,random_state=1, max_depth=1

TABLE 4. The results comparison analysis of the applied machine learning models on test data without using the PCHF technique.

Models | Runtime Computation (Seconds) | Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
LR 0.062 86 87 86 86
RF 0.024 86 86 86 86
SVM 0.075 75 75 74 74
DT 0.013 75 81 75 73
XGB 0.080 92 92 92 92
NB 0.005 85 86 85 85
KNN 0.012 91 91 91 91
MLP 0.050 52 27 52 36
GB 0.010 90 90 90 90

performance metrics measures. However, the results of other
applied models are acceptable, not the highest. In conclusion,
the original dataset features low-performance scores for pre-
dicting heart disease.

The bar chart-based accuracy performance comparative
analysis of applied machine learning models is visualized in
Figure 5. The analysis demonstrates that the XGB classifier
achieves the highest performance accuracy metric score of
92%. The MLP achieves the lowest accuracy score of 52%.
The low-performance results are achieved by the SVM and
DT models. In conclusion, the accuracy performance is not
the highest in comparisons for heart disease prediction.

B. PERFORMANCE RESULTS USING THE

PCHF TECHNIQUE

The results comparison analysis is performed for applied
machine learning methods based on selected features using
the PCHF technique. The performance metrics comparative
analysis is performed in Table 5. The analysis shows that DT
and RF models achieved 100% accuracy, precision, recall,
and f1 scores using the PCHF technique. However, the run-
time computation analysis shows that the DT model achieved
0.005 seconds which is the minimum compared to the RF
and all other methods. The LR, SVM, NB, and MLP meth-
ods achieved poor accuracy performance in comparison. The
analysis concludes that the DT model is the outperformed
approach due to high performed accuracy with minimum
runtime computations. Based on the performance metrics
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comparison scores, the DT is our proposed technique for
predicting heart failure in real-time. The proposed PCHF
technique proved very beneficial in enhancing the perfor-
mance of applied methods in this study.

The bar chart-based accuracy performance comparative
analysis of applied machine learning models with the pro-
posed feature selection technique is visualized in Figure 6.
The performance analysis demonstrates that RF and DT
achieved 100% accuracy in comparison. In conclusion, the
performance results are significantly increased using the pro-
posed feature engineering technique.

C. K-FOLD CROSS-VALIDATION COMPARATIVE ANALYSIS
The K-fold cross-validation based on ten folds of data
is applied to the machine learning models for validating
the overfitting problem. Table 6 analyzes the comparative
results of the K-fold cross-validation results. The analysis
demonstrates that our proposed DT technique achieved a
100% accuracy score during the cross-validation. The SVM
and MLP models achieve poor accuracy scores for cross-
validation. Each model’s standard deviation score is also
analyzed during the K-fold cross-validation. The analysis
concludes that our proposed model is generalized to predict
heart failure in real-time.

The comparative performance analysis of applied machine
learning models during the testing and cross-validation is
visualized in Figure 7. The research shows that the LR,
SVM, and MLP achieved poor performance scores. The MLP

VOLUME 11, 2023



IEEE Access

A. M. Qadri et al.: Effective Feature Engineering Technique for Heart Disease Prediction

100
92 91
75 L 85
75 75
50 +
52
25 +
0+
T T T T T T T T T
LR RF SVM DT XGB NB KNN MLP GB

FIGURE 5. The bar chart-based results comparison analysis of the applied machine learning
models without using the PCHF technique.

TABLE 5. The results comparison analysis of the applied machine learning models on test data using the PCHF technique.

Models | Runtime Computation (Seconds) | Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%)
LR 0.044 87 87 87 87
RF 1.331 100 100 100 100
SVM 0.069 77 77 77 71
DT 0.005 100 100 100 100
XGB 0.119 98 98 98 98
NB 0.002 82 82 82 82
KNN 0.005 91 91 91 91
MLP 0.385 81 81 81 81
GB 0.046 97 97 97 97
100
100 100
87
75 +
77
50
25
o —
T T T T T
LR RF SVM DT XGB NB KNN MLP GB

FIGURE 6. The bar chart-based results comparison analysis of the applied machine learning
models using the PCHF technique.

D. COMPARISON WITH STATE-OF-THE-ART STUDIES

The performance comparisons of the past proposed studies on
our dataset are analyzed in Table 7. The parameters used for
comparison are year, approach type, proposed method, accu-
racy, precision, and recall. The analysis demonstrates that the

model achieved an 81% accuracy score. However, the MLP
gained a 54% cross-validation accuracy score. The analysis
demonstrates that our proposed DT model is generalized
and superior. This comparative analysis validates all applied
models’ performance for testing and cross-validation.
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FIGURE 7. The bar chart-based performance validation analysis of applied machine learning

models using the k-fold technique.

TABLE 6. The K-fold cross-validation analysis of applied machine
learning models.

Models | K-Fold | Accuracy (%) | Standard Deviation
LR 10 84 0.0323 +
RF 10 100 0.0000 +
SVM 10 70 0.0322 +
DT 10 100 0.0000 +
XGB 10 96 0.0151 +
NB 10 82 0.0289 +
KNN 10 94 0.0375 +
MLP 10 54 0.1064 +
GB 10 94 0.0261 +

TABLE 7. Comparing performance with the previously conducted
approaches.

Ref. | Year | Learning Type Proposed Accuracy
Technique (%)

[34] | 2020 | Deep learning Hybrid 94
CNN-GRU

[35] 2019 | Machine Learning | DT 98

[36] 2022 | Machine Learning | DT 98

Our | 2023 | Machine Learn- | PCHF+DT 100

ing

proposed DT model outperformed the previously proposed
techniques. Our proposed study achieved the highest’s scores
for heat failure prediction with the help of the PCHF feature
selection technique.

E. RESULTS COMPARISONS WITH SOTA MODELS

We have performed a performance comparison with state-of-
the-art SOTA models in Table 8. The analysis shows that the
SOTA model KNN-MCF [37] achieves a 92% performance
accuracy score. Another model achieved decent performance
results of 99% using the CMSFL-Net [38] approach for image
classification problems. This analysis concludes that our

56222

TABLE 8. Performance comparisons with state-of-the-art SOTA models.

Ref. Dataset Technique Performance Accuracy
(%)

[37] House Prices KNN-MCF 92%

[38] CIFAR-10 CMSFL-Net | 99%

Proposed | Heart Failure | PCHF+DT 100 %

proposed approach achieved high-performance scores com-
pared to state-of-the-art models.

F. FUTURE RESEARCH

In the future, we will use defiantly deep learning-based tech-
niques to try advanced activation functions, such as weight
initialization-based rectified linear unit activation [39].
We will also increase the dataset, including data balancing.
The different health parameters related to heart failure will
be studied. In addition, the transfer learning-based advanced
techniques will be applied.

VI. CONCLUSION

Predicting heart failure using machine learning methods is
proposed in this study. The dataset based on 1025 patient
records is used to build the applied models. A novel
PCHF feature engineering technique is proposed, which
selects the eight most prominent features to enhance perfor-
mance. The logistic regression, random forest, support vec-
tor machine, decision tree, extreme gradient boosting, naive
base, k-nearest neighbors, multilayer perceptron, and gradi-
ent boosting are the applied machine learning techniques in
comparison. The proposed DT method achieved 100% accu-
racy with 0.005 runtime computations. The cross-validation
technique based on 10-fold data is applied to each learning
model to validate the performance. Our proposed method
outperformed the state-of-the-art studies and is generalized
for detecting heart failure.
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