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ABSTRACT Clustering evaluation techniques are important to check the clustering algorithm quality. High
cluster similarity help to reduce the distance between a node to node within the cluster, also good separation
was more important to avoid overlapping clusters. The network performance will increase and the signal
will be high. Many researchers proposed different validation indexes such as Davies–Bouldin, Dunn, and
Silhouette indexes. These cluster validation indexes focus on the internal or external cluster similarity, and
some of them deal with both cases. The employing of graph-based distance to non-spherical clusters and
selection of reference points will not be effective all the time because the average distance between reference
points and all nodes will be changed dynamically such as in the VANET application. To solve this problem
a dynamic sample node should be selected or the similarity of all nodes should be checked. This paper
proposes a newMinimum intra-distance andMaximum inter-distance Index (M2I) to improve these indexes.
The proposed index checks the internal similarity and the external distance among all nodes from cluster to
cluster to ensure that high separation will occur. M2I checks the similarity from node to node within the
cluster and cluster to cluster. The proposed index will be an improvement of all high-rank indexes. The
proposed index was applied in different scenarios (VANET and real datasets scenarios) and compared with
other indexes. The index result shows that the proposed M2I outperforms the others. The M2I accuracy is
100% in the VANET scenario and 89% in the real datasets scenario.

INDEX TERMS Clustering analysis, cluster index validation, energy clustering algorithms, K-means,
unsupervised learning, VANET clustering.

ACRONYM
The list of acronyms used throughout this paper is as follows.

C.H. The first letter of the author’s name (Calinski–
Harabasz).

CH Cluster Head.
CM Cluster Member.
CSP Compact-Separate Proportion.
CVNN Clustering Validation index based on Nearest

Neighbors.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wentao Fan .

D.B. Davies–Bouldin.
DBSCAN Density Based on Spatial Clustering of Appli-

cations with Noise.
DI Dunn index.
M2I Minimum intra-distance andMaximum inter-

distance Index.
MDL Minimum Description Length.
ML Machine Learning.
ND Normalized Delay.
P.B.M. The first letter of the author’s name (Pakhira–

Bandyopadhyay-Maulik).
RSSI Received Signal Strength Indicator.
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SC Silhouette index.
SD Standard Deviation.
SSE Sum Square of the Error.
SUMO Simulation of Urban MObility.
VANET Vehicular Ad Hoc Network.
V2V Vehicle to Vehicle.
WD Within-cluster Distance.

I. INTRODUCTION
Engineering applications need to classify data into different
groups, these groups called clusters. In the MANET appli-
cation, the divergence of each element in an existing cluster
is more important to reduce the intra-cluster distance and
improve the node connection. The network performance will
be high for a minimum distance. In unsupervised machine
learning, there are different clustering types, and many clus-
tering algorithms applied in different fields were proposed in
the past few decades [1], [2], [3]

The clustering process creates clusters based on similar-
ity among objects. Moreover, the clustering evaluation tech-
niques analyze the clustering results. Objects in the same
cluster have the highest similarity, while objects in different
clusters have the least similarity. Cluster analysis in unsuper-
vised learning is for learning different systems, different types
of image processing, pattern recognition, and statistics [4].

There are many types of clustering algorithms such as
partitioning, density-based, and hierarchical clustering algo-
rithms. The main aim of the partitioning clustering algorithm
is to divide the data into different clusters like in K-means [5],
also based on center location like K-centers [6]. Some
new center-based clustering techniques are proposed to avoid
the centroid initialization process [7], [8], [9], [10], [11].
In density-based clustering algorithms such as Density
Based on Spatial Clustering of Applications with Noise
(DBSCAN) [12], the clusters are structured as multi-regions
that are separated by low density or free space among the
objects. Based on these assumptions the cluster discovering
process can be carried out by group shapes. The hierarchical
clustering algorithms build its clusters dataset hierarchy and
get various clusters by blocks or divisional approaches [13].
Cluster hierarchy can offer high information compared with a
single partition. However, the challenges are in analyzing the
hierarchies and determining a method to obtain the affected
partition from several clustering outputs. The novel model
in [14] proposed a solution for multiple outputs of hierarchi-
cal clustering.

The validation of clustering algorithms evaluates the clus-
ter result quality based on the cluster analysis roles [15]. For
learning systems, the most important research field will be
cluster validation. The cluster validation techniques can be
divided into two categories: external and internal validations.
The difference is in the information that is used in validation
as external information or just internal. The external cluster
validation measurement should have the cluster labels in
advance. It is used mainly for electing the optimal algorithm

for an existing data set. The internal cluster validation mea-
surements deal with internal information to select the best
algorithm based on the clustering algorithm results without
any external information. Many researchers have proposed
cluster validation models, such as the Davies–Bouldin (DB)
index [16], Calinski–Harabasz (C.H) index [17], Silhouette
index [18], and the standard deviation (SD) index [19].
However, those models are effective for spherical data sets
clusters only. The authors in [20] proposed a minimum
description length (MDL) for the clustering with high syn-
chronization and electing the optimal clustering result. How-
ever, the MDL is not successful in multi-patterns clustering
algorithms. To evaluate the arbitrary shapes clusters, some
new validation indexes were proposed. In [21] authors pro-
posed a grid-distance validation index to enhance the existing
indexes.

This paper proposed a new validation index named Mini-
mum intra-distance andMaximum inter-distance Index (M2I)
based on minimizing the internal distance among the nodes
and maximizing the distance between each node in different
clusters. M2I can be used for internal and external validation.
The minimum intra-distance and maximum inter-distance
improve the quality of connection within the cluster and
avoid overlapping among clusters. The intra-cluster and inter-
cluster distances are illustrated in Fig.1. Moreover, the pro-
posed index tries to select the optimal number of clusters with
high separation which can be used to improve the quality
of the K-means clustering algorithm and it can evaluate the
K-means clustering results of VANET data sets. The exper-
imental verification results show that M2I can evaluate the
clusters with high accuracy. The main contributions of this
paper include:

• A proposed new cluster validation index to evaluate
unsupervised machine learning clustering algorithm.

• Simulation and testing of more popular cluster valida-
tion indexes.

• Comparative testing was designed and executed to show
the new index’s effectiveness.

• Verify the proposed index result using the highway
K-means clustering algorithm for the VANET dataset
scenario and real datasets scenario.

This paper is organized as follows: Section II presents the
backgrounds of the clustering validation index. Section III
summarizes the K-means Clustering Algorithm. Section IV
introduces the materials and methods. Section V proposes
a new cluster validation index. Section VI illustrates the
V2V communication scenario. Section VII is the experimen-
tal result with index validation. Finally, the conclusion and
suggested future work are provided in Section VIII.

II. LITERATURE STUDY
A validation index aims to evaluate cluster efficiency based
on the cluster label and data set elements. The clustering
algorithm’s goal is to create clusters with high internal sim-
ilarity and high separation between clusters. Most indexes
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FIGURE 1. VANET intra-cluster and inter-cluster distances.

assume that clusters are separated and diverged, such as
D.B. [16], C.H. [17], SD [19], and Dunn Index [22]. D.B.
index calculates firstly the cluster similarity as maximizing
the inter-cluster distance among clusters. Then, it computes
the average similarities to get the cluster index value. The bet-
ter result will be the smallest index value. C.H. index can eval-
uate the clustering algorithm depending on the square value of
the intra-cluster sum. SD index aims depend on the cluster’s
separation and account for the average value of scattering.
Dunn index criteria calculate the minimum distance between
clusters centroid and maximum cluster diameter, this index
cannot evaluate the non-spherical cluster. In [18] authors pro-
posed the Silhouette index to evaluate the cluster algorithms
by taking a sample object and calculating the intra-cluster
distance and inter-cluster distance. This index can ignore
some of the characteristics of other objects because it selects
a sample of the data set. Some researchers are focusing on
computing an optimal number of clusters and defining a new
validation index [13], [23], and [24]. In [13] the authors pro-
posed context-independent optimality and partiality index to
obtain a good partition in clustering. Recently, there are some
new indexes were proposed. In [25] the authors proposed
a novel validity index for categorical sequences, while in
[26] they generalized a self-organizing map to compute the
number of clusters automatically. To address a non-spherical
cluster, some validation indexes were proposed. In [20] the
author uses the Minimum Description Length (MDL) prin-
ciple to create the clusters by splitting the data using the
values of an attribute (similar to decision tree learning); the
clustering technique with MDL will select the best result.
In [27] authors proposed a validation index based on arbitrary
shapes and object densities. This index tries to minimize the
standard deviation of clusters and maximize the separate-
ness density between clusters. In [28] authors proposed an

internal validation index, named clustering validation index
based on nearest neighbors (CVNN), this index evaluates
the clustering result based on the nearest neighbors and can
select multiple objects dynamically as representatives for
multi-clusters in multi situations. Authors in [29] proposed
the compact-separate proportion (CSP) index. The CSP index
evaluates the clustering algorithm by using the average dis-
tance within the cluster as a minimum value and calculating
the stander deviation as the inter-cluster. The index degree
is the difference between intra-cluster distance and standard
deviation inter-cluster. This index is active only for well-
separated clusters. In [30] the authors proposed the PBM
index; the term came from the authors’ names. The PBMclus-
ter validation index will calculate the maximum inter-cluster
distance, and then divide it by the minimum within-cluster
distance. The PBM index value should be high for a good
clustering algorithm. This paper proposedM2I to evaluate the
clustering result as a modification of PBM and take all points
to get high index reliability.

Table 1 summarizes the clustering validation indexes, and
compares them with the proposed index.

III. K-MEANS CLUSTERING ALGORITHM
The k-means clustering algorithm is one of the most impor-
tant clustering algorithms; it can be used in different fields,
such as database system applications, ad hoc networks, image
processing, and wireless sensor networks. In the VANET
application, the main goal of K-means is to create clusters
with minimum distance between all nodes as well as with
cluster head (CH). The number of clusters in the K-means
algorithm was calculated based on the Elbow criteria. The
first big change of the SSE represents the optimal value of
K. In the VANET application, the fast location change will
be more effective to calculate the optimal cluster number.
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TABLE 1. Summary of cluster validation indexes.

However, the calculation of the K value needs to modify
and create a strong model. The M2I can be used to select
the optimal value of K and improve the clustering qual-
ity. The proposed index can be an evaluation index and
can be used as a model to select the optimal number of
clusters. The main steps of the K-means algorithm can be
defined as:

Step 1. Import the K value, which represents the
cluster number. The initial value will be selected ran-
domly, in this paper the initial value will be equal
to 2.

Step 2. The initial location of each cluster centroid will
be selected. The selection process will be done based on the
objective function, using the sum of all squared distances

between all cluster members and cluster centroids for all
clusters, the optimal location objective function is:

avgminc

k∑
i=1

∑
vj∈Ci

d(vehiclej, centroidi)

= avgminc

k∑
i=1

∑
vj∈Ci

∣∣vj − ui
∣∣2 (1)

where d(vehiclej, centroidi) is the vehicle node to the centroid
of its cluster as Euclidean distance; vehiclej is the vehicle
location and centroid i is the location of cluster centroid with
i = 2, . . . , K; and K is the number of the total cluster.
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TABLE 2. Indexes comparison.

Step 3. Assigning all vehicles to clusters based on the
optimal location of cluster centroid.

Step 4. Take each node and calculate its distance to the
centroid. If a node does not belong to the cluster with the
nearest centroid, collect this node and switch to the next
cluster. Then update the location of the cluster centroid as:

centroidi =
1
|Ci|

∑
j∈Ci

vehiclej,∀i (2)

Step 5. Repeat Step 4 until convergence is achieved or until
the node distance is unchanged.

Check and verify that all vehicles have been clustered.
Fig. 2 represents the important steps of a k-means cluster-

ing algorithm [31].

IV. MATERIALS AND METHODS
There are many indexes to evaluate the clustering algorithm.
This paper employs several more popular techniques for eval-
uating the K-means clustering algorithm and then comparing
it with the M2I proposed index. The comparison indexes are
SC, DB, DI, PBM, and SSE. Table 2 illustrates the evaluation
steps of these indexes with a full description of all formulas.

V. M2I CLUSTER VALIDATION INDEX
In this section, the definition of M2I is presented based on
the distance problem matrix. For each clustering technique,
the clustering gets a high degree of performance according to
the high separation method as well as high internal similar-
ity. M2I is a degree index of clustering that has maximum
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FIGURE 2. K-means algorithm processing steps.

FIGURE 3. Cluster environment.

inter-cluster distance and minimum intra-cluster distance.
The proposed model has the following steps:

Step 1: Calculate the centroid matrix for all clusters, the
centroid matrix represents the distance between the vehicle
and the cluster centroid. For each node (vehicle) in the ith
cluster, the centroid matrix can be defined as:

Ci =
[
dv1,c, dv2,c, dv3,c, . . . ,dvn,c

]
(3)

where: d is the Euclidean distance between the vehicle and
the cluster centroid it can be calculated as:

dvi,c =
√
(v.x(i)− c.x)2 + (v.y(i)− c.y)2, for ∀ Vehicles

in a cluster with the location (v.x, v.y) and cluster centroid
with location (c.x, c.y).

Step 2: Calculate the minimum Euclidean distance
between each node (vehicle) with other nodes from the closest
cluster as:

Dinter =

√
(v.x(i)− v.x(j))2 + (v.y(i)− v.y(j))2

(4)

D1 = min{Dinter (5)

where: vi is the vehicle in the ith cluster and vj is the vehicle
in the jth cluster, i and j are the closest clusters.

The clustering environment of Ci and D1 calculation is
illustrated in Fig. 3.

The minimum inter-cluster distance calculation algorithm
is shown in Algorithm 1 which it’s important to compute the
minimum distance between each node with the closest cluster
nodes as explained in steps 1 and 2. There are three cases
of cluster location in whole clustering sets. Fig. 4A shows
the inter-cluster distance calculation range of the first cluster.
Firstly, the node’s distances in the cluster that is located in the
first slot are calculated. All other possible inter-cluster nodes
that can communicate with cluster 1 are located in the range
between T+1 to Total. Note that, T is the total number of
nodes in cluster 1, T+1 represents the first node in cluster 2,
and Total represents the total number of nodes. Fig. 4B shows
the inter-cluster range consideration for the last cluster. The
total nodes of other clusters are from the range 1 to M-1. The
total nodes in the last cluster are Total – (M-1). Note that,
M-1 is the last node in the last cluster before cluster n also
known as cluster n-1. The possible inter-cluster nodes that
can communicate with the last cluster (cluster 1 to cluster n-
1) can be calculated for the range of nodes (1 toM-1). Finally,
Fig. 4C presents the cluster located in between the upper and
lower range that was divided into two intervals: left and right.
The clusters in the left interval are from (1 to i-1), and the
inter-cluster distance range will be from node number 1 to
node number M-1. Since the nodes from 1 to M-1 represent
the nodes from clusters on the left side. The right interval is
the range of clusters from i+1 to n. The inter-cluster distance
on this side will be computed from node number N+1 to the
last node (Total), where cluster i node range is from (M to N).
All loops in Fig. 4 were mentioned in the D1 algorithm.
Step 3: Calculate the maximum Euclidean distance

between each node and other nodes in the same cluster. It’s
the intra-cluster distance and the maximum value we use to
evaluate the clustering technique. The M2I model looks for a
low rate between the inter and intra as well as a high value of

the index. Dintra =

√
(v.xi − v.xk)2 + (v.yi − v.yk)

2 for i,k:
two vehicles in ith cluster

D2 = max{Dintra} (6)

Step 4: Calculate the node index for each node in cluster I
based on the high value (logic 1) of the M2I, M2I computes
the average two ratios as an important parameter. The first
ratio between D1 and D2 shows the minimum value of the
inter-cluster distance is higher than the maximum value of
the intra-cluster distance to give the first point of the cluster.
The second ratio between the minimum inter-cluster distance
and the centroid matrix is important to indicate that the clus-
tering has full separations and this technique will be applied
to all nodes. The main M2I description is shown:

M2I =
{
D1
D2
+

D1
Ci

}
∗
1
2

(7)

where:-
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FIGURE 4. The upper and Lower range of the D1 calculation.

Ci: vehicle to centroid distance based on (3)
D1 & D2 were calculated in (5), (6)
By rewriting the formula (7) as:

M2I(i) =
CiD1 + D1D2

2CiD2
(8)

And the node index will be:

nodeindex(i) =

{
1, M2I(i) ≥ 1
0, M2I(i) < 1

(9)

Step 5: In this step, the total cluster index can be calculated
as:

Cluster M2I =
No. of high value innodeindex

n
(10)

where: n: number of vehicles in ith cluster
Step 6: Finally, the average index of the clustering algo-

rithm will be:

Average M2I =

∑n
i=1 Cluster M2I(i)
No. of clusters

(11)
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Algorithm 1Minimum Inter-Cluster Distance (D1)
Input: Vehicle Locations, No. Of Clusters (k), No. Of Vehi-
cles per Cluster (n), and Total No. Of Vehicles
Output: D1 Result.
T=0;
M=T+1;
T=T+n;
for i = 1to Total do
for j=1to Total do
D1(i,j)= Euclidean Distance Among All Vehicles;
End for;
End for;
for s=1 to k do
for i =m to T do
if s=1 then // for the First Cluster
for j=T+1to Total do
D1(s)←minimum Distance;
End for;
End if;
if s=k then // for the Last Cluster
for j=1 to m-1 do
D1(s)←minimum Distance;
End for;
End if;
if s ̸=1 && s̸= k then // for the in-Between Cluster
for j=1 to m-1 do
D1(s)←minimum Distance;
End for;
for j=N+1 to Total do
D1(s)←minimum Distance;
End for;
End if;
End for;
End for;
End

M2I value will be in the range {0, 1}, the high value indi-
cates a good clustering algorithm. Algorithm 2 represents the
summary of the proposed index steps.

VI. V2V COMMUNICATION SCHEME
The V2V connection helps to understand the quality of clus-
tering and the optimal clustering scheme to get high perfor-
mance. Fig. 5 shows the connections in a cluster and the
way to calculate the average delay and RSSI (Received Signal
Strength Indicator). The vehicles will classify into cluster
member nodes and one cluster head node. In this scheme, the
cluster head node was the nearest node to the cluster centroid.
Definition 1: Let C be a cluster node and {d(v1, ci), d(v2,

ci), . . . , d(vn, ci)} is a set of the distance between the cen-
troid and vehicle node. Assuming that delay∝ distance, the

Algorithm 2M2I Algorithm
Input: vehicle locations, No. of clusters (k), No. of vehicles
per cluster (n), total No. of vehicles, and cluster centroid.
Output:M2I result.
T=0;
M=T+1;
T=T+n;
for i= 1 to k do
for j=1 to n do

Cd(i,j) =
√
(v.x(j)− c.x)2 + (v.y(j)− c.y)2

end for;
end for;
for s=1 to k do
for i = m to T do
D-intra (s, i)← calculate the intra-cluster distance;
D2 (s,i)← maximum D-intra(s,i);
end for;
end for;
Apply Algorithm 1 to calculate the value of D1
for s=1 to k do
for i = m to T do
M2I(s, i)← applying eq. 8
Node index (s, i)← applying eq. 9
end for;
end for;
for s=1 to k do
for i = m to T do
cluster M2I(s, i)← applying eq. 10
average M2I (s)← applying eq. 11
end for;
end for;
End

normalized delay will be defined as [34], [35]:

NDX(Y) =


d(x, y)
R

, d(x, y) < R

1, Others
(12)

where: R represents the maximum range for two vehicles to
still in connects (sum of the coverage source node area and
the coverage distention node area).

According to Fig.5, the number of connections is equal to
the number ofmember nodes. The possible connectionwill be
M, and the average cluster normalized delaywill be computed
as:

AvarageND =

∑M
i=1NDx,y

M
(13)

Definition 2: Let C: be a cluster node {v1, v2, . . . , vn} and
{d(v1, ci), d(v2, ci), . . . , d(vn, ci)} is a set of the distance
between centroid and vehicle node. Assume the wavelength
is λ and the light speed is c. The Intra-cluster V2V RSSI will
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FIGURE 5. Cluster node connection scheme.

be defined as [36], [37]:

RSSI = P0 − 20log10

(
4πd

λ

)
(14)

where:
λ =

c
f , c = 3 ∗ 108 m/s and f = 2.4 GHz

f = carrier frequency and P0 is an empirical constant and
its value is set to 31.0 dBm

VII. EXPERIMENTAL RESULTS AND INDEX VALIDATION
The cluster indexes evaluation was presented in this sec-
tion. There are two different scenarios. The first scenario
is the VANET dataset scenario and the second scenario is
the real dataset scenario. As an evaluation process, the clus-
ters should be created based on the k-means algorithm and
importing the datasets which have been illustrated in sub-
section A as a datasets initialization stage. The simulation
environments of the VANET scenario have been presented
in B and the evaluation process steps were illustrated in C.
Subsection D discusses the evaluation and testing results.
Finally, the evaluation and testing of the second scenario were
represented in E.

A. DATASETS INITIALIZATION
One of the most used vehicular simulators that are
open-sourced and easy to implement is Simulation of Urban
Mobility (SUMO). SUMOwill help users to simulate a traffic
system with vehicle mobility and different public transporta-
tion [38] and [39]. This simulator has multi-support tools
which are suitable to implement different tasks such as:

• Searching and detecting the vehicle routes
• Highway network implementation and generation
• Network importing from different databases like Open
Street Map

• Tracing the VANET model and exporting the mobility
results as an XML file.

The SUMO output-tracing file can be used in different sim-
ulators [40]. In this paper, the XML file has been imported
into Matlab with different vehicle movement timestamps.
A highway scenario was used and the snapshot of SUMO is
illustrated in Fig. 6.

FIGURE 6. SUMO highway scenario.

B. SIMULATION ENVIRONMENTS
This subsection represents the environment of simulation that
was implemented in this paper. The laptop processor is core
i7-8 550u with 2× 1.99 GHz and 16 GBRAM. The operating
system is Windows 10 Pro. The proposed model and all
evaluations and testing algorithms as well as V2V communi-
cation were implemented in MATLAB 2018b. The mobility
simulation for the VANET highway scenario was simulated
using SUMO. Table 3 shows the important parameters setting
for the VANET dataset scenario.

C. EVALUATION PROCESS OF VANET DATASET SCENARIO
The evaluation process of the VANET scenario is shown in
Fig.7 and can be defined as:

Step 1. Two cases from SUMO datasets will be imported
into the main program, applying the K-means clustering algo-
rithmwith different K values {2, 3, 4, 5, 6, 7, 8, 9}, and collect
the cluster results for both cases.

Step 2. Test and evaluate the clustering results using (SC,
DB, DI, PBM, and SSE) indexes, and compute the optimal K
value according to the indexes evaluation results.

Step 3.Appling the V2V connection environment and then
calculating the RSSI and normalized delay within a cluster in
both scenarios (case 1 and case 2).

Step 4. Evaluate the V2V experiment results and select the
optimal results with an optimal number of clusters to get an
efficient network performance.

Step 5. Compare the results of Steps 2 and 4, the final
results of this step represent the correct and efficient K value.

Step 6. Applying M2I proposed model to test and evaluate
the clustering results of step 1, the results of this step show
the optimal K value passed on M2I.

Step 7. Compare the results of Steps 5 and 6 to
evaluate the proposed index model based on previ-
ous high-performance indexes and V2V experimental
environment.

D. EVALUATION OF TEST RESULTS
1) DIFFERENT VALIDATION INDEXES RESULTS
In this subsection, the SC, DB, DI, and PBM validation
indexes were implemented for both cases (Case 1 and Case 2)
using the VANET database. These indexes were the main
validation indexes and any new model that was compared
with it to show the new model’s effectiveness. Fig.8 shows
the indexes result for Case 1. As shown in Fig.8a, the SC
index has the optimal value of 0.8922 at K=3 and the other
values are less than 0.8922 for K=2, 4, 5, 6, 7, and 9.
Because of the goal of SC, when the K has increased, the
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TABLE 3. Parameters and simulation settings.

FIGURE 7. Evaluation process of VANET dataset scenario.

distance between clusters was decreased and the SC value
was decreased. SC index evaluates the internal and exter-
nal clustering algorithm. The minimum value of the index
result will indicate that the clustering algorithm is good as
shown in Fig.8 b for the DB index with the index value
0.218201 at K=3. When the distance between the centroids
of the closest clusters is decreased the DB index value will
increase and the quality of clustering is decreased. Fig.8c
shows the Dunn index results to evaluate the K-means cluster-
ing algorithm, the optimal value in this index should be high
because DI tries to make the clusters more convergent and
increase the distance between clusters (high cluster-to-cluster
divergence). The optimal value is 7.7609 with K=3, and the
remaining results for K=4, 5, 6, 7, 8, and 9 are decreased
because the cluster-to-cluster divergence is low. PBM selects
the maximum distance between different nodes in different
clusters a concerning index with respect to internal distance,
the external distance should be high. Fig. 8 d shows the PBM
index value, and the optimal value is 5.545691 with K=3.
According to all indexes in Fig. 8, the optimal K value is
3 for case 1.

Fig. 9 shows the indexes result for Case 2. As shown in
Fig. 9a, the SC index has the optimal value of 0.95208 at
K=2 and the other values are less than 0.95208 for K=3, 4,
5, 6, 7, and 9. Because of the goal of SC, when the K has
increased the distance between clusters was decreased and
the SC value was decreased. By comparing the results with
Case 1, the optimal value is changed from 3 to 2 because the
second scenario has high traffic and the clusters are nearby.
For the DB index, the minimum value of the index result
will indicate that the clustering algorithm is good as shown
in Fig. 9b. the minimum value is 0.091531 at K=2. When
the distance between the centroids of the closest clusters is
decreased the DB index value will increase and the quality
of clustering is decreased. The maximum value of the Dunn
index indicates that the cluster-to-cluster divergence is high
(high separation), as shown in Fig. 9 c, the optimal value is
the maximum value of DI is 111.607 at K=2. The remain-
ing values decrease because the cluster-to-cluster distance
is decreased when K is increased (low separation). Fig.9d,
shows the PBM index evaluation results, the maximum value
is 69.5397 at K=2, as discussed, the PBM index value should
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FIGURE 8. Indexes Comparison Results for Case 1 in the VANET dataset scenario: a) SC Index (OIV: maximum). b)
DB index (OIV: minimum), c) DI index (OIV: maximum), and d) PBM index (OIV: maximum).

be high to ensure that the inter-cluster distance is high. The
other results are decreased when the K value is increased,
because of the high traffic in Case 2 and the inter-cluster
distance is low. According to all indexes in Fig.9, the optimal
K value is 2 for Case 2.

The Sum of Square Error (SSE) represents the similarity in
the cluster itself. The values of SSE can help to identify the
convergence data in clusters but not the information about the
divergence among the clusters. The optimal values of K are
3 for Case 1 and 4 for Case 2 with error values of 153,959
and 20,254 respectively. Fig.10 shows the Elbow curve of the
SSE result.

2) V2V TESTING
V2V connection was established to check and evaluate the
clustering algorithm. The range of K is {2, 3, 4, 5, 6, 7, 8, and
9}. In each K value, the V2V scenario computes the RSSI
value within the cluster and the normalized delay. The opti-
mal value of RSSI and normalized delay represents the real
cluster number which can give high network performance.
The V2V results can be used to compare with the cluster
validation indexes and judge if the index is suitable for the
VANET application or not.

As shown in Fig. 11, the optimal values of RSSI are 3 for
case 1 and 2 for case 2 Fig. 11a shows the RSSI value
of case 1. The first high RSSI value is -67.99445 dBm at
K=3, the other value is good but with a high cluster number.
In clustering techniques, the minimum number of clusters is

better and also can be compared with Fig.12 a, the optimal
delay value is at K=3 in case 1. By comparing the two results
(RSSI, normalized delay) in Case 1, the optimal and correct
value of K is 3 for Case 1. For case 2, Fig. 11 b and Fig. 12 b
shows the RSSI and normalized delay in case 2 respectively.
The optimal RSSI value is -48.85731 dBm at K=2, and the
optimal normalized delay is at K=2. According to the last
values of RSSI and normalized delay for case 2, the correct
value of K is 2 in Case 2.

3) M2I EVALUATION
Finally, the evaluation result of the proposed index (M2I)
is explained in Fig. 13. The M2I computes the convergence
and divergence of clusters, and the optimal values represent
the exact value that the cluster number is optimal. Fig.13a
illustrates the M2I value in Case 1, the values changed based
on the distance between clusters, the distance between differ-
ent nodes in different clusters, and the cluster intra-distance.
The maximum value is 0.666667 at K=3. In Fig.13b the
maximum value of the M2I index in case 2 is 0.5 at K=2.
The M2I index value range is from 0 to 1.

4) RESULTS DISCUSSION
The experimental results for different cluster validation
indexes, V2V communication results, and M2I results can
be summarized in Table 4. The correct value of K is 3 in
Case 1 and 2 in Case 2 based on the V2V communication
scenario. All indexes and M2I also get the same result. The
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FIGURE 9. Indexes comparison Results for Case 2 in VANET dataset scenario: a) SC Index (OIV: maximum). b) DB
index (OIV: minimum), c) DI index (OIV: maximum), and d) PBM index (OIV: maximum).

FIGURE 10. The testing value of SSE in case 1 & case 2 in the VANET dataset scenario.

TABLE 4. Summary of result with the optimal value of K.
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FIGURE 11. RSSI in case 1 & case 2 of the VANET dataset scenario.

FIGURE 12. Normalized Delay in Case 1 and Case 2 of the VANET dataset
scenario.

value of SSE in Case 2 is 4, as the SSE computes the inter-
nal error and deals with the inter-cluster distance. The high
vehicle density in Case 2 distributes the nodes nearby, so the
optimal clustering is to create minimum clusters and increase
the cluster member in each cluster. All indexes select K=2 in
this case instead of K=4, the optimal value of K is 2 according
to internal and external testing. The optimal K value based
on SSE is 4 because the clustering evaluation using SSE is
done based on the optimal intra-cluster distance only, the high
clustering separation was not computed.

E. SECOND SCENARIO (REAL DATASETS)
To better validate the effectiveness of the proposed M2I, sev-
eral real data sets that are imported fromUCIMachine Learn-
ing Repository [41] are applied. Many researchers select
these data sets to evaluate the clustering validation indexes.
In [28], [42], and [43], the UCI real data sets were tested and
the validation indexes were evaluated.

Table 5 represents the characteristics of real data sets and
the value of attributes, instances, and the corrected cluster
number.

As illustrated in Fig. 13 (a), the optimal value of k is
3 which is marked in a red dot. The maximum value of M2I
is 0.666 in k=3 and the other value is less than 0.666. The DS
1 dataset has 4 attributes, and the M2I succeeded in obtaining
the correct value of k in this dataset. The red dot values
in Fig.14 (b) to (f) show the optimal value of K which is

FIGURE 13. The testing value of the M2I index in case 1 & case 2 of the
VANET dataset scenario.

TABLE 5. The characteristics of real datasets.

calculated using M2I. The M2I values in these datasets are
(1, 0.5, 0.833, 1, and 0.75) for DS 2 to DS 6. The M2I results
match exactly with the k values in the UCI datasets.

The M2I value of DS 7 is shown in Fig.14 (g) is 1 and the
optimal value of k is 5. As mentioned in Table 5, the correct
value of k is 6. The M2I cannot select the correct value of K
in DS 7. The number of attributes is 60 as shown in Table 5,
so the proposed validation index has a little error in overlap
datasets and the datasets with a high number of attributes.
Finally, theM2I values of DS 8 andDS 9 are equal to 1 in both
datasets and the optimal k values are 5 and 2, respectively,
which is marked in red dot as shown in Fig.14 (h) and (i).
In this experiment, the following indexes (DB, SC, DI,

PBM, CSP, CVNN, andM2I) are applied. The optimal cluster
number obtained from these indexes is shown in Table 6,
where the underlined bold values represent the correct k value
compared with the dataset k value which is imported from the
dataset source.

The index accuracy can be calculated as [44]:

Index Accuracy =

∑N
i=1 δ(c̄i, ĉi)

N
(15)

where ĉi is the real cluster label, c̄i is obtained by matching
clustering result c to real clustering labels ĉ and then renam-
ing ci according to the best-matched true label as

δ(c̄i, ĉi) =

{
1, for c̄i = ĉi
0, others

,

The Accuracy comparison results are shown in Fig.15.
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FIGURE 14. M2I results for different real data sets.

TABLE 6. Comparison results of different Indexes over UCI datasets.

FIGURE 15. Indexes accuracy results.

The M2I accuracy is 89% in the real dataset as presented
in Fig. 15. The accuracy of DB, SC, DI, PBM, CSP, and
CVNN is 22%, 44%, 56%, 78%, 22%, and 44% respectively.

The proposed index in this paper has improvements compared
with the most popular indexes (PBM, DI, SC, and DB):

• 12% improvements compared with PBM
• 37% improvements compared with DI
• 50% improvements compared with SC
• 75% improvements compared with DB

VIII. CONCLUSION
The clustering evaluation index is important to evaluate the
clustering algorithm and select the best algorithm, which
improves the clustering process and enhances the clustering
results. The clustering error rate should be minimum and
the nodes will be distributed in a correct cluster. This paper
proposed M2I to test and evaluate the clustering algorithm.
M2I tries to get minimum intra-cluster distance and maxi-
mum inter-cluster distance. Our proposed index has effective
results and evaluates the clustering algorithm internally and
externally. In this paper, a comparison of the proposed index
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with the existing indexes was made. The simulation results
show thatM2I has high correct value clustering results among
the others. The proposed index focuses on two ways: firstly,
computing the intra-cluster distance and the inter-cluster dis-
tance. Secondly, the ratio of the internal and external dis-
tance was calculated to ensure that the index value was more
efficient and give a high explanation of the evaluation. The
proposed index is the new enhancement of the PBM index
and increases the accuracy of the index. The accuracy has
been increased because the M2I index computes the ratio
of all nodes’ inter-distance values. A VANET scenario was
implemented to test the proposed index and real datasets
were imported. The proposed index gave the same results
compared with the other indexes and the accuracy of M2I
is 100% in the VANET scenario. In real datasets, there
are 6 indexes compared with M2I over 9 actual datasets in
different applications. The final M2I accuracy is 89% and
has good improvements compared with others. The proposed
index has 12% improvements compared with PBM which
represents a more similar index. The proposed index has
37%, 50%, and 75% improvements compared with DI, SC,
and DB respectively. M2I can also be used to evaluate any
clustering model in data mining, image processing, energy
clustering in wireless sensor networks, or ad hoc network.
Our suggestion is to improve the k-means algorithm by using
the M2I model as a K-value calculation. A new clustering
model with optimal K value selection as future work. The
k-means clustering algorithm will be more efficient with a
minimum error rate and high cluster separation.
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