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ABSTRACT Polar code is a recent forward error correction technique that is characterized by its low
encoding/decoding complexity and good error performance. In this paper, a complete image transmission
system (transmitter and receiver) is proposed to improve the image quality over different types of channels
such as Gaussian, Rayleigh and Rician channels. The proposed system is based on encoding the most
significant quantized Discrete Cosine Transform (DCT) coefficients of the digital image using adaptive
rate polar coding, by changing the number of frozen bits depending on the number of significant DCT
coefficients that depend on the channel quality. Simulation results reveal that the proposed system achieves
better performance compared to the coded digital transmission schemes in terms of the Structural SIMilarity
(SSIM) index and the Peak Signal to Noise Ratio (PSNR) for different sizes of images. Moreover, it is not
subject to ““cliff effect” and exhibits improvement in image quality according to the channel quality.

INDEX TERMS Adaptive rate, cliff effect, DCT, frozen bits, image transmission, polar code.

I. INTRODUCTION

In the current era, ubiquitous systems, including social media,
healthcare applications, cloud-based data storage systems,
and the Internet of Things (IoT), are widely employed where
digital images are the most popular transmitted data in such
systems [1]. Many interesting applications are incorporating
digital images such as the crop disease prediction [2], bio-
metric authentication [3], content-based image retrieval [4].
To establish a reliable digital image transmission, traditional
communication systems first employ image compression
with a source coding algorithm [5]. Since the frequency
domain is more stable and impervious to manipulation than
spatial domain [6], [7], Discrete Cosine Transform (DCT)
can be utilized to convert images from spatial to frequency
domain. JPEG [8] is the most common standard that applies
DCT followed by quantization and entropy encoding to
encode the images [9]. Then, the bit stream is encoded
by near-optimal channel codes (e.g., Low-Density Parity
Check (LDPC), Turbo codes) to approach the theoretical
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optimality [10]. However, traditional digital-based transmis-
sion scheme performance severely degrades with the chan-
nel variations [11]. When the channel Signal-to-Noise Ratio
(SNR) deteriorates below a certain threshold, the channel
noise and impairments might result disastrous errors for
entropy decoding leading to a considerable degeneracy of
the received image fidelity, this is known as the ‘“cliff
effect” [11]. Beyond this threshold, the performance reaches
its bottleneck, and the received image quality remains con-
stant [12], unless an adaptive rate control of source and
channel coding is executed according to the channel vari-
ations [13]. To resolve this problem, Joint Source Chan-
nel Coding (JSCC) and adaptive rate channel coding are
introduced.

JSCC schemes based on Double Protograph LDPC
(DP-LDPC) for DCT-based image transmission are pro-
posed [14], [15], and [16], where P-LDPC code is utilized
for source and channel coding. However, DP-LDPC sys-
tem is sensitive to the source entropy, it suffers from high
error floor while transmitting source sequence with high
entropy. In [14], the image pre-processing is adopted before
JSCC to improve the error performance of DP-LDPC codes.
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This pre-processing technique adds more processing time to
the system. On the other hand, in [15], joint optimization
method and fuzzy logic control rate allocation of DP-LDPC
codes for IoT scenarios are utilized. However, the authors
claimed that the optimization method needs improvement
and more practical channels must be considered. In recent
study [16], authors proposed stopping criterion to reduce the
decoding complexity of DP-LDPC JSCC system in image
transmission. However, the authors utilized two transmis-
sion schemes for the source sequences that increase the
system complexity. Alternative strategy considers Unequal
Error Protection (UEP) based on different priorities of the
transmitted data, UEP systems have been designed using
turbo codes [17] and P-LDPC code [18]. However, turbo and
LDPC decoding are highly computationally intensive tasks
which make the previously proposed systems not suitable for
some 5G applications.

On the other hand, the concept of adaptive rate coder is
an efficient solution to achieve the best performance of data
communication under varying the channel conditions [19].
A variety of adaptive forward error correction techniques for
image transmission have been proposed [20], [21]. In [20],
the authors proposed adaptive Reed-Solomon (RS) codes for
image transmission in wireless sensor networks, however
the image in the spatial domain was processed. The authors
in [21] utilized adaptive convolution coding and cooperative
relayed for image transmission. However, high power con-
sumption of convolution decoders makes it unsuitable for [oT
devices [22].

Polar codes were introduced in 2009 by Arikan [23], these
codes are characterized by their low encoding and decod-
ing complexity, their competitive reliability and having very
low latency. This fosters their employment for low powered
devices such as IoT applications and Ultra-Reliable and Low-
Latency Communication (URLLC) systems [24]. Polar codes
are considered the first Shannon channel capacity-achieving
codes [23]. Recently, they are adopted for control channels
in the 5G enhanced Mobile Broad Band (eMBB) scenario
as stated by 3rd Generation Partnership Project (3GPP) [25].
In addition, studies in [26] and [27] have shown that in
the context of 5G test scenarios, polar codes perform bet-
ter than LDPC and turbo codes. Recently, authors in [28]
showed that polar codes have outstanding results in terms of
decoding latency compared to LDPC codes. In addition, they
demonstrated that the computational complexity of coding
and decoding of polar code is less than the complexity of
LDPC with BCH codes. Moreover, the adaptability rate of
polar codes allows them to be widely used for ongoing 5G
applications [29].

Polar codes for image transmission have gained promi-
nence through many studies [30], [31], [32], [33], [34], [35],
[36], [37]. The performance of polar coded image transmis-
sion over Rayleigh channel was discussed in [30]. The results
prove that it has better performance than LDPC in terms of
Peak Signal to Noise Ratio (PSNR). Authors in [31] studied
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the transmission of JPEG2000 images over Additive White
Gaussian Noise (AWGN) channel. Results showed that polar
codes have better performance than LDPC codes. In [32],
polar codes performance was investigated for image transmis-
sion system over AWGN channel using OFDM modulation
and compared with BCH coding. The results showed that
the received polar-coded image has better quality than BCH-
coded one. Authors in [33] utilized the channel polarization
property of polar codes to achieve UEP of JPEG2000 stream
over AWGN channel. Moreover, UEP using polar codes for
original image was exploited in [34] and [35]. The quality
of polar-coded images in the spatial domain transmitted over
AWGN channel was investigated in [36], authors showed
the robustness of polar codes at low SNR. Recently, authors
in [37] modeled a 3D and 2D polar-coded image transmission
system over Rician channel only for certain values of Rician
factor. Results indicate that polar-coded system achieves bet-
ter image quality than RS-coded system.

As far as authors know, the application of polar codes
to DCT-based image coder is not tackled yet in literature.
Therefore, we propose in this paper DCT-based image trans-
mission by adaptive rate polar code based on the channel
quality. Unlike previous works [15], [17], [18], in this paper,
all transmitted DCT coefficients are equally protected. More-
over, non-significant DCT coefficients are disregarded and
adaptively determined in the transmitter according to pre-
designed lookup table based on the channel quality. The aim
is to achieve a graceful reception of the transmitted image
and avoid “cliff effect”. Table 1 summarizes the aforemen-
tioned works for digital image transmission and the proposed
system.

The main contributions of this paper are summed up as
follow:

1) Propose a general DCT-coded image transmission sys-
tem using an adaptive rate polar code for any image size
to avoid “cliff effect” phenomena. Moreover, the pro-
posed polar code construction is based on 5G reliability
sequence.

ii) Design a look-up table that stores the best number
of transmitted DCT coefficients for different channel
qualities. Offline designed look-up table avoids delay
associated with real time optimization techniques which
makes the system suitable for real time applications.
This, in turn, increases the battery lifetime of portable
devices.

iii) Propose the utilization of frozen bits in the image trans-
mission, to replace the non-transmitted DCT coeffi-
cients. This reflects on the receiver side by avoiding zero
padding for the decoded frozen bits.

iv) Find a model for the relationship between channel qual-
ity and Rician fading factor to easily construct a look-up
table for different fading factor values.

The rest of the paper is organized as follows: Section II
presents the system model, and the detailed description
of the proposed transmitter and receiver are presented in
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TABLE 1. Comparison of previous work with the proposed system.

Image processing Source/chapnel . .
Ref. domain Source encoder Channel encoder Channel model rate adaption Test image size
Criteria
Distance between
[20] Spatial No Reed-(igl)omon shaI;l(())%; infgnlnnil del nodes in smart Not mentioned
grid
Wavelet Embedded Zero- Convolution AWGN .
(21] transform tree Wavelet codes Rayleigh Channel quality 256x256
[30] Spatial No Polar /LDPC Rayleigh No 256%256
[31] Spatial JPEG2000 Polar/LDPC AWGN No Not mentioned
[32] Spatial No Polar/BCH AWGN No 512x512
atial olar o X
33 Spatial JPEG2000 Polar UEP AWGN N 512x512
atial [ olar o x512
[34] Spatial N Polar UEP AWGN N >12
atial o olar o x512
[35] Spatial N Polar UEP AWGN N >12
[36] Spatial No Polar AWGN No 256%256
Spatial Rician (k =4) Not mentioned
(37] 3D point cloud No Polar Rician (k =2) No
[14] DCT P-LDPC P-LDPC AWGN No 312512
P . Importance of
Time invariant
[15] DCT P-LDPC P-LDPC and time-varying | cach frame and 256256
AWGN real time channel
condition
P-LDPC for
[16] DCT some frames P-LDPC AWGN No S12x512
[17] DCT No Turbo UEP AWGN No Not mentioned
[18] DCT P-LDPC P-LDPC AWGN No 800800
Polar using 5G AWGN 256256
Proposed DCT No reliability Rician (k=1:10) | Channel quality 480x430
sequence Rayleigh 512x512
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FIGURE 1. Proposed DCT-based image communication system: (a) proposed transmitter; (b) proposed receiver.

this section. Simulation results and comparative analysis are
provided in Section III. Finally, the paper is concluded in
Section IV.

Il. SYSTEM MODEL

In this section, a new digital image transmission system is
proposed. The proposed system model is demonstrated in
Fig. 1. The following subsections illustrate the proposed
transmitter and receiver in detail. In the proposed system, the
channel quality is assumed to be known at both the transmitter
and the receiver.

A. PROPOSED TRANSMITTER

The original image is fed to the transmitter shown in Fig.1a to
be transmitted over the communication channel. Initially, the
image in the spatial domain is transformed to the frequency
domain through DCT-based image coder. The detailed
functionality of each block is described in the following
subsections.

1) DCT-BASED IMAGE CODER

The DCT-based image coder block diagram is shown in
Fig.1a, which has the original image as an input, and outputs
a vector of DCT coefficients. This coder is composed of the
same blocks as standard JPEG without entropy encoding. The
functionality of each block is described as follows:
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Block splitting: The original Ax A image is divided into
non-overlapping blocks of size 8§ x 8 pixels. Hence, the total
number of blocks (B = A2 / 64), where A (pixels) is the length
and width of the image.

DCT: The DCT in [38] is individually employed for each
block. The key characteristic of the DCT transform is the
focus of the signal energy into a small portion of the coeffi-
cients at the top left part of the block (low frequency compo-
nents), and it has a quick decline of the amplitude of the DCT
coefficients from the low frequency to the high frequency
regions (bottom right).

Among all the 64 coefficients per block, the average inten-
sity of the block is represented by the first coefficient, which
has the largest magnitude and is called the DC coefficient.
On the other hand, the first 21 coefficients including the
DC coefficient; are named Low Frequency (LF) coefficients
and represent the basic information of the image, while the
remaining 43 coefficients are named High Frequency (HF)
coefficients and represent the image details [15]. To intu-
itively realize the significance of the LF coefficients, consider
Lena’s image as an example. Fig.2 illustrates the visual result
when the Lena image is rebuilt for different number of coef-
ficients using DCT-based image coder and decoder.

Clearly, keeping only the DC coefficient from each block
mirrors the basic element of the image (Fig.2b). Besides,
image reconstruction using only LF coefficients leads to
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FIGURE 2. Image reconstruction using different number of DCT
coefficients: (a) Original Image; (b) Using only DC coefficient; (c) Using 21
LF coefficients; (d) Using 43 HF coefficients; (e) Using all 64 coefficients.

unnoticeable information loss (Fig.2c). On the contrary, the
reconstructed image using only HF coefficients in Fig.2d is
severely damaged. Surely, utilizing both HF and LF coefti-
cients without errors in the reconstruction process leads to no
information loss. As a result, LF coefficients are very vital for
the reconstruction process. On the other hand, HF coefficients
can be considered as supplementary information to enhance
the quality of image and to show the edges inside the image.

Quantization and zigzag scan: Quantization is employed
to compress the information in the frequency domain. The
default luminance quantization table in [8] is utilized such
that the HF coefficients are more heavily compressed than the
LF coefficients; hence, more zeros exist in the high frequency
area with minimal effect on the image quality.

Lastly, the quantized coefficients are ordered according to
the zigzag pattern in [8]. Thus, the coefficients are sequenced
in descending order according to their importance (LF coef-
ficients followed by HF coefficients).

2) TRANSMIT COEFFICIENT SELECTOR

The ordered DCT coefficients vector for each block and a
look-up table value are fed to the transmit coefficient selector
as depicted in Fig.la. This selector aims to only select the
pre-defined number of DCT coefficients per block that are
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transmitted according to the look-up table. The proposed
system transmits LF under all channel quality, and adap-
tively considers some HF coefficients according to the chan-
nel quality to improve the quality of the received images
under all channel conditions. The pre-designed look-up table
that contains the best number of coefficients for a set of
possible channel quality is utilized as will be illustrated in
subsection C. The selected coefficients are then represented
by 8-bits and considered as source sequence of length M for
the channel encoder, where M is variable according to the
number of selected coefficients.

3) ADAPTIVE RATE POLAR ENCODER
The (N, M) polar encoder is used to transmit the source
bits over a communication channel. Its code rate is defined
by R which equals M/N, where M is the number of infor-
mation bits and N is the codeword length and equals 2"
where n is any positive integer. Polar code divides N syn-
thetic channels into M reliable channels and N-M noisy
channels. let F' be the information set that holds M channel
indices. Consequently, the information bits are assigned to
the most reliable M channels, while N-M bits are assigned to
noisy channels and called frozen bits.

The codeword C of length N is generated as follows [25]:

C =uGy ey

where u = [uy,.....,uy] is the input vector generated by
sorting the information bits at entries i € F, and setting the
frozen bits to zero. Gy is the generator matrix and defined as
the n-th kronecker product of Arikan [23] kernel matrix Gg =

|: i (1)], The generator matrix is mathematically denoted by

Gy = G?”, and is calculated as [25]:

Gyp O :|
Gy = 2
N |:GN/2 Gnp @

However, code construction methods depend on the chan-
nel conditions that increase the coding latency. Recently,
the 5G standardization proposed a unique universal channel
reliability sequence to be used to extract the individual reli-
ability sequence for each polar code considered in 5G [25].
This sequence consists of 1024-bit channels in an ascending
reliability order [39]. It can be utilized to design any 1024 or
shorter polar code length. The standard reliability sequence is
employed to construct the polar code in our proposed system.

The selected binarized coefficients are considered as the
information bits M of the polar encoder, and the code length
N is kept fixed. Therefore, according to the selected number
of CoeFficients (CFs) from the pre-designed look-up table,
M varies adaptively which in turn leads to a variable polar
code rate. Finally, the codeword is modulated and transmitted
through the communication channel. It is to be noted that the
size of the original image has no effect on the information
size of the adaptive rate polar encoder since the proposed
transmitter is based on image blocks.
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B. PROPOSED RECIEVER

On the receiving side, the transmitter operations are inverted
and executed in reverse order to reconstruct the image. The
proposed receiver block diagram is shown in Fig.1b, and the
detailed description is as follows:

1) ADAPTIVE RATE POLAR DECODER
The Successive Cancellation (SC) decoder [23] is proposed
since it is favored for its low complexity. The SC decoder tries
to estimate the input vector from the received noisy version
of the code words Y= [yi, ..., yn]. Log-Likelihood Ratio
(LLR) for u; is computed as follows:

P(u; = 0|Y, uj_1)

LLR (u;) =1 3
(1) nP(Mi = 1Y, ui-1) )
The information bit is estimated by the decision as:
~ | O,LLR (u;) = 0
Y= 1L LLR () < 0 @

On the other hand, frozen bits are permanently decoded as
ZEeros.

2) DCT COEFFICIENTS COMBINER

This block has two inputs: the decoded N bits and the look-up
table value according to the channel quality. This combiner is
composed of a transmitted coefficient extractor, a frozen bit
selector, and a concatenator block. Each of these blocks is
described as follows:

Transmitted coefficient extractor: To recover the original
image, 64 DCT coefficients are required to be decoded from
the received data. Since the output of the extractor block
depends on the number of significant DCT coefficients, thus
the remaining missed coefficients require another processing
to be defined, which is done through the frozen bits selector.

Frozen bit selector: When the decoded information bits are
less than 512 bits. The decoded frozen bits are utilized to
account for the non-transmitted coefficients.

Concatenator: The selected frozen bits are concatenated
with the decoded information bits in order to construct a
complete image block of 512 bits. Hence, there is no need
to pad additional data at the receiver and exploit the decoded
frozen bits as zero DCT coefficients.

3) DCT-BASED IMAGE DECODER

The decoded image block bits are converted to decimal val-
ues, representing DCT coefficient vectors [17]. To reconstruct
the received image, reverse zigzag and inverse quantization
are applied to the received DCT coefficients vector [18].
Finally, the inverse DCT in [38] is performed to convert from
frequency domain to spatial domain and hence, the digital
image is recovered at the terminal end [18].

C. LOOK-UP TABLE DESIGN

As mentioned earlier, the look-up table is utilized in the
proposed system to determine the best number of DCT coef-
ficients that are required to be transmitted to maximize the
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quality of the received image according to the channel quality.
Two different image quality metrics are computed to evaluate
the received image quality, PSNR and Structural SIMilarity
(SSIM). The PSNR, expressed in dB, compares the original
image and the reconstructed image according to the pixel
intensity, high PSNR denotes that the two images are close.
However, PSNR does not perceive the human visual system
and is generally defined by Mean Square Error (MSE). PSNR
is calculated as [31]:

2552

where MSE = - >4 | >\ |l (a, b) — R(a, b)||%, such
that I (a, b) is the original image of dimension AxA and
R(a, b) is the reconstructed image and a, b represent pixel
coordinates [35].

On the other hand, SSIM [40] is computed taking the struc-
tural information of the image into account, and so the visual
quality is considered [32]. The SSIM between the original
image I and the reconstructed image R is defined as [40]:

Quipur + C1)Q2or + C2)

SSIM (I, R) =
(U7 + 1z + C(0} +0f + C2)

(6)

where (7, g, o7, og and ojg are the means, standard devi-
ations, and cross covariance of original and reconstructed
images, respectively. Constants C; and C, are included
to avoid zero denominators when u% + 1“123 or 012 + 01%
are close to zero. For grey images, the default values of
these constants are C; = (0.01 x255)% and C, =
(0.03 x 255)2 [40]. SSIM values lie in the range (0,1). The
closer the SSIM to unity, the higher perceptual similarity
between original and reconstructed images.

A detailed study has been performed by varying the num-
ber of CFs and E}, / N, of the channel to determine the best
number of CFs. The following subsections demonstrate the
construction steps of the look-up table in case of AWGN,
Rayleigh, and Rician channels.

1) AWGN LOOK-UP TABLE

Since LF coefficients are transmitted under all channel qual-
ity and the maximum number of CFs is 64. Therefore, to con-
struct look-up table, the number of CFs is varied from 21 to
61 coefficients and E}, / N, is varied from O to 3.5 dB.

For each number of CFs and E}, / N,, the PSNR and SSIM
for different grey images are computed. As stated before, the
maximum image fidelity is obtained when all coefficients
are transmitted, therefore, the max PSNR and max SSIM
are computed for each Ej, / N, when the number of CFs =
64 coefficients. For a given Ej / N,, the difference between
PSNR and max PSNR is denoted by A PSNR as well as
the difference between SSIM and max SSIM is denoted by
A SSIM are calculated for every number of CFs. The best
CFs number is the value at which maximum A PSNR and
maximum A SSIM are obtained. Algorithm 1 summarizes the
steps to design look-up table for AWGN channel.
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Algorithm 1 Look-up Table Design for AWGN Channel

Inputs: Grey scale image dataset
Outputs: Best number of DCT coefficients (CFs) for each
(Ep/N,), look-up table
Steps:
1: for i = 1: number of images
: for E, /N, =0:0.5:3.5
for CFs = 21:4:61
Calculate PSNR using Eq. (5)
Calculate SSIM using Eq. (6)
5: end for
6: Set CFs = 64
7: Calculate PSNR.x and SSIMax
8: Calculate A PSNR (i, Ey, / No, CFs) = PSNR - PSNRpax
A SSIM (i, Ep /N, CFs) = SSIM- SSIMnax
9: end for
10: end for
11: Compute average A PSNR and average A SSIM for each
E, / N, and CFs over all images
12: Select the best CFs at which A PSNR and A SSIM are
maximized
13: Determine the transition value of Ej, / N, at which the best
CFs changes
14: Construct look-up table between Ej / N, and best CFs

Rl

The variation of A PSNR and A SSIM with Ej, /N, for the
different number of CFs are shown in Fig.3. It is obvious that,
for E} / N, < 2 dB, superior number of CFs are 21 and for
E;,/No > 3 dB, A PSNR and A SSIM are negative values,
hence the best number of CFs is 64. For 2 dB < E, / N, <
3 dB, itis found that the best number of CFs is 33 coefficients.
Concerning Ep /N, = 3 dB, the A SSIM is approximately
zero at number of CFs = 33 which means no gain is obtained
in the SSIM value. However, the PSNR is improved by about
3dB. Therefore, the system suggests to utilize number of
CFs=33 atE) / N, = 3 dB. Lastly, the proposed values of the
best number of CFs for each E} / N, are presented in Table 2.

2) RICIAN AND RAYLEIGH FADING LOOK-UP TABLE

To construct look-up table for the fading channels, Algo-
rithml is repeated except that E), / N, is varied from 0 to
28 dB. In addition, motivated by the results in the case of
the AWGN channel, which show that no performance gain is
achieved in the range of CFs from 33 to 61. Hence, we pro-
pose to vary the number of CFs from 21 to 33 in case of fading
channels. Fig.4 shows the variation of A PSNR with E}, / N,
for the different values of CFs over the Rician channel with
a fading factor (K= 4). It is obvious that 21 coefficients are
superior for 0 dB < Eb/No < 12 dB.For 12dB < Eh/N(, <
24 dB, 33 CFs are the best.

On the other hand, for E}, / N, > 24 dB, 64 coefficients
are the best. However, A PSNR = 0.37 dB between 64 &
33 coefficients, this improvement is not strongly affecting
the visual quality of the image. Moreover, Ej, / N, = 26dB

56202

Algorithm 2 Rician Transition E} / N, Value Calculation

Inputs: Grey scale image dataset, Rician fading factors
Outputs: Transition value (Ej / No),, at each fading factor
Steps:

1: for i = 1: number of images

2: forKk=0:1:10

3: for £y /Ny, =0:2:20

4: Set CF =21
5: Calculate PSNR using Eq. (5)
6: end for

7: Compute average PSNR over all images for each E}, / N,
8: end for

9: end for

10: Repeat steps from 1 to 8 by setting CF=33

11: Find transition value of Ej / N, at which average
PSNR33 - average PSNR»; > 0

12: Draw the transition value of Ej, / N,versus fading factors

is not a practical value, hence we suggest using 33 CFs for
E, / N, > 24 dB. Therefore, in this scenario, the system uses
only two chosen number of CFs as follows 21 coefficients is
used for 0 dB < Ey, / N, < 12 dB and 33 coefficients is used
for Ep / N, > 12 dB. Table 3 provides the best number of CFs
for each E}, /N,,.

To generalize the proposed look-up table for different fad-
ing factors, a relationship between the transition E}, / N, value
and Rician fading factor (K) must be determined. K varies
from 0:10 [41], grey images are transmitted using 21 and
33 coefficients over the Rician channel with various fading
factors.

The PSNR is computed for both cases, denoted by PSNR»
and PSNR33, respectively. The transition Ej, / N, is the value
at which the system switches from transmitting 21 coeffi-
cients to 33 coefficients when the difference between average
PSNR33 and average PSNRj; is positive. Steps of finding
the transition Ej, /N, value (E,/N,), are summarized in
Algorithm 2.

Fig.5 shows the plot of the transition E} / N, value resulted
from the simulations. The relationship can be approximated
by a linear model. It is obvious from Fig.5 that the transition
value declines when K value increases. Since the fading
factor K indicates the fading severity, if K=0 means Rayleigh
fading (most severe fading), K = oo indicates no fading.
Therefore, as the value of K increases, the quality of the
channel improves. Consequently, the system can transmit an
image with 33 coefficients at lower Ej / N,value. The linear
model depicted in Fig.5 can be approximated as follows:

(Eb/No), = (Ep[No), | c_o —20K =1); K > 1 (7)

Therefore, the proposed system can easily calculate the tran-
sition Ej / N, value for any fading factor using the above
formula. It is to be mentioned that only look-up table in
case of fading factor (K=0) is required to be able to use the
above formula. The look-up table is constructed offline, once
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FIGURE 3. Performance evaluation versus Ep, /N, at different number of coefficients over AWGN channel: (a) A PSNR; (b) A

SSIM.

TABLE 2. Proposed Look-up table for AWGN channel.

Ey/N, (dB) <2 2< E,/N,<3 >3

Number of coefficients 21 33 64

finding the (E}p / N,),,. value, the proposed system can adapt
to any fading factor easily, which makes our proposed system
fast and effective.

Ill. SIMULATION RESULTS

Extensive experiments are carried out in this section to
validate the proposed system for image transmission over
different communication channels. A comparison of the pro-
posed system with a traditional digital-based communication
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TABLE 3. Proposed Look-up table for RICIAN channel.

E,/N, (dB) <12 >12

Number of coefficients 21 33

system is also investigated. Moreover, the proposed system’s
performance is evaluated for images with different sizes.

A. SIMULATION SET-UP

Image dataset: The system is tested by using 20 greyscale
images of size 256 x 256 pixels, available in [42] and [43].
Communication environment: The system is evaluated over
AWGN and Rician channel with different fading factors and
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0 2

Rayleigh channel, different Ej / N, values are considered.
BPSK modulation is adopted. In the proposed system, the
codeword length of the used polar code is fixed and equals
N=1024. Moreover, information bits M correspond to the
binarized value of the selected CFs from look-up tables for a
given E}, / N, dB in case of AWGN. Accordingly, the obtained
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polar code rates are {168/1024, 264/1024, 512/1024}, that
correspond to the transmitted number of CFs {21, 33, 64},
respectively. On the other hand, for transmission over Rician
and Rayleigh channels, the system switches between two
code rates {168/1024, 264/1024}, which correspond to the
transmitted number of CFs {21, 33}, at transition Ej / N,
value that can be found from the proposed linear model for
a given fading factor.

Metric: Every image from the dataset is transmitted many
times to lessen the channel randomness effect. Performance
is assessed in terms of PSNR and SSIM averaged over the
images in the dataset. Moreover, the visual quality of the
images is also presented.

Simulation settings are summarized in Table 4.

B. PERFORMANCE EVALUATION OVER AWGN CHANNEL

To study the robustness of the proposed system to the chan-
nel quality variations, Fig.6 provides the average PSNR and
SSIM of the transmitted images versus the E}, / N, for AWGN
channel using the three mentioned code rates with the pro-
posed adaptive rate polar code. Moreover, the proposed adap-
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TABLE 4. Summary of the simulation settings.

Parameter Value

Image size 256x256 pixels
Codeword length (N) 1024
Modulation type BPSK

Channel model AWGN, Rician (K= 4,8), Rayleigh

E,/N, (dB) 0:0.5:4.5 (AWGN)
0:2:38 (Rician and Rayleigh)
Adaptive Polar code {168/1024, 264/1024,512/1024} (AWGN)
rate {168/1024, 264/1024} (Rician, Rayleigh)
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FIGURE 6. Objective performance evaluation of the proposed system
over AWGN channel: (a) average PSNR versus Ep, /No; (b) average SSIM
versus Ep, /No.

tive rate system is compared with the fixed code rate case,
which corresponds to transmitting 64 coefficients.

It is shown that the proposed adaptive system can improve
the quality of the reconstructed image under all channel con-
ditions. Moreover, it can be observed that the adaptive rate
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system outperforms the fixed rate case by about 8§ dB and
0.2 in PSNR and SSIM, respectively at Ej, /N, = 2dB.

Thereafter, the improvement gain gradually decreases,
until the proposed system performance coincides with the
fixed rate system at Ej / N, = 3.5 dB. It can be further
observed that, at E / N, = 3 dB, the proposed system per-
formance is approximately the same as the fixed rate system
in terms of SSIM. However, the proposed adaptive system
can improve the received image quality in terms of PSNR by
approximately 3 dB.

Further, the subjective image quality of Lena image trans-
mitted over AWGN using fixed rate polar code and the pro-
posed adaptive rate system is shown in Fig.7. Right hand side
presents the received images using the proposed system at
E, / N, = 1,2 and 3 dB. On the other hand, the received

Fixed rate transmission Proposed adaptive rate

transmission

(b)

©

(d)
FIGURE 7. Subjective quality of reconstructed Lena image over AWGN;
left hand side: fixed rate transmission. Right hand side: adaptive rate
transmission: (a) Original image; (b) Ep /No = 1dB; (c) Ep /No = 2dB;
(d) Ep /No = 3dB.
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TABLE 5. Objective performance measures for example images over
AWGN.

Image E,/N, Measures Fixed rate Proposed
polar code adaptive rate
polar code

Lena 1dB PSNR (dB)  6.88 14.2
SSIM 0.079 0.57

2dB PSNR (dB)  15.88 23.77

SSIM 0.693 0.867
3dB PSNR (dB)  29.23 314

SSIM 0.896 0.898

Baboon 1 dB PSNR (dB)  6.53 13.39
SSIM 0.11 0.49
2dB PSNR (dB)  15.41 22.1
SSIM 0.68 0.76

3dB PSNR (dB)  25.16 24.14
SSIM 0.83 0.77
Bridge 1 dB PSNR (dB)  6.66 13.3
SSIM 0.10 0.55

2dB PSNR (dB)  15.02 22.68
SSIM 0.67 0.82
3dB PSNR (dB)  27.02 28.8
SSIM 0.879 0.88

Gold hill 1dB PSNR (dB) 6.7 14.33
SSIM 0.077 0.58

2dB PSNR (dB)  15.46 23.87

SSIM 0.67 0.842

3dB PSNR (dB)  29.59 30.37
SSIM 0.87 0.87

Barbra 1dB PSNR (dB)  6.56 13.67
SSIM 0.027 0.54
2dB PSNR (dB) 14.9 23.6

SSIM 0.69 0.838

3dB PSNR (dB)  27.38 28.03

SSIM 0.914 0.864

images produced using a fixed rate are shown on the left-hand
side. Itis obvious that the visual image quality is significantly
improved using the proposed adaptive rate polar code under
all tested channel qualities.

Moreover, Table 5 compares the objective image qual-
ity in the two transmission scenarios by providing PSNR
and SSIM values for Lena, Baboon, Bridge, Goldhill and
Barbra images under different channel conditions. It can
be concluded that the proposed system outperforms the
fixed rate scenario under all tested channel qualities. How-
ever, at Ej /No = 3 dB, the proposed system PSNR
is slightly higher than the fixed rate system, unlike the
SSIM value, which is approximately the same for all
example images except Baboon and Barbra images. The
PSNR and SSIM values of Baboon image in the case of
fixed rate transmission are higher than the proposed adap-
tive rate transmission by approximately 1 dB and 0.06,
respectively.
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Fixed rate transmision

Proposed adaptive rate
transmission

(d) (h)

FIGURE 8. Comparison of visual quality for example images at Ep, /No =
3 dB over AWGN channel: (a-d) fixed rate transmission; (e-h) proposed
adaptive transmission.

On the other hand, the SSIM value of Barbra image in
case of fixed rate transmission is higher than the proposed
adaptive rate transmission by 0.05, but the proposed adaptive
transmission is better in terms of PSNR.

Furthermore, to validate our pretension, Fig.8 compares
the performance of the proposed system and the fixed rate
system for Baboon, Bridge, Gold hill, and Barbra images
at Ep /No = 3 dB. Fig.8(a-d) show the received images
after being transmitted by the fixed rate polar code; on the
other hand, Fig.8(e-h) present the proposed adaptive rate
polar code results. Nevertheless, the visual quality of the
Baboon image is better in the case of the proposed adap-
tive rate system, as shown in Fig.8e. Moreover, the recon-
structed Barbra image has better visual quality in the case
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of the proposed system as shown in Fig.8h. This analy-
sis assures the robustness of the proposed adaptive rate
transmission approach. Moreover, the visual quality of the
received images using the proposed scheme is better than
the fixed rate scheme for all the considered images. Finally,
it can be noted that the proposed system attains accept-
able visual quality under all channel qualities for different
images.

C. PERFORMANCE EVALUATION OVER

FADING CHANNELS

Further, we investigate the performance of the proposed sys-
tem over Rician and Rayleigh fading channels with AWGN.
Fig.9 illustrates the average PSNR and SSIM of the trans-
mitted images versus the Ej /NO of Rician channel with
fading factors (K = 0,4,8) using the mentioned code rates.
The proposed adaptive rate system achieves better perfor-
mance than fixed rate code transmission. The performance
of the proposed system gradually improves with respect to
the channel quality. Moreover, it is obvious that the proposed
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FIGURE 9. Objective performance evaluation of the proposed system
over Rician fading channel (K=0,4,8): a) average PSNR versus Ep, /No;
b) average SSIM versus Ep / No.
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system’s performance improves as the value of the fading
factor increases.

Furthermore, there is no noticeable difference between
transmitting 64 CFS and 33 CFS when E,/N, > 24 dB
shown for each fading factor. Hence, for simplicity, the
proposed system adaptively switches between transmitting
21 CFs or 33 CFs according to the channel quality.

Fig.10 shows the visual quality of lena image transmit-
ted over the Rician channel with a fading factor K = 4.
Right-handed images present transmitted images with the
proposed system, while transmitted images by fixed rate code
system are on the left side. Clearly, the proposed system
performance outperforms the fixed rate scheme at Ej, / N, =
4, 14 and 26 dB. Moreover, there is no difference between the
received image using the proposed system and the fixed rate
system at Ej, / N, = 26 dB. This assures the robustness of the
proposed system over diverse channel quality.

Furthermore, to subjectively evaluate the proposed system
performance over various fading factors, Fig.11 demonstrates
the visual quality of peppers image transmitted using the
proposed system and fixed rate scheme over Rayleigh and
Rician channels at Ej, / N, = 10 dB. The proposed system

Fixed rate transmission Proposed adaptive rate

transmission

(b)

FIGURE 10. Subjective quality of Lena image over rician channel (K=4);
left hand side: fixed rate transmission. Right hand side: adaptive rate
transmission: (a) Ep/No = 4dB; (b) Ep /No = 14dB; (c) Ep /No = 26dB.
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Fixed rate transmission

Proposed adaptive rate

FIGURE 11. Subjective quality of peppers image over fading channel at
Ep /No = 10dB; left hand side: fixed rate transmission. Right hand side:
adaptive rate transmission; (a) K=0 (Rayleigh) (b) K=4 (c) K=8.

proves its robustness against various fading factors, as the
visual quality of peppers image transmitted using the pro-
posed system is better than those transmitted using a fixed rate
code.

Moreover, to validate the performance of the proposed
system over Rician fading channel (K=4), Table 6 presents
PSNR and SSIM values of Lena, Baboon, Bridge, Goldhill
and Barbra images at different channel quality. The proposed
scheme outperforms the fixed rate scheme for all mentioned
images at Eb/No = 4, 14 dB. However, at Eb/No = 26 dB,
PSNR value of the images when transmitted by fixed rate
code are higher than that transmitted by the proposed system.
This is because the fixed rate utilizes all HF coefficients
for the image reconstruction, and the proposed system uses
only 12 HF coefficients in addition to LF coefficients. On the
other hand, there is no big difference between the SSIM
values of the two transmission schemes, this indicates no
great visual quality variation between the two systems. Fig.12
demonstrates the visual quality of these images using both
transmission schemes at Ej / N, = 26 dB. No noticeable
difference can be observed between right hand sided images
(Proposed system) and left-hand sided images (fixed rate
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TABLE 6. Objective performance measures for example images over
rician fading channel (k=4).

Image E,/N, Measures Fixed rate  Proposed
polar code adaptive rate
polar code

Lena 4dB PSNR (dB)  8.17 14.5
SSIM 0.15 0.58

14 dB PSNR (dB)  24.88 28.17
SSIM 0.87 0.88
26 dB PSNR (dB)  31.97 31.4

SSIM 0.9 0.898

Baboon 4dB PSNR (dB) 8.16 14.71
SSIM 0.21 0.52
14dB PSNR (dB)  22.1 22.8
SSIM 0.68 0.76

26 dB PSNR (dB)  25.98 24.14
SSIM 0.835 0.77

Bridge 4dB PSNR (dB)  8.06 14.67
SSIM 0.18 0.61

14 dB PSNR (dB)  22.78 26.05
SSIM 0.84 0.86
26dB PSNR (dB)  29.07 28.8
SSIM 0.88 0.88
Gold hill ~ 4dB PSNR (dB) 8.1 14.5
SSIM 0.15 0.57

14 dB PSNR (dB) 239 27.85
SSIM 0.845 0.86

26 dB PSNR (dB)  30.63 30.37
SSIM 0.87 0.87
Barbra  4dB PSNR (dB)  8.03 14.6
SSIM 0.17 0.56

14 dB PSNR (dB)  24.03 26.66
SSIM 0.8 0.85

26dB PSNR (dB)  28.22 28.87

SSIM 091 0.865

system), this confirms the suitability of the proposed system
over Rician fading channel.

D. COMPARISON WITH TRADITIONAL

DIGITAL-BASED SCHEME

In this section, the proposed system performance is compared
with traditional digital-based scheme where the images are
first compressed using the JPEG algorithm and then encoded
by polar codes to reduce the channel distortion. For fair com-
parison, the JPEG compression factor is set to 50 such that the
quantization matrix is similar to the one used in the proposed
system, and Huffman codes are used in the entropy encoding
stage. The compressed bit stream is then channel coded by
polar codes with fixed code length of N=1024, However,
we test with two different polar code rates, 0.5 and 0.75.
We compare the average image quality expressed in terms of
PSNR over the evaluation data set.
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FIGURE 12. Comparison of visual quality for example images at E, /No =
26 dB over rician fading channel (k=4) Left images: fixed rate
transmission, right images: proposed system transmission.
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FIGURE 13. Comparison of adaptive rate proposed system with the

traditional scheme using JPEG for source coding and polar codes for
channel coding in AWGN channel.

The performance of the proposed system and the tradi-
tional transmission scheme in AWGN, Rician fading (K=4)
and Rayleigh channels are shown in Fig 13-15, respectively.
For the digital transmission scheme, a clear cliff effect exists
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FIGURE 14. Comparison of adaptive rate proposed system with the
traditional scheme using JPEG for source coding and polar codes for
channel coding in fading channel (Rician fading factor=4).
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FIGURE 15. Comparison of adaptive rate proposed system with the
traditional scheme using JPEG for source coding and polar codes for
channel coding in Rayleigh channel.

for both channel code rates. For each polar code rate, there is
a critical channel E / N, value below which the image qual-
ity rapidly deteriorates and above which the reconstruction
quality is fixed to the upper bound. This is determined by
the comparison factor value in the JPEG codec. The results
illustrate that the proposed system does not suffer from the
cliff effect while exhibiting a graceful degradation in image
quality when the channel quality decreases. Hence, the pro-
posed algorithm is robust to channel quality fluctuations.

Moreover, the proposed system exhibits superior perfor-
mance compared to digital-based transmission for the chan-
nel £ / N, value below the critical value at which the cliff
effect occurs. The proposed system outperforms the digital-
based transmission with polar code rates of 0.5 and 0.75 by
14, 25 dB at E / N, = 3, 3.5 dB, respectively as shown
in Figl3. This confirms that the proposed system does not
suffer from a sudden decline in image quality. Furthermore,
the proposed system outperforms the digital-based scheme at
low E}, / N, regions while performing similarly to the digital-
based scheme at high E}, / N, values over the AWGN channel
scenario as shown in Fig.13.
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Meanwhile, the proposed system has superior image qual-
ity compared to digital-based transmission scheme in low
channel quality regions over Rician and Rayleigh channels.
It is demonstrated from Fig.14 and Fig.15 that the proposed
system performs better than traditional digital-based trans-
mission scheme below the critical channel Ej, / N, value for
both channel models. For Rician channel, the proposed sys-
tem outperforms the digital-based transmission with polar
code rate 0.5 by 14 dB at Eb/N(, = 18 dB and by 20 dB
at Ep / N, = 20 dB for rate 0.75. In addition, in Rayleigh
channel, the proposed system outperforms by 15 dB at
Ep /N, =28 dB for rate 0.5, and by 18 dB at £, /N, = 32 dB
for rate 0.75.

Although it is obvious from Fig.14 and Fig.15 that the pro-
posed system performance is inferior to the traditional digital-
based transmission scheme at the critical Ej, / N, value, Fig.16
depicts that the proposed system achieves comparable SSIM
values at the critical E}, / N, value, indicating good perceived
visual quality.
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FIGURE 16. Comparison of adaptive rate proposed system with the
traditional scheme using JPEG for source coding and polar codes for
channel coding: (a) in Rician channel (Rician fading factor=4);
(b) in Rayleigh channel.
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Finally, visual comparison of the received cameraman
image, as an example, using the proposed system and using
traditional digital-based transmission with two code rates
(0.5 and 0.75) is presented in Fig.17 for AWGN, Rician,
and Rayleigh channels. For each received image, PSNR and

Original image

PSNR/SSIM
JPEG +0.5 Rate polar JPEG+ 0.75 Rate

code polar code

Proposed

28.6/0.9 8.67/0.4 6.1/0.035

(a)

29.5/0.9 9.67/0.35 8.8/0.3

(®)

26.8/0.89 9.4/0.46 8.2/0.27

(©)

FIGURE 17. Visual comparison of adaptive rate proposed system with the
traditional scheme using JPEG for source coding and polar codes for
channel coding: (a) AWGN channel at E, /N, = 2.5dB; (b) Rician channel
with fading factor= 4 at E, /Ny = 18dB. (c) Rayleigh channel at

Ep/No = 22dB.
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FIGURE 18. Performance of adaptive rate system for different sized images over AWGN channel: (a) Columbia image; (b) Man image.
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FIGURE 19. Performance of adaptive rate system for different sized images over Rician channel (K=4): (a) Columbia image; (b) Man image.

SSIM are reported. At the top of Fig.17, the original camera-
man is presented. In the first row, the reconstructed images
in AWGN channel at E} / N, = 2.5 dB are presented, the
proposed system outperforms the traditional digital-based
transmission with two different polar code rates; moreover,
it is clear that the image is even unrecognizable in the case
of using polar code rate 0.75. In the second and third rows,
reconstructed images over Rician and Rayleigh channels are
shown, respectively. Obviously, the proposed algorithm out-
performs the traditional digital-based transmission scheme.

E. DIFFERENT SIZED IMAGES RESULTS

Without loss of generality, the proposed system is applied to
different sized images. Two images were selected from [44],
Columbia (480 x 480) and Man (512 x 512). Fig.18 com-
pares the objective quality of two images when transmitted
with the proposed adaptive system, and digital-based scheme
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over AWGN. The proposed system beats the digital-based
transmission scheme at low channel quality, and the perfor-
mance coincides with the traditional scheme at high channel
quality. Similarly, Fig.19 illustrates the performance results
in the case of Rician fading channel. This result validates the
suitability of the proposed adaptive rate system for different
sized images over various channel models.

IV. CONCLUSION

In this paper, an adaptive rate polar code has been proposed
for image communication applications. The system utilizes
the best number of DCT coefficients to be transmitted to
achieve the best acceptable received image quality under
all channel qualities. The results showed that the adaptive
rate system has better performance than the fixed rate sys-
tem. It was observed that the proposed system has outstand-
ing performance compared with the traditional digital-based
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scheme in different channel models. Simulation results reveal
that under poor channel quality, better performance is more
prominent for the proposed system. More significantly, the
proposed system avoids the cliff effect that plagues traditional
digital-based systems. Moreover, simulation results confirm

the

suitability of the proposed system for different sized

images.
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