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ABSTRACT White Matter Hyperintensity (WMH) is a common finding in Magnetic Resonance Imaging
(MRI) of patients with cerebral infarction and is associated with poor prognosis. Accurate and rapid
segmentation of WMH lesions is critical for clinicians to assess the risk of rebleeding and the long-term
prognosis of thrombolytic patients. However, segmentation can be challenging due to the erratic signals of
WMH in MRI, leading to imprecise results. Deep learning-based approaches have been proposed, but the
dice similarity coefficient remains low. Atlas images are navigation maps that integrate various medical
information expressions. In this study, we propose a nested attention-guided UNet++ framework that
employs attention mechanisms to capture local and global features of WMH lesions using atlas images
for segmentation. The framework consists of two modules, the atlas attention module, and the nested
attention-guided nested U-Net module. The atlas attention module generates the atlas attention map, which
is used as the input for the nested attention-guided nested U-Net module that generates the segmentation map
of the FLAIR image. Experimental results demonstrate that the proposed NAUNet++ framework converges
faster than conventional UNet and UNet++ approaches. Moreover, the nested architecture enhances recall
and f1 scores of the segmentation results compared to the attention-guided approach.

INDEX TERMS MRI segmentation, UNet, attention mechanism.

I. INTRODUCTION
White matter hyperplasia (WMH) is a pathological condition
characterized by abnormal white matter volume increase in
the brain. In Magnetic Resonance Imaging (MRI), WMH
appears as punctate, patchy, or confluent high signal areas
in bilateral periventricular or subcortical white matter on T2-
weighted imaging or T2 fluid-attenuated inversion recovery,
with isomorphic or slightly low signal on T1-weighted imag-
ing. WMH is associated with cognitive deterioration, demen-
tia, an increased risk of stroke, and is considered a sign of
cerebrovascular disease. Furthermore, it is a predictor of poor
outcomes in patients with Alzheimer’s disease [1]. Hence,
rapid and accurate segmentation of WMH lesions is critical
to assess the severity of WMH accurately and aid clinicians
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in evaluating the risk of rebleeding and long-term prognosis
of thrombolytic patients. However, human interpretation of
WMH is subject to biases and varying interpretations, leading
to subjectivity and human error in the results [2]. There-
fore, automated segmentation methods based on deep learn-
ing algorithms are needed to provide accurate and objective
results.

WMH segmentation serves to identify and isolate areas
of elevated white matter volume in MRI images. However,
the uneven distribution and varying sizes of WMH often
pose challenges in accurately demarcating small lesion areas.
Furthermore, WMH detection in MRI is susceptible to sig-
nal fluctuations and noise, which can lead to imprecise
segmentation outcomes. Thus, the process of WMH detec-
tion remains intricate. Evaluating the automatic segmentation
results is also complicated due to the diverse data sets and
evaluation criteria involved. The Dice Similarity Coefficient
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(DSC) is a commonly used metric to measure the quality of
segmentation, with a DSC coefficient of over 0.7 deemed
satisfactory [3]. Currently, manual and deep learning-based
methods are available for WMH segmentation. Manual seg-
mentation entails a human observer delineating the areas of
increased white matter volume on MRI scans, which is both
time-consuming and susceptible to inter-observer variability,
particularly since brain MRI imaging often comprises multi-
ple sections.

Deep learning approaches have recently become preva-
lent in automated WMH segmentation. Deep learning has
yielded remarkable results in numerous fields, including
image classification, object detection, and image segmen-
tation. This method involves feature extraction from input
images, utilizing the back-propagation algorithm to train net-
works, and ultimately producing segmentation outcomes [4].
Consequently, deep learning has emerged as a prominent
technique for image segmentation. Within medical image
segmentation, deep learning has been widely employed in
brain tumor segmentation [5], brain lesion segmentation [6],
brain tissue segmentation [7], and WMH segmentation [8],
[9], [10], [11], [12]. However, the segmentation accuracy of
WMH is still insufficient. The performance metrics of seg-
mentation, such as DSC, AUC, recall, and f1 scores, remain
limited. Medical imaging, particularly in MRI, requires accu-
rate segmentation of anatomical structures. However, inter-
image variability across individuals can make this task chal-
lenging. Atlas-based segmentation is a prevalent approach
that employs a pre-existing image or set of images as a refer-
ence or template for segmentation. This technique involves
developing a model for the image population that learns
parameters from the training dataset. Atlas-based segmenta-
tion reduces the amount of manual annotation and labeling
required, while improving accuracy and consistency of seg-
mentation results, especially for complex or highly variable
anatomies. Recently, the incorporation of atlas-based seg-
mentation into Convolutional Neural Network (CNN) archi-
tectures has shown promise in improving the segmentation
performance of white matter hyperintensities (WMH) inMRI
scans. Xu and Niethammer proposed to use the atlas image
as prior knowledge to jointly train the CNN for WMH seg-
mentation [13]. Wickramasinghe et al. used rough atlases
under a CNN architecture to improve the segmentation results
for structures with complex shapes and deformations [14].
However, traditional CNNs may not be as effective in pre-
serving spatial information, which is crucial for accurate seg-
mentation in MRI. In contrast, the UNet architecture allows
for the extraction of features at different scales and reso-
lutions, with skip connections to maintain spatial informa-
tion, making it a highly effective approach for segmentation
tasks [15].

This work employs the atlas image, which provides
a reference image with a standardized coordinate sys-
tem, to aid in the interpretation and analysis of WMH
segmentation. We mainly make two contributions in this
work.

• We designed an attention-guided module to incorporate
the information of the atlas image for WMH segmen-
tation. This attention-guided module incorporates two
attention blocks, one dealing with the upsampling path
and the other with the atlas path.

• We designed a Nested Attention guided U-Net++

(NAUNet++) framework for WMH segmentation,
which comprises two key modules: the atlas attention
module and the attention-guided nested U-Net module.
The former generates the atlas attention map, which
serves as input for the latter. Both modules utilize the
nested UNet architecture. During the training phase,
the NAUNet++ framework was utilized to process the
FLAIR image and the atlas image. The atlas image
was directed fed to the atlas attention module, while
the attention-guided nested U-Net module processed the
FLAIR image.

The experimental results demonstrate that the proposed
NAUNet++ converges more quickly than typical UNet
and UNet++ approaches. Furthermore, compared to the
attention-guided approach, the nested architecture enhances
the recall and f1 scores of the segmentation results.

The following sections are structured as follows. Section II
outlines related work on white matter hyperintensity seg-
mentation. Section III provides an overview of the network
architecture used in this paper, including U-Net, Nested
U-Net, and Attention U-Net. In Section IV, we present our
main framework, which utilizes an atlas image as a guide for
WMH segmentation. We provide a more detailed explanation
of the atlas attention module and the attention-guided nested
U-Net module in this section, along with illustrations of
the network structure and attention mechanism. Section V
presents the validation of our approach using the 2017 MIC-
CAI WMH segmentation challenge dataset. We compare our
proposed NAUNet++ framework with three other baselines,
namely UNet, UNet++, and BAGAU-Net, and demonstrate
that NAUNet++ performs better in recall and f1 scores
while converging faster than these three baselines. Finally,
in Section VI, we conclude our work and describe future
research directions.

II. RELATED WORK
Numerous studies have identified white matter hyperinten-
sities (WMH) as a marker of cerebrovascular disease that
is closely associated with cognitive impairment and demen-
tia [16], [17], [18]. One study found that, in addition to neu-
rodegenerative changes, patients with Alzheimer’s disease
exhibited WMH [19]. In a longitudinal study [20], a cogni-
tively normal population had a largerWMHvolume andmore
significant cognitive decline, which was independent of tra-
ditional risk factors for Alzheimer’s disease and MRI-related
imaging markers.

Research also suggests that WMH is associated with the
intrinsic vulnerability of brain tissue to ischemic injury [21].
Moderate and severe WMH can reduce cerebral ischemia
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tolerance, possibly due to insufficient microvascular brain
reserve. As a result, in patients with moderate and severe
WMH, rapid development of irreversible cerebral infarction
after vascular obstruction can cause futile recanalization and
increase the risk of bleeding. The studies by Charidimou and
Shoamanesh have shown that patients with acute cerebral
infarction and moderate to severe WMH were significantly
more common than those without WMH, indicating that
moderate and severe WMH can increase the risk of cerebral
infarction [22].

Ghafoorian et al. employed CNN for white matter hyper-
intensity (WMH) segmentation and proposed several deep
CNN architectures based on positional features [8]. Akkus
et al. conducted quantitative analysis of brain MRI and cat-
egorized the network models into three types: CNN archi-
tecture trained by blocks, CNN architecture introduced by
semantics, and cascaded CNN architecture. Rachmadi et al.
proposed a method to incorporate spatial information into
CNN networks [23]. Their proposed approach generated four
images containing spatial position information by processing
the MRI images, and then combined the four images and the
original MRI as input. The experimental results showed that
introducing global spatial information can address localiza-
tion problems, although the Dice similarity coefficient (DSC)
matrix computed was only around 0.5. Thus, there is still
significant room for improvement in WMH segmentation
with deep learning approaches.

Zhang et al. proposed a U-net-based post-processing tech-
nique for averaging and thresholding the U-net outputs in
different random initializations [9]. This approach is inde-
pendent of the model used and can be applied to other model
structures, leading to improved accuracy of WMH segmenta-
tion. Wu et al. proposed a novel jump link U-net, which intro-
duces a graph-based approach in the pre-processing stage to
remove non-brain tissue and adds jump connections to the
U-net model to improve segmentation accuracy [10]. Jeong
et al. used a U-net model with expansion convolution to learn
more context information on MRI slices through expansion
convolution, enhancing the probability of the network identi-
fying bulk WMH [11]. However, the segmentation accuracy
achieved was only 0.56, indicating that the network structure
based on deep learning requires further development. Zhang
et al. proposed an attention U-net model named BAGAU-Net
to improve the segmentation accuracy of WMH [12]. The
proposed model leverages the attention mechanism to learn
the essential features of the input image. The experimental
results demonstrate that the proposed model can improve the
segmentation accuracy of WMH. In this work, we further
improve the results of BAGAU-Net by introducing the nested
U-Net architecture and the nested attention mechanism into
the task of WMH segmentation.

III. PRELIMINARIES
A. U-Net
Deep Convolutional Neural Networks (DCNN) have found
widespread applications in various image processing tasks,

such as image classification, visual recognition, and image
segmentation [24]. However, training a deep CNN requires a
significant amount of data, which poses a challenge in the
case of medical images that are often limited in quantity.
To address this issue, Ronneberger et al. proposed the U-Net
architecture that employs data augmentation to use the limited
annotated medical image samples more efficiently [15]. The
U-Net is a fully convolutional network (FCN) that utilizes
skip connections to preserve spatial information, and it has
gained widespread adoption in medical image segmentation.
Specifically, the U-Net comprises an encoder and a decoder,
where the encoder constitutes a downsampling path, and the
decoder constitutes an upsampling path that consists of a
series of convolutional layers and max pooling layers. The
skip connections connect the encoder and decoder to retain
information from earlier layers, thereby preserving spatial
information from the input image. Upon processing with the
U-Net architecture, the output of the network is a pixel-wise
classification map.

B. NESTED U-Net
Nested U-Net is a variant of the U-Net segmentation architec-
ture that utilizes nested and dense skip connections to bridge
the semantic gap [25]. In the original U-Net architecture,
loose skip connections are used to connect the encoder and
decoder, resulting in the fusion of semantically distinct fea-
tures. In contrast, the Nested U-Net employs dense skip con-
nections to enable the encoder and decoder to communicate
more directly, thereby enhancing the integration of features
at different scales.

The Nested U-Net architecture is composed of an encoder
and decoder that are connected through skip pathways, which
consist of a dense convolution block with several convolution
layers where a concatenation layer precedes each convolution
layer. The concatenation layer concatenates the output of
the previous convolution layer with the input of the current
convolution layer. Let x i,j denote the output of the layer where
i is the index of the down-sampling layer and j is the index of
the convolution layer of the dense convolution block. Given
that D is the convolution block with the activation function,
P is the max pooling operation, and T is the upsampling
function, then x i,j can be calculated as shown in Equation (1).

x i,j =


D(P

(
x i−1,j

)
), j = 0

D(P
([[

x i,k
]j−1

k=0
, T

(
x i+1,j−1

)])
), j > 0

(1)

As shown in the equation, layer 0 receives only the input
from the previous encode layer, and the layer j > 0 receives
the input from the previous j layers in the same skip pathway
and the up-sampled output T

(
x i+1,j−1

)
from the lower skip

pathway.
The Nested U-Net architecture offers several advantages

over the original U-Net, including better preservation of fine
details and improved segmentation accuracy. The dense skip
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connections in the Nested U-Net enable the network to cap-
ture more contextual information and enhance the feature
integration across different scales. Additionally, the nested
skip connections in the Nested U-Net provide a hierarchical
way of integrating features and can better handle objects of
different scales.

C. ATTENTION U-Net
The attention gate model is an innovative neural network
architecture that integrates the attention mechanism to focus
on important regions of an input image, leading to improved
localization accuracy of deep learning models by emphasiz-
ing salient features [26]. The attention gate model can be
incorporated into both standard U-Net or Nested U-Net struc-
tures. However, U-Net and Nested U-Net architectures face
challenges in reducing false-positive predictions for small
objects. In contrast, the attention gate model can suppress
feature responses in irrelevant background regions without
cropping regions of interest between networks. The attention
gate model scales the input features x l of layer l with the
attention coefficients αl while the gating signal g is col-
lected from a coarser scale. The attention coefficients are
determined using Equation (2), where σ1 represents the Relu
activation function, σ2 represents the sigmoid activation func-
tion, Wx , Wg, and ψ are weight matrices that perform linear
transformations, and bg and bψ are bias vectors. Standard
back-propagation updates can be used to train the attention
gate model [26].

αl = σ2

(
ψT

(
σ1

(
W T
x x

l
+W T

g g+ bg
))

+ bψ
)

(2)

Here the weight matrices are used to learn the importance of
different features in the input image. The weight matrixWx is
applied to the input features x l of layer l, whileWg is applied
to the gating signal g collected from a coarser scale. The
resulting transformed feature maps are then added together
and passed through a Relu activation function represented by
σ1. Finally, the resulting attention coefficients αl are obtained
by applying another linear transformation ψ to the output,
followed by a sigmoid activation function represented by σ2.
These attention coefficients are then used to scale the input
features to selectively emphasize important regions of the
input image. Moreover, the bias vectors are used to introduce
an additional degree of freedom to the learned linear transfor-
mations performed by the weight matrices. The bias term bg
is added to the gating signal g collected from a coarser scale,
while bψ is added to the output of the linear transformation
ψ applied to the sigmoid output of the transformed features.
The incorporation of bias terms into the model facilitates an
adjustment in the output of the activation function, thus pro-
viding a means to enhance model performance via improved
alignment with the training data.

IV. NESTED ATTENTION GUIDED UNet++

A. ATLAS IMAGE REGISTRATION
Segmentation of MRI images can be time-consuming and
challenging. To overcome these difficulties, atlas-based

image segmentation is commonly used in MRI, which
involves using an atlas, a pre-labeled image dataset, to label
structures of interest in a new image automatically. This
method can improve efficiency and accuracy in image anal-
ysis, particularly for complex anatomical structures or large
datasets. An atlas image is a pre-existing image or set of
images that serve as a reference or template for image seg-
mentation in medical imaging, particularly in MRI. Due to
the distinct shapes and sizes of human organs, medical images
can vary significantly across individuals, making it essential
to account for inter-image variability. One prevalent approach
for representing medical images is using an atlas image,
which entails developing a specific model for the image pop-
ulation that learns parameters from the training dataset. Atlas-
based segmentation methods can reduce the manual annota-
tion and labeling required in the segmentation process. More-
over, using an atlas can improve the accuracy and consistency
of the segmentation results, particularly in cases where the
target anatomy has a high degree of inter-subject variability
or complexity. Also, atlas images can facilitate comparing
results across different subjects or studies, enabling more
robust analysis and interpretation of MRI data.

In atlas-based MRI segmentation, a pre-existing atlas
image is first registered to the target image. The atlas labels
are then propagated to the target image based on the reg-
istration, resulting in a segmentation of the target image.
Our work, following the method described in [12], utilized
the MNI152 database [27] as the standard reference space
and applied Elastix [28] with a standard gradient descent
optimizer and B-spline interpolator to register the MNI152
atlas to the training samples of MRI images.

B. FRAMEWORK
In this study, we propose a novel framework, named Nested
Attention guided UNet++ (NAUNet++), which utilizes an
atlas image to facilitate the segmentation of the FLAIR
image. By incorporating an atlas image into the segmentation
process, NAUNet++ aims to provide a more robust and
accurate means of segmenting the FLAIR image. As depicted
in Figure 1, the framework comprises two key modules: the
atlas attention module and the attention-guided nested U-
Net module. The former generates the atlas attention map,
which serves as input for the latter. The attention-guided
nested U-Net module subsequently generates the segmenta-
tion map of the FLAIR image. During the training process,
both the FLAIR image and the atlas image are fed into the
NAUNet++ framework, with the atlas image being directed
to the atlas attention module and the FLAIR image being
processed by the attention-guided nested U-Net module.

The atlas attention module in the proposed NAUNet++

framework is an adaptation of the UNet architecture, com-
prising an encoder and a decoder. The encoder comprises
four down-sampling layers, with each layer containing
two convolution layers followed by a batch normalization
layer and a ReLU activation function. The down-sampling
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FIGURE 1. The overall framework for nested attention guided UNet++ (NAUNet++).

FIGURE 2. The attention guided module of the nested attention-guided nested U-Net module.

layers are also connected to max pooling layers. The
decoder, on the other hand, comprises four up-sampling
layers, each containing two convolution layers followed
by a batch normalization layer and a ReLU activation
function.

The encoder and decoder are connected via convolutional
layers that serve as skip connections. For instance, Atlas
2 is obtained by down-sampling Atlas 1, while Atlas 21 is
processed with a double convolutional layer following Atlas
2. Each feature map is used as supplementary features during
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TABLE 1. The input and output channels of downsampling and
upsampling paths.

the upsampling process. The input and output channels of
the downsampling and upsampling paths are summarized in
Table 1.

The attention-guided nested U-Net module in the proposed
NAUNet++ framework adapts the nested UNet architec-
ture, which includes four downsampling and four upsam-
pling layers. Each downsampling layer comprises two con-
volution layers followed by a batch normalization layer,
ReLU activation function, and a max pooling layer. Similarly,
each upsampling layer comprises two convolution layers fol-
lowed by a batch normalization layer and ReLU activation
function.

The attention-guided nested U-Net module also uses loose
skip connections to connect the downsampling and upsam-
pling layers with the feature map generated from the atlas
attention module.We develop an attention-guided module
for each skip connection, which takes the upsampling path,
skipping path, and atlas path as inputs to generate segmen-
tation feature maps. Let x i,j denote the output of the layer,
where i represents the index of the downsampling layer, and
j represents the index of the output of the attention guided
module. The downsampling and upsampling operations are
represented by E andF , respectively. Let the attention guided
module denoted as G(up, skip, atlas) that takes three input,
namely the upsampling path up, skipping path skip, and
atlas path atlas. Then x i,j in the NAUNet++ framework can
be calculated as Equation (3), which shows that the output
feature maps for each layer can be calculated based on the
feature maps from the previous layers and the atlas image.
In the first case, when j = 0, the output feature map x i,j is
obtained by applying the down-sampling operation E to the
output feature map from the previous down-sampling layer,
x i−1,j. In the second case, when j > 0, the output feature map
x i,j is obtained by applying the attention-guided module G to
a concatenation of three input feature maps: the up-sampled
feature map from the next up-sampling layerF(x i+1,j−1), the
concatenation of all the previous output featuremaps from the
current down-sampling layer [x i,k ]j−1

k=0, and the atlas image
from two levels down atlasi+2,j−1. Table 2 shows our design
for the number of input channels, output channels, attention
channels, encoding channels for the attention-guided module
in different layers.

x i,j

=


E

(
x i−1,j

)
, j = 0

G
([
F(x i+1,j−1),

[
x i,k

]j−1

k=0
, atlasi+2,j−1

])
, j > 0

(3)

In the end, we pass the output of the attention-guided
nestedU-Netmodule through a convolution layer followed by
a batch normalization layer and a ReLu activation function,
which is then multiplied with the output of the atlas attention
module using element-wise multiplication. The final output
is obtained by passing the result through a convolution layer.

C. ATTENTION GUIDED MODULE
In ou proposed model, the attention-guided nested U-Net
module utilizes an Attention Guided Module (AGM) to com-
pute the target features through the upsampling path, skipping
path, and atlas path. Our AGM design, as illustrated in Fig-
ure 2, incorporates two attention blocks from [26], with one
block dealing with the upsampling path and the other with
the atlas path. The first attention block uses the upsampling
path as the gating signal and the skipping path as the input
features, while the second attention block uses the atlas path
as the gating signal and the skipping path as the input features.
We denote the attention coefficients for the upsampling path
and atlas path as the gating signal, respectively, at layer l with
αlup and α

l
atlas, which can be calculated based on Equation (2).

Using x l to represent the skipping path and V to represent
the convolutional operation, the output of AGM F l can be
expressed as Equation (4).

F l
= V(V(x l × αlup) + V(x l × αlatlas)) (4)

As can be seen from the equation, AGM first multiplies
the input feature x l by the attention coefficient αlup for the
upsampling path, and then applies the convolutional opera-
tion V on the result. Similarly, the AGM multiplies the input
feature x l by the attention coefficient αlatlas for the atlas path,
and then applies the convolutional operation V on the result.
The two resulting feature maps are added together using the
element-wise addition operation, and the final output of the
AGM at layer l is obtained by applying the convolutional
operation V on the sum of the two feature maps.

To summarize, we incorporate the attention machanism
and nested UNet architecture for WMH segmentation, which
could have the following advantages over typical UNet
architecture:

• By incorporating an attention module with atlas images,
our model can selectively focus on specific regions or
features during segmentation. Additionally, the nested
UNet architecture includes multiple levels of nested sub-
networks, allowing for more refined feature extraction
and segmentation. This can lead to improved accuracy
in WMH segmentation.

• The nested UNet architecture is adept at detecting small
objects that may be overlooked by standard UNet mod-
els. This feature is particularly useful forWMH segmen-
tation as small areas may be present.

• The nested UNet architecture is robust to variations in
input data, such as differences in size of the structure of
interest. This robustness is achieved through the incor-
poration of skip connections and residual connections,
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TABLE 2. The number of input channels, output channels, attention channels, encoding channels for the attention-guided module in different layers,
each cell is presented as [input, output, attention, encoding].

which help to reduce overfitting and improve the gener-
alization of the model.

V. EXPERIMENTS
A. EXPERIMENT SETUP
In this section, we present our methodology for validating
the effectiveness of our approach. Initially, we introduce the
dataset and the evaluation metrics. Subsequently, we delin-
eate the experimental settings, which include the ablation
study and segmentation result analysis. The 2017 MICCAI
WMH segmentation challenge dataset [29] was employed in
this study to assess the efficiency of our proposed method.
A detailed description of the dataset is presented in Table 3.
Specifically, the dataset encompasses 60 sets of brain MRI
images from various scanners, each consisting of 20 samples.
Each sample contains different layers of the MRI image, all
together 2528 images. Figure 3 showcases two distinct layers
of the same MRI image, with the first column portraying the
bias field-corrected FLAIR image, while the second column
demonstrates the bias field-corrected T1 image, aligned with
the corresponding FLAIR images.We implemented our mod-
els to the images to perform WMH segmentation. We then
implemented common data augmentation techniques, namely
scaling, shearing, and rotation, to expand the dataset size.
This process resulted in the creation of a dataset comprising
10112 images.

In this experiment, the dataset was split into three parts for
model development: 80%was used as the training set, 10% as
the testing set, and 10% as the validation set. To improve the
accuracy of segmentation models, Tversky loss was utilized
as a common loss function in image segmentation tasks.
As shown in previous studies [30], Tversky loss measures the
dissimilarity between the predicted segmentation mask and
the ground truth mask based on the number of true positives
(TP), false positives (FP), and false negatives (FN), instead of
solely relying on the overlap between the two masks, which
is the approach used in DSC loss. The formal definition of
Tversky loss, denoted as Lt , is presented in Equation (5).

Lt =
TP

TP+ ζFP+ (1 − ζ )FN
(5)

Here the hyperparameter ζ controls the relative importance
of false positives and false negatives, respectively. We take
ζ = 0.7 in the experiment.

We conducted a comparative analysis of our proposed
NAUNet++ approach with four other frameworks, namely
the UNet architecture, UNet++ architecture, and BAGAU-
Net [12]. Here the UNet architecture and UNet++ architec-

TABLE 3. The dataset name and number of training samples in each
dataset for the experiment.

ture does not incorporate the attention mechanism with atlas
images. The BAGAU-Net architecture incorporates atten-
tion mechanism into the UNet architecture. We also imple-
mented the concatenation of feature maps under UNet++

architecture, denoted as CUNet++ to validate whether the
nested architecture and attention mechanism can enhance
the segmentation outcome for WMH. We implemented the
model using PyTorch and trained the model on 4*Nvidia
1080Ti GPU with 11GB memory. The hyperparameter set-
tings adopted for the experiment are presented in Table 4. The
Adam optimizer [31] was employed with a batch size of 32.
The model was trained for 20 epochs.

This work mainly uses four evaluation metrics to evaluate
the segmentation result, including DSC, Area Under Curve
(AUC), recall and f1 scores. The DSC served as the primary
statistical validation metric to evaluate the spatial overlap
accuracy between the segmentation result and the ground
truth [32]. The DSC was computed as the ratio of the number
of true positive regions correctly classified as belonging to the
structure of interest to the total number of regions in both the
predicted and ground-truth segmentations. Using A and B to
denote the segmentation result and ground truth, respectively,
the DSC is expressed in Equation (6). Here the symbols |A|

and |B| represent the total number of pixels in the predicted
and ground truth segmentations, respectively, while |A ∩ B|

represents the number of pixels that are correctly classified as
belonging to the structure of interest in both the predicted and
ground truth segmentations. A higher DSC value indicated
superior segmentation performance, and it ranged from 0 to 1.

DSC =
2∥A ∩ B∥

∥A∥ + ∥B∥
(6)

The AUC is used to evaluate the segmentation result in
terms of the probability of the segmentation result, commonly
used in medical imaging to evaluate the accuracy of image
segmentation and classification tasks. The recall and f1 scores
are used to evaluate the segmentation result regarding the
segmentation accuracy. Given that the number of detected
WMH as NWMH , the number of ground truth WMH as NGT ,
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FIGURE 3. The two different layers of the same MRI image sample. The first column (a) shows the bias field
corrected FLAIR images, and the second column (b) shows the bias field corrected T1 image, aligned with the
corresponding FLAIR images.

TABLE 4. The hyperparameter settings for the experiment.

and the number of all predictions as Nall , the recall is defined
as Equation (7) and the f1 score is defined as Equation (8).
The f1 scores are usually used as a measure of the balance
betwen precision and recall.

recall =
NWMH
NGT

precision =
NWMH
Nall

(7)

f 1 =
2 × recall × precision
recall + precision

(8)

B. ABLATION STUDY
In this section, an ablation study was conducted to evaluate
the effectiveness of the proposed NAUNet++ architecture in
comparison to three other UNet-based frameworks, namely
UNet, BAGAU-Net, UNet++, and CUNet++. To com-
pare the convergence rate of the four architectures dur-
ing the training process under different learning rates, Fig-
ure 4 was plotted. As shown in Figure 4(a), the UNet
model converged to sub-optimal solutions under the learn-
ing rate 1e-3. The convergence rate indicates the speed at

which the model’s segmentation performance improves dur-
ing training. From different learning rate settings, it was
observed that NAUNet++ and BAGAU-Net converged faster
compared to the other three models, suggesting that the
attention mechanism could help the model to converge
faster.

Table 5 presents the AUC, DSC, F1, and Recall scores
for the four frameworks evaluated in this study. The results
indicate that NAUNet++ outperforms the other three frame-
works, with higher AUC, F1, and Recall scores. Specifically,
the AUC score for NAUNet++ is 0.97, the highest among all
models, indicating its superior ability to distinguish between
different classes of voxels. Additionally, NAUNet++ has
the highest F1 score of 0.86, indicating a good balance
of true positive and false positive predictions. Moreover,
NAUNet++ also has the highest recall score of 0.94, which
is 6% higher than the best score achieved by the other three
approaches. This result suggests that the NAUNet++ model
has the highest true positive rate among all models. Based
on these results, we conclude that NAUNet++ is capable of
achieving higher accuracy in detecting WMH and improving
the segmentation accuracy.

VOLUME 11, 2023 66917



H. Zhang et al.: Nested Attention Guided UNet++ Architecture for WMH Segmentation

FIGURE 4. Comparison of convergence rate of four frameworks, namely UNet, BAGAU-Net, UNet++, CUnet++ and NAUNet++ under different
learning rate.

FIGURE 5. Segmentation result of Figure 3. The first column (a) shows the bias field corrected FLAIR images, the second column (b) shows the
segmentation result of the FLAIR images with UNet model, the third column (c) shows the segmentation result of the FLAIR images with BAGAU-net
model, the forth column (d) shows the segmentation result of the FLAIR images with UNet++ model, the fifth column (e) shows the segmentation
result of the FLAIR images with NAUNet++ model.

TABLE 5. The result of AUC, DSC, F1, and Recall matrix for the five
frameworks, namely UNet, UNet++, CUNet++, BAGAU-Net and
NAUNet++.

In terms of DSC, all models perform similarly, with
UNet, UNet++, and NAUNet++ having the highest DSC of
0.88 and 0.89, respectively. Among the models, UNet++ has
a slightly lower recall, indicating a lower true positive rate.
BAGAU-Net exhibits similar AUC and recall performance as
UNet, while UNet has a lower f1 score. A similar trend is
observed when comparing UNet++ and NAUNet++, where
NAUNet++ outperforms in terms of f1 and recall scores.
Introducing the attention gate model to the UNet structure
can achieve a better balance between true positive and false
positive predictions. Additionally, the results of BAGAU-Net

and NAUNet++ demonstrate that the nested structure of
UNet can improve the performance of model.

UNet++ and CUNet++ have similar performances across
AUC and DSC, but CUNet++ has higher scores of f1 and
recall, suggesting that incorperating atlas image could help
to achieve a better balance between true positive and false
positive predictions. It is also observed that the difference
in DSC score between UNet and NAUNet++ is relatively
small, but the BAGAU-Net has lower f1 and recall scores
compared with NAUNet++, which shows that BAGAU-Net
is less effective at correctly identifying the segmentation
areas.

In Figure 5, the segmentation results from the four different
models are presented for the example image shown in Fig-
ure 3. The comparison of the predicted segmentation with
the original image reveals that the NAUNet++ model can
capture more WMH information than the other three models.

VI. CONCLUSION
In this study, we introduce a novel approach for White
Matter Hyperintensity (WMH) segmentation, called Nested
Attention guided U-Net++ (NAUNet++). The proposed
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NAUNet++ comprises twomodules: the atlas attentionmod-
ule and the attention-guided nested U-Net module. The atlas
attention module generates the atlas attention map, which
serves as input to the attention-guided nested U-Net module,
which generates the segmentation map of the FLAIR image.
The learning curve of different evaluation metrics shows that
the NAUNet++ can learn faster than the other three frame-
works. The results of the AUC, DSC, F1, and Recall metrics
indicate that the NAUNet++ can achieve higher accuracy in
detecting WMH and segmentation accuracy. Therefore, the
proposed NAUNet++ can be employed for the detection of
WMH in brain MRI images with improved performance.

As future work, we plan to extend the proposed
NAUNet++ to brain MRI images with different modali-
ties, including T1, T2, and FLAIR. Additionally, we aim to
explore the transferability of the model to brain MRI images
acquired from different scanners or annotated by different
experts.
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