IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 15 May 2023, accepted 24 May 2023, date of publication 29 May 2023, date of current version 6 June 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3280930

== RESEARCH ARTICLE

An Integrated Optimization-Based Algorithm for
Energy Efficiency and Resource Allocation in
Heterogeneous Cloud Computing Centers

KUANG-YEN TAI!, FRANK YEONG-SUNG LIN', AND CHIU-HAN HSIAO"“2, (Member, IEEE)

! Department of Information Management, National Taiwan University, Taipei 106, Taiwan
2Research Center for Information Technology Innovation, Academia Sinica, Taipei 115, Taiwan

Corresponding author: Kuang-Yen Tai (davidking53211@gmail.com)

This work was supported in part by the Ministry of Science and Technology of Taiwan under Grant 110-2221-E-002-078-MY2; and in part
by the Academia Sinica, Taiwan.

ABSTRACT At a significant moment in the rapid development of cloud technology, large-scale cloud
computing centers have emerged. With the emergence of the internet and artificial intelligence, enormous
computing resources are required to process data and train machine learning models. The architecture of
cloud computing centers involves millions of computing resources, and improper management of these
resources can increase operating costs and exert tremendous pressure on the environment. This study
proposes an optimized computing resource and energy management algorithm for computing centers with
heterogeneous computing resources from the perspective of Green IT. Specifically, this study models
the energy consumption at each point in time and the relationship between tasks and also considers the
calculation of data backup. This approach will be expanded to optimize decisions for all computing tasks in
computing centers based on the sequence of tasks and energy consumption while considering heterogeneous
computing resources, energy efficiency, task scheduling, and execution time. By modeling this issue as a
highly nonlinear optimization problem and utilizing mathematical programming and Lagrangian relaxation,
we propose an optimized energy management algorithm to effectively manage computing resources and
create cloud computing centers with high performance and low energy consumption.
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I. INTRODUCTION

Today’s representative academic research institutions and
enterprises have their own cloud computing centers for oper-
ations such as training artificial intelligence models [1].
A cloud computing center consists of multiple tasks that
work together to provide convenient and dynamic computing
resources. Its architecture includes various computer sys-
tems and thousands to millions of heterogeneous computing
resource servers. If these computing resources cannot be
adequately controlled and scheduled, it causes considerable
energy waste. Study pointed out that from 2011 to 2035,
the energy demand on computing centers will increase by
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more than 66%, and the energy consumption of idle server
accounts for 70% of the maximum energy consumption [2].
This energy consumption will also exert tremendous pressure
on the environment.

Building an efficient and energy-saving cloud computing
center with optimized computing resources has become an
important issue. Most computing centers must process var-
ious types of work tasks in parallel. Reducing the energy
consumption of cloud computing centers with heterogeneous
computing resources is a significant challenge. These com-
puting centers need to follow the different interpretations
of their applications [3], including consistently supporting
processing, overlapping processes, and workloads that need
immediate support for immediate processing types. Consis-
tently supporting workloads such as web browsing, online
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games, data queries, and other work items is pertinent. Sup-
plementary processing workloads such as data backup, log
analysis, image processing, scientific applications, and finan-
cial data analysis can be planned so that they are completed
before a set deadline time [4].

Energy-saving algorithms used in computing centers
include static power management (SPM) and dynamic power
management (DPM) technology. In the past, most studies
used static energy consumption as a guideline for work-
load management. The static energy consumption in a cloud
computing center environment includes a continuous power
supply to servers, storage devices, cooling equipment, and
other essential equipment. However, external factors such
as time and climate affect the computing center’s energy
consumption [5].

Dynamic power management is adjusted according to the
balance between the computing center’s basic structure and
the actual workload. The standard DPM method shuts down
idle servers and restarts them as needed [6]. However, it is
challenging to calculate the time sequence of processing
tasks [7], external environmental changes, and the impact of
heterogeneous computing resources on energy consumption
at the same time [8], [9], [10].

The purpose of this study is to propose an optimized
solution based on the energy and computing resource man-
agement architecture of a heterogeneous computing cloud
computing center. Heterogeneous computing resources,
energy consumption, task scheduling and execution time are
comprehensively considered [11]. In a computing center with
heterogeneous computing resources, the proposed algorithm
can effectively reduce energy consumption to reduce the
computing center’s carbon emissions, quantify the central
processing unit (CPU) or graphics processing unit (GPU)
core allocation, and provide appropriate task scheduling
according to the work content and execution time. In terms
of energy consumption control methods, we set the upper
limit of energy consumption and appropriately control the
on and off time for each server so that we can set the upper
power limit through dynamic voltage and frequency scaling
to achieve lower energy consumption and improve computing
effectiveness. This study proposes a mathematical model that
describes the interrelationships among tasks in the cloud
computing center, the allocation of computing resources and
energy consumption, and the use of variables and parameters
to simulate and seek an optimized algorithm. The detailed
objectives are as follows:

(1) Computing resources: The proposed algorithm consid-
ers various computing resources, including the CPU, GPU,
multi-processor system, computer clusters, and what type of
equipment and number of operations are needed at all time
points.

(2) Computing environment: The proposed algorithm con-
siders the energy consumption of the overall computing cen-
ter, the power consumption of each device, the opening and
closing time, and whether there is a specific energy usage
plan.
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(3) Task scheduling: The proposed algorithm considers
whether all tasks required by the overall cloud computing
center need to be processed immediately or can be planned
so that they are complete before their deadline.

(4) Optimal solution: We modeled the energy consumption
of each end of time and refer to current energy management
solutions such as SPM and DPM [12], [13] to compensate
for the proposed algorithm’s deficiencies and develop new
solutions.

This paper is structured as follows. Following the intro-
duction in Section I, Section II presents related research
topics and practices. Section III describes the mathematical
definition of the proposed model, which takes into consid-
eration continuous process time and energy consumption.
In Section IV, the LR-based optimal solution approach used
in this study is introduced. Section V presents the experi-
mental results in different scenarios and comparisons to the
proposed methods. Finally, Section VI concludes this study
and suggests future work.

Il. RELATED WORKS

A. CLOUD COMPUTING CENTERS WITH
HETEROGENEOUS COMPUTING RESOURCES

There are different computing resource servers in cloud com-
puting centers with a heterogeneous structure [5], which
are divided into CPUs and GPUs according to the type of
arithmetic logic unit. Each CPU core has relative temporary
storage and alternate logical operation units, and many tasks
accelerate discrete judgments and even more complex logical
decisions [14]. The internal integrated circuit architecture of
the GPU contains more cores than the CPU, and the tempo-
rary storage memory possessed by each core is small. The two
processors have different applicable processing tasks due to
their structural differences.

The CPU has excellent handling of long-term processing
tasks with complex calculation steps such as mathemati-
cal calculations, data compression, physical simulation, and
more complex logical operations. Due to their large number
of cores, GPUs are suitable for parallel processing of the
exact instructions on multiple cores. It is more appropriate to
handle many repeated operations such as graphics operations,
artificial intelligence model training, numerical analysis, and
large amounts of data operations [15]. The heterogeneous
computing structure composed of different computing units
in a computing center can provide extensive rules and effi-
cient computing services [16]. However, the additional pro-
cessing tasks of various heterogeneous computing units, if the
appropriate computing resource server type can be used for
relevant tasks, it can effectively reduce the overall power
consumption of the cloud computing center [17]. Resource-
aware dynamic task scheduling approaches were developed
in recent researches [18].

Cloud service providers establish high-performance data
centers to meet user demands. Users prioritize response time.
Task scheduling for user applications in cloud computing has
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gained attention. Numerous heuristics have been proposed,
but finding optimal scheduling remains difficult due to the
NP-hard nature of the problem [19], [20], [21].

B. COMPUTING RESOURCES SIMULATION OF CLOUD
COMPUTING CENTERS

Due to the low feasibility of using formal computing centers
as a test, researchers often used simulations to model execu-
tion time, energy consumption, and temperature. These met-
rics are used in many applications in various situations and
in multiple combinations. Simulating a computing center’s
computing environment avoids the high cost of configuring
the actual test environment. Environmental simulations can
also evaluate the feasibility of a mechanism that requires
a significant investment; for example, they can be used to
analyze the costs and benefits of increasing and managing
solar power generation [22].

The least median squares regression was used by Zhang et
al. to analyze CPU utilization data, reducing time complexity
from the perspective of industry manufacturing [23]. RAFL
proposed by Thakur et al. focus on the load balance in the
cloud computing environment and try to minimize energy
consumption in physical machines [24]. Related studies have
also highlighted the importance of computing resource allo-
cation in energy consumption efficiency [25], [26], [27].

Biran et al., proposed a solution for Cloud Federation in
a simulated public cloud server. Cloud Federation quantifies
the core allocation of the CPU and GPU to reduce computing
center carbon emissions [28]. Bilal proposed a simulation
research model for the Power-aware Job Scheduler (PAJS)
used in high performance computing computer clusters to
study how flexible adjustments to the threshold voltage can
achieve energy efficiency and minimize the reaction time by
adjusting the power supply voltage [29].

C. ALGORITHMS RELATED TO REDUCTION OF ENERGY
CONSUMPTION
This study refers to the energy distribution mechanism used
by researchers in the past. In terms of power management,
Okamura and others have considered optimizing energy man-
agement solutions from the computer. They used the Markov
decision process to simulate dynamic energy management
problems and optimize the unit energy efficiency [13]. Recent
study pointed out that most current approaches prioritize
minimizing active physical machines but fail to adequately
consider the simultaneous challenges of load fluctuation and
energy efficiency in virtual machine provisions [30], [31].
Luo’s research considered the concentration of a virtual
computer based on the server’s memory and computing
resources. According to the needs of a work task on a cloud
platform where the physical node is powered on, both hori-
zontal expansion (number of nodes) and vertical expansion
(distributed to the virtual machine computing resources) are
used, and then the task is closed according to the comput-
ing requirements [11]. Research by Lu et al. simulates a
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FIGURE 1. System architecture of heterogeneous cloud computing center.

computing power center whose primary power source is wind
power generation. The paper does not consider the computing
center’s internal computing resource related issues but sim-
ulates the use of available wind energy to minimize energy
costs [1]. Cheng et al. developed a cloud workload distribu-
tion and migration method called sCloud that can distribute
cloud workloads to different computing centers according to
their time varying renewable power availability [5].

One the other hand, the workflow scheduling is also
attracted the interest of many studies to invested in enhancing
scheduling performance in cloud computing through the allo-
cation of time and resources [32], [33]. Take Sue & Xiong’s
research as an example; the proposed algorithm explores an
agile response optimization model, considering task failure
rate [34]. It investigates the probability density function of
task request queue overflow and implements timeout requests
to prevent network congestion [35].

The research mentioned above regarding energy allo-
cation provides many relevant topics worthy of reference
such as server power consumption, task priority, computing
resources, and other factors. The method used to conduct
energy allocation research in this research is described in
detail. This study comprehensively considers the aspects of
each test in the literature and extends them to construct an
optimization algorithm.

Ill. RESEARCH METHOD

A. MATHEMATICAL MODEL

This study uses mathematical models to explore the optimal
algorithm for heterogeneous computing resources, reducing
energy consumption, and providing task scheduling and exe-
cution time in heterogeneous cloud computing centers. In a
cloud computing center with a large amount of computing and
various other resources, each job contains multiple tasks. The
model calculates its optimal computing resource allocation
and scheduling based on the sequence of tasks and energy
consumption, and it expands these considerations into the
optimization decisions for all computing work in the comput-
ing center. The system architecture is shown in FIGURE 1.
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FIGURE 2. Relationship between tasks.

TABLE 1. Given parameters.

vV Set of all tasks in a job {1, 2, 3, ...,v}

M | Set of all heterogeneous computing VM servers (Virtual
Machine, including CPU and GPU) resource types,
{1,2,3,....m}

W; | The total execution time required when task /€ is assigned to
VM jeM

N; | The sum of all tasks currently assigned to the VM jEM (upper
limit)

&

Power consumption rate if task i€V is assigned to VM jEM

Deadline of the job

o N

Maximum allowable power consumption rate

=~

Set of tasks that are immediate ancestors of task i€V

0, Set of tasks that are immediate descendants of task i€V

d; Set of the concurrent duplicates of task i€V that need to be
executed simultaneously in parallel on the same type of VM
JEM

B | An arbitrarily large positive integer number

The model defines the relationship between different tasks
in the predecessor graph G (V, E), where V is the task set,
and E is the sequence of the relationship between the tasks i,
k € V. The tasks i, k and z may be executed separately or in
parallel, as shown as FIGURE 2.

The model targets both latency critical applications
together with batch applications to minimize the processing
energy consumption of tasks. The given parameters and deci-
sion variables were introduced in TABLE 1 and TABLE 2.

Where Bir, vir and §;; are defined to check whether other
tasks k are also being executing at the starting time of each
task i so that the maximum power consumption of the com-
puting process can be calculated.
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TABLE 2. Decision variables.

b Beginning time of task i€V

fi Finishing time of task i€V’

t; Execute time of task i€V
Di Power allocated task i€V, in watts
e; Total energy consumed when executing task i€V

ik 1 if task i€V is executing at time b; and 0 otherwise

Lir Defined as b; * by, where i,kEV

Vik Defined as b; * f;, where i,kEV

Oik Defined as ay * py, where i,kEV

X;j d;; when task i€V is assigned to VM type jEM, otherwise 0

O Defined as a; * x;;, where i,k€V, jEM

The objective function is:
min Z e;
ieV
(IP)

The following constraints were developed to describe the
mathematical model more precisely:

ei=tixp; YieV (1.1)
ti= ) xjWy VieV (1.2)

jeM
pi= > xjUj VieV (1.3)

JjeEM
ti=fi—b VieV (1.4)
> xj > mind; VieV (1.5)
jeM !
>0 VieV (1.6)
fi=0 Viev (1.7)
bi>0 YieV (1.8)
bi>fi VYkel,ikeV,i#k (1.9)
b >fi YkeQuikeV, itk (1.10)
T>f VieV (1.11)
xj =djord YieV (1.12)
. (L —fi)? = bk = b)* = (fi = bi)* + ¢]

B

Vik eV (1.13)

(=2yxk + 2Bik — 2Bii + 2vik) + € < Baj Vi,k €V
(1.14)

aix €{e,1} Vi, keV (1.15)
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>laupr <P VieV (1.16)
keV

aikp =8y Vi, ke V (1.17)
biby = Bix Vi, keV (1.18)
bifi =vu Vi, keV (1.19)
apxiy =0 Vi, keV,jeM (1.20)
> awxi <N;j VieV,jeM. (1.21)

keV

The constraints are described as follows:

(1.1) The energy consumption of task i is multiplied by its
execution time and power consumption.

(1.2) The total execution time of task i is the sum of the
execution time on VM server j.

(1.3) The power consumed when task iis executed on VM
server j.

(1.4) The task execution time is equal to the task end time
minus the task start time.

(1.5) Any assigned task must be executed at least once and
can be execute multiple time for backups.

(1.6) The execution time of task must be greater than or
equal to 0.

(1.7) The end time of task must be greater than or equal
to 0.

(1.8) The start time of task must be greater than or equal
to 0.

(1.9) If task kis the immediate ancestor of task i, then the
start time of task i must be later than the completion time of
task k.

(1.10) If task i is an immediate descendant of task k, the
start time of task i must be later than the completion time of
task k.

(1.11) All tasks must be completed within the deadline.

1.12) The number of executions of the same task can be
multiple backups. In addition, the following restriction is
added to the model so that the total power consumption does
not violate the upper limit P of the total power consumption
of all types of available VM servers at any time. For each
task i, the system checks the total power consumption at the
beginning time of the task:

(1.13) If the square value minus the start time of task k and
the start time of task i plus the square value minus the end
time of task k and the start time of task i is less than or equal
to the square value of the negative start and end times of task
k, then the start time of i is between the start and end time of
task k.

(1.14) This constraint is obtained by multiplying and sim-
plifying the quadratic equation in (1.13).

(1.15) The introduction of (an extremely small number)
that is replaced when its value can be set to O for LR-based
reformulation.

(1.16) This constraint ensures that the system’s total power
consumption does not exceed the given upper limit P when
the task is started.
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(1.17), (1.18), (1.19) and (1.20) Bix, Vi, dix and By, sub-
sidiary decision variable to make the constraints can be
decompose in further optimization process.

(1.21) This constraint ensures that each type of server
cannot exceed the maximum number of servers at any time.

IV. OPTIMIZATION SOLUTION APPROACH

The Lagrangian relaxation (LR) is chosen as the optimization
method [36] for this study due to the high mathematical
complexity characteristics of the developed mathematical
model. The central concept of the LR method is that it relaxes
the initially complicated constraints to its objective function,
and each relaxation produces a corresponding Lagrangian
Multiplier. The original problem is thus transformed into
an LR problem. Next, the LR problem is divided into sev-
eral subproblems. Each subproblem is decomposed using an
optimization-based algorithm. Since the complex constraints
are relaxed, the complexity and difficulty of the original
problem are also relaxed. For a minimization problem, the
LR problem is the lower bound of the original problem. This
strategy narrows the gap between the original problem and
the LR problem.

The resulting dual-model problem can help us easily
observe the degree of optimization and has the following
properties: (1) It minimizes the solution for the problem with
a given set of non-negative Lagrange multipliers. (2) The
optimal objective function value of the LR problem is the
lower limit of the optimal solution to the original problem’s
objective function. The weak Lagrangian duality theorem can
be compared with the feasible solution to the original problem
we obtained as an evaluation index to derive the best solution.
The flow of the LR process is shown in FIGURE. 3.

A. SIMULATION OF CLOUD COMPUTING CENTERS

To solve the complex problem regarding the multiplication of
[0, 1] decision variables, this study input these variables into
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the logarithm function, and then place these logarithms into
the formula, the model is reformulated as following:

min E e;

ieV
(IP2)
Subject to:
loge; =logt; +logp; VieV 2.1
ti= Y xjWy VieV 2.2)
jeM
pi = zxijUij VieV (2.3)
jeM
ti=fi—bj VYieV (2.4)
mind; < Zx,] VieV (2.5)
JjeEM
e<t; VieV 2.6)
e<fi VieV (2.7
e<b VieV (2.8)
fi <bj Vkel,ikeV,itk (2.9)
fi<by VkeOQuikeV,i#k (2.10)
xj=djor0 YieV (2.11)
(—2yik + 2Bik — 2Bii + 2yik) +& < Bayg Vi,k eV
(2.12)

aic € {e,1} VikeV (2.13)
Do <P VieV (2.14)
keV

logaik +logpy =logdyx Vi,k eV (2.15)
logb; + logby =logBix Vi, k €V (2.16)
logh; +logfy =logyy Vi,keV (2.17)
logaj + logxy =logby; Vi,keV,jeM (2.18)
D0 <N; VieV.jeM. (2.19)
keV

e <8y VikeV (2.20)
& <P VikeV (2.21)
2 <yx VikeV (2.22)
by e {6 1] Vikevjem (2.23)
xj€{e.dj} VieV,jeM (2.24)
fi<T VieV (2.25)
bi<T YieV (2.26)
e<e VieV 2.27)

B. SOLUTION APPROACH FOR LR PROBLEM

After reformulation, this study substitute (2.1), (2.2), (2.3),
(2.4),(2.5),(2.9), (2.10), (2.12), (2.14), (2.15), (2.16), (2.17),
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(2.18) and (2.19) into the relaxation to obtain the optimal
solution:

min E e;

ieV
+ > 1} (logei — logt; — logp;)
eV
> (T-r)
eV keV
(T ¢ Tt - S
ieV jeM keV ieV jeM

+ZM? Pi—Zx,;,-U,-j +ZM? mjindij—Zx,-j

ieV jeM ieV jeM

+ ZMZ (ti —fi+bi) + ZM?, [—2vii — 2Biil

ieV ieV
+ Z Z/Mgkz (Vik + Bix) + Z Z (¢ — Bay) ub
eV k% iV kev
1

+ D> uy (logay + logpy — log 8ix)

ieV keV
+ Z Z M,!ko (log b; + log by, — log Bix)
i€V keVv
+ > > i (ogbi + log fi — log yix)
ieV keV
+ Z Z Z wiip (1og aix +log xi; — log Oij)
i€V keV jeM
+ZZM}/<3(fk —bi)+zz,u},f(ﬁ—bk)
ieV keV ieV keV
kel; keO;
i#k i#k

(LR)

The LR problem can be decomposed into several inde-
pendent subproblems with related decision variables. Fol-
lowing the development of the LR problem, it was broken
down into solvable subproblems based on different decision
variables. The decision variables were transformed by taking
their logarithm, which allowed multiplication into addition.
The range of feasible solutions was then incorporated into
each subproblem. For instance, if the decision variable had
a continuous range between 1 and ¢, its original formula was
differentiated once to obtain its extreme value. The resulting
value and the two endpoints were input into the original sub-
problem to determine the minimum value. With knowledge of
the range and concavity or convexity, each subproblem was
easily solved using algorithms or heuristics. A comprehensive
lower bound (LB) was developed to evaluate solution quality
for the LR problems. Heuristic methods were designed to
tune decision variables and fulfill all primal constraints to
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obtain a feasible solution. The details of subproblems were
not included in the article due to word count limitations.

C. DUAL PROBLEM AND THE PRIMAL FEASIBLE
SOLUTION

The primal feasible solution developed by this study is to
determine the optimal solution for the given problem of
minimizing energy consumption. The algorithm iteratively
approaches optimality by obtaining feasible solutions until
it reaches the optimal solution. The algorithm’s quality can
be assessed by comparing the results of the primal feasible
solution with those of the dual problem (LR results). After
solving each subproblem, a set of decision variables was
obtained and checked for feasibility. If the decision variables
were feasible, an upper bound (UB) was calculated using
the objective value of the primal problem. However, if the
decision variables were not feasible, heuristic methods were
utilized to adjust the decision variables and obtain feasible
solutions. Determining the theoretical LB value based on
the primal feasible solution requires selecting the key infor-
mation from that feasible solution. The feasible region of
the mathematical programming problem defined by the solu-
tion must meet all restrictions. The quality of the proposed
algorithm is described by the target value gap between the
algorithm and the LR problem (denoted by GAP):

GAP = ‘thepraposedmelhod - VLR|

max |(Vthepr0p0sed method » VLR)|

FIGURE 4 shows an experimental case in which this
method was used. The blue line represents the process of
iteratively obtaining the primal feasible solution. The goal is
to determine the minimum value of primal problem. Then,
the gradient descent method is used to determine the LB and
iteratively obtain the closest LB. This process is represented
by the orange line.

In this study, the resource management method used to
obtain the primal feasible solution is named the Drop-and-
Add algorithm. The process is shown in FIGURE 5, and
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FIGURE 5. Flow chart of the proposed drop-and-add method.

Assign the currently
ranked task with the

it is based on the Earliest Deadline First (EDF) scheduling
method and the energy consumption allocated to the server.

The best solutions are combinations with minor energy
consumption. The initial solution uses First Come, First
Served (FCFS) as a benchmark to evaluate the solution’s
quality.

V. COMPUTATIONAL EXPERIMENTS

This study simulates the actual operation mode of a cloud
computing center while considering the lower bound, initial
solution, and proposed Drop-and-Add method. In addition,
to increase the experiment’s effectiveness, this study also
involves two cloud computing scheduling algorithms that
are often used in practice. i.e., Round-Robin Scheduling
(RR) [37] and Multilevel Queue Scheduling [38]. The per-
formance evaluation uses several simulated cases to analyze
performance.

A. DIFFERENT NUMBER OF TASKS
Different numbers of tasks may enter the cloud computing
center at any time. This experiment verifies whether different
numbers of tasks can be minimized when entering a cloud
computing center with various computing resources. The
proposed algorithm assigns tasks to the most suitable server
in a way that consumes the least energy and does not exceed
the execution deadline as shown in FIGURE 4 and TABLE 3.
Experimental observations reveal that an increase in the
number of tasks directly corresponds to an increase in energy
consumption. Initially, when the number of tasks remains
small (less than 10), the energy consumption across all algo-
rithms, except for the FCFS algorithm, exhibits negligible
differences. This phenomenon can be attributed to the fixed
computing resources available within the cloud computing
center, which results in a non-linear growth pattern in energy
consumption. However, as the number of tasks surpasses a
certain threshold (more than 20), the energy consumption
more than doubles. It is posited that this occurrence stems
from a disparity between the number of tasks to be processed
and the quantity of VM servers available. Consequently, this
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TABLE 3. Energy consumption trends for different number of tasks.

5 tasks 10 tasks 20 tasks 40 tasks 80 tasks
LB 4625.07 | 13661.55 | 29642.33 | 56586.5 89943.12
Drop- 4628.56 | 13714.33 | 29917.77 | 58608.29 91521.8
and-
Add
MQS 5233.43 | 18672.31 | 38790.13 | 63194.07 1431253
RR 6433.02 | 22561.3 51003.11 | 96731.2 180284.3
FCFS 6847.28 | 24367.67 | 55127.9 103214.07 | 204523.5
GAP 0.07% 0.38% 0.92% 3.45% 1.72%
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FIGURE 7. Energy consumption trends for different type of VM servers.

TABLE 4. Energy consumption trends for different type of VM servers.

1 Kind of VM 10 Kinds of VMs 20 Kinds of VMs
LB 20123.4 13661.55 8976.3
Drop-and-Add 20332.1 13754.33 9103.2
MQS 28903.6 18032.4 11234.02
RR 31023.2 20234.5 16320.4
FCFS 36203.4 24367.67 18739.3
GAP 1.02% 0.67% 1.39%

discrepancy impacts the accuracy of each algorithm in task
scheduling and contributes to the overall energy consumption
at all specific time points.

The proposed algorithm is capable for allocating tasks to
VM servers with the lowest consumption within the comput-
ing center at any given time. By doing so, the computing
center can exercise better control over energy consumption
during peak and off-peak periods. It is believed that this pro-
posed approach can enhance the overall efficiency of energy
management within the computing center, thereby enabling
effective utilization of resources during varying operational
demands.

B. DIFFERENT TYPE OF VM SERVERS

A heterogeneous cloud computing center contains many dif-
ferent servers. Arranging tasks on various type of servers
causes in different energy consumption and execution times.
This study has completed all tasks within the deadline and
minimized energy consumption. In other words, the pro-
posed algorithm schedules tasks on a server type that can
ensure completion before the deadline with the lowest energy
consumption. In this experiment, we explore the difference
between a single type of server, 10 different kinds (3 CPU
servers, 3 GPU servers and 4 CPU+4GPU servers) of servers
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and 20 different kinds (6 CPU servers, 6 GPU servers
and 8 CPU+4GPU servers) of servers. The experimental
results are shown in FIGURE 7 and TABLE 4.

In the experiment examining different types of VM servers,
a constant number of tasks was maintained. The obtained
experimental findings corroborated the anticipated outcome,
namely that when confronted with a fixed number of tasks
to be processed, employing diverse types and quantities of
servers enables the realization of task division and coopera-
tion, leading to an overall reduction in energy consumption.
The experimental results further demonstrated an exceed-
ingly minimal GAP, providing compelling evidence that the
algorithm introduced in this study relies on a comprehensive
amalgamation of Lagrangian Multiplier and EDF parameters,
thereby enabling the identification of the most accurate and
optimal solution while adhering to the constraint of limiting
the completion time for all recognition tasks.

C. DIFFERENT BACKUP TIMES

To ensure the security and integrity of computing tasks in a
cloud computing center, this study innovatively considers the
energy consumption related to task backup times. A decision
variable dj; is designed to represent a situation in which tasks
are backed up. In the experiment, the same number of tasks
were executed. During execution, the difference between no
backups, random backups less than 5 times per job and ran-
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TABLE 5. Energy consumption trends for different backup times.

Execute 1 time Random Execution Time Random Execution
(less than 5) Time (less than 10)

LB 13661.55 33256.4 88983.21
Drop-and-Add 1375433 34132.03 9111231

MQS 18032.4 45980.02 100293.8

RR 20234.5 57893.5 124322.39

FCFS 24367.67 61092.32 168293.2

GAP 0.67% 2.57% 3.39%

dom backups less than 10 times is shown in FIGURE 8 and
TABLE 5.

In order to explore the applicability of the experiment to
practical scenarios, we conducted an investigation involving
various backup time intervals. The outcomes of the experi-
ment revealed noteworthy variations in results corresponding
to the task quantity. Notably, as the number of task repeti-
tions reached 10, all algorithms exhibited an escalation in
energy consumption, attributable to the substantial surge in
task volume. This observation further validates the superior
performance of the algorithm proposed in this study, even
under more demanding computational circumstances.

It can be found out that the proposed algorithm performs
well regardless of the number of tasks, VM types, or backup
times that meets the initial assumptions including comput-
ing resources and environment of the work. Specifically,
the proposed Drop-and-Add algorithm with constraints that
describe energy limitation at all points in time makes the
task scheduling more efficiency. Also, the GAP between the
algorithm proposed in this research and the LB is very small
from the experimental data, which is sufficient to verify the
algorithm’s optimality.
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VI. CONCLUSION

This study aimed to develop a resource allocation algorithm
for cloud computing centers with heterogeneous computing
resources, utilizing a mathematical model. The algorithm was
specifically designed to address various factors that had been
overlooked in prior research, including different types and
quantities of computing equipment, multi-processor systems,
and CPU and GPU utilization. By considering the energy
consumption of the entire computing center, power consump-
tion of individual devices, specific energy usage plans, all
tasks handled by the comprehensive cloud computing center,
and the temporal immediacy of tasks, the proposed algorithm
sought to optimize resource allocation.

An LR-based algorithm was put forward, capable of iden-
tifying the optimal energy distribution combination upon
completion of all computing tasks. The effectiveness of the
proposed algorithm in addressing power consumption issues
was revealed through experimental analysis. The minimal
discrepancy observed between the upper and lower lim-
its in the experimental data served as evidence supporting
the high quality of the solution provided by the Drop-and-
Add algorithm. Moreover, the resource allocation algorithm,
determined using Lagrangian multipliers, demonstrated task
prioritization and was compared against existing solutions
based on experimental outcomes, exhibiting notable effec-
tiveness and efficiency. The substantial impact of this study
lies in its presentation of a novel perspective within the realm
of cloud computing resource allocation research. Departing
from the conventional approach of merely assigning tasks
to servers with the minimum energy consumption required
for task execution, our study explores the optimal allocation
of computing resources across diverse application scenarios.
This encompasses factors such as setting maximum energy
consumption thresholds during peak computing periods and
the imperative of meeting task deadlines. By consider-
ing these nuanced aspects, our research offers a heightened
level of flexibility in devising comprehensive energy-saving
strategies. In doing so, we contribute to the advancement of
resource allocation methodologies in cloud computing, bring-
ing forth innovative insights and paving the way for more
effective and efficient energy management practices. Ulti-
mately, the proposed resource allocation algorithm empow-
ered service providers to make informed decisions and mini-
mize energy consumption within their cloud computing cen-
ters.

The strengths of the optimization method presented in
this study showcased potential applicability to computing
tasks based on containers, as an alternative to VMs. Addi-
tionally, the proposed optimization framework could be
readily expanded to encompass multiple jobs. The authors
anticipate that the proposed optimization approach will
greatly assist cloud service providers in achieving energy
savings. However, the weaknesses would be the current
mathematical model under consideration solely addresses
resource allocation and energy consumption within a sin-
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gular computing center, neglecting the potential for task
transmission, collaboration, and interaction between dis-
tinct computing units. Such transmission processes encom-
pass queuing, communication bandwidth, and data transfer,
necessitating the exploration of distributed cloud comput-
ing systems that exhibit varying levels of task allocation
across computational resources. Consequently, an expanded
research scope is required to incorporate these multifaceted
dynamics, enabling a more comprehensive understanding and
analysis of resource allocation strategies within distributed
cloud computing environments.

In future research endeavors, the authors aim to facili-
tate more synergistic cloud computing energy management
across multiple devices, such as edge-to-edge, edge-to-cloud,
or cloud-to-cloud configurations. Furthermore, they intend
to consider the time and energy requirements associated
with data transmission. The inclusion of a wider range of
application types is recommended to enhance the scope and
applicability of this research.

In summary, this study developed a resource allocation
algorithm for cloud computing centers with heterogeneous
computing resources. By considering various crucial factors
and leveraging an LR-based algorithm, the proposed solution
demonstrated effectiveness in mitigating power consump-
tion concerns. The optimization method exhibited flexibil-
ity in accommodating different computing paradigms and
the potential for extension to incorporate multiple jobs. The
authors envision that the proposed algorithm will serve as
a valuable tool for cloud service providers in minimiz-
ing energy consumption. Future research directions include
enhancing cloud computing energy management across mul-
tiple devices, considering transmission time and energy, and
expanding the scope of application types. of applications
could be incorporated into the research.
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