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ABSTRACT Precipitation nowcasting is very important for the sectors which critically depend on timely and
accurate weather information. One of the challenges of precipitation nowcasting is radar echo extrapolation
which predicts the radar echo images accurately. Nowadays, the methods of radar echo extrapolation are
mostly based on ConvRNNs. Unfortunately, as lead time increases, these methods unavoidably suffer from
the problem that high reflectivity values are underestimated. Therefore, we propose a forecast-refinement
neural network based onDyConvGRU andU-Net to improve the predicting ability for high reflectivity during
radar echo extrapolation. To improve the model’s ability to predict high reflectivities, dynamic convolution,
and the forecast-refinement architecture are applied. And to obtain more realistic results, the WGAN’s
training strategy is adopted to train the forecast module and the refinement module. Through experiments on
a radar dataset from Shanghai, China, the results show that our proposedmethod obtains higher Probability of
Detection (POD), Critical Success Index (CSI), Heidke Skill Score (HSS), and lower FalseAlarmRate(FAR).

INDEX TERMS Spatiotemporal sequence prediction, radar echo extrapolation, DyConvGRU, U-Net,
dynamic convolution, WGAN.

I. INTRODUCTION
Precipitation nowcasting is to predict the precipitation inten-
sity in a specific area two hours ahead. Short-term heavy
precipitation frequently causes floods, mudslides, landslides,
and other serious natural disasters that pose risks to public
health and safety. Therefore, it is important to carry out
precipitation nowcasting and early warning for disaster pre-
vention.

Precipitation forecasting methods are broadly divided into
two major categories which are numerical weather prediction
(NWP) and radar echo extrapolation basedmethods [1]. NWP
is a technique for forecasting the weather by using mathe-
matical computer models. It uses datasets (including satel-
lite data and observations from weather stations) to create a
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mathematical representation of the current state of the atmo-
sphere. This mathematical model is then used to calculate
the likely weather conditions at different points in the future.
NWP is widely used to improve the accuracy of weather
forecasts. However, for precipitation at 0-2 hours lead time,
NWP has a poor ability to provide an accurate prediction as
this is less than the time needed for model spin-up and due to
difficulties in non-Gaussian data assimilation [2], [3], [4].

Radar echo based methods are divided into two categories.
One is to predict the precipitation intensity directly when
the inputs are the radar echo images. And the other one is
to predict future radar echoes which are then converted into
precipitation intensity. Radar echo extrapolation can track
and forecast Mesoscale Convective Systems (MCS) quickly
so it can be used to predict precipitation. Previous radar echo
extrapolation is mainly based on an optical flow algorithm,
which achieved promising performance [5], [6], [7]. The
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optical flow based methods are based on two basic assump-
tions: the pixel intensity is constant between adjacent frames,
and the adjacent pixels move in the same directions. However,
these two assumptions are violated in rada echo extrapolation
in some cases because the intensity may vary over time and
the motion may be highly dynamic and nonlinear. In addi-
tion, the optical flow based methods only consider a given
radar echo image sequence for prediction, which does not
make full use of a large number of radar echo records in the
dataset.

Currently, as deep learning technology develops, it is used
to solve the problem of radar echo extrapolation and pre-
cipitation prediction. Many works have shown that deep
learning based methods significantly outperform optical flow
based methods. Radar echo extrapolation can be considered
as a problem of image sequence prediction. There are many
sequence modeling methods such as RNN [8], LSTM [9],
and GRU [10] to solve this problem. Chiang et al. [11]
adopted RNN to estimate and forecast precipitation based
on radar observations. However, RNN, LSTM, and GRU
focus on temporal features, and can not catch spatial fea-
tures of the image. Therefore, ConvLSTM was proposed
by Shi et al. [12] which combines CNN and RNN to catch
spatial and temporal features simultaneously. And Tran and
Song [13], Zhong et al. [14], and Jing et al. [15] used Con-
vLSTM to extrapolate the radar echo. However, the images
which are predicted by ConvRNNs tend to be blurry and
unrealistic, and the motion of the region of high radar echo is
not accurately predicted [16]. Tian et al. [17], Xie et al. [16],
and Zheng et al. [18] proposed three GAN based methods
including the ConvRNN based generators and the CNN based
discriminators. These models were trained with the GAN’s
training strategy. The GAN based methods obtain more clear
and realistic results compared with the ConvRNN based
methods. However, as lead time increases, these methods
always underestimate the radar reflectivity, especially in the
high reflectivity regions which often indicate heavy precip-
itation regions, because of the low percentage of the high
reflectivity in the real world.

To alleviate this problem, a forecast-refinement natural
network was proposed in this study. The forecast module
is based on DyConvGRU which predicts the motion of the
clouds. DyConvGRU incorporates dynamic convolution into
ConvGRU. With different convolution strategies applied to
different inputs, DyConvGRU can better focus on the high
reflectivity regions than with the static convolution. The
refinement module is based on U-Net which recovers more
fine texture details of high reflectivity regions. The WGAN’s
training strategy which introduces Wasserstein distance is
used to train DyConvGRU and U-Net to retain more shape
details of the predicted results. The experiments show that
the proposed method obtains higher POD, CSI, HSS, and
lower FAR. And our proposed method gives a new idea to
prevent natural disasters caused by strong convective weather
The main contributions of our work are summarized as
follows:

• This work proposed DyConvGRU which incorporates
dynamic convolution into the ConvGRU network. With
different convolution strategies responding to different
inputs, the model with dynamic convolution can better
focus on the different reflectivity regions than with static
convolution.

• A forecast-refinement architecture is used in the pro-
posed method. A forecast module is used to predict the
future radar echo images of the previous observations
and a refinement module is used to reconstruct the pre-
dictions which are generated by the forecast module to
make them more similar to the real radar echo images.

• Dynamic convolution based discriminators are used to
train DyConvGRU and U-Net. The WGAN’s training
strategy which introduces Wasserstein distance is used
to train DyConvGRU and U-Net to retain more shape
details of the predicted radar echo images.

II. RELATED WORK
The goal of radar echo extrapolation is to use the previously
observed radar echo sequence to extrapolate a fixed length
of the future radar echo extrapolation, which means that the
radar echo extrapolation problem can be regarded as a spa-
tiotemporal sequence prediction problem and we can solve
this problem using a spatio-temporal modeling approach.
In this section, we will review the main methods for pre-
cipitation nowcasting and radar echo extrapolation. Firstly,
we introduce the deep learning based methods including the
ConvRNNs based methods and the GAN based methods.
Then, the dynamic convolution is presented for a better under-
standing of our method.

A. ConvRNNs BASED METHODS
Shi et al. [12] defined the precipitation nowcasting prob-
lem as a spatiotemporal sequence prediction problem and
proposed a new model named convolutional LSTM (Con-
vLSTM) by converting input-to-state and state-to-state fully
connected operations into convolutional operations in fully
connected LSTM (FC-LSTM) cells. ConvLSTM can capture
spatial and temporal features simultaneously and outperforms
both the optical flow based method and FC-LSTM. How-
ever, the convolutional recursive architecture in ConvLSTM
is location-invariant, but natural motions and transforma-
tions (e.g., rotations) are usually location-variant. To over-
come the shortcoming of the ConvLSTM, Shi et al. [19]
proposed the TrajGRU based on ConvGRU, which can
actively learn the location-variant architecture of recurrent
connections. Zeng et al. [20] proposed a deep learning
model combining U-Net architecture and TrajGRU named
T-UNet. This model uses an efficient convolutional neural
network of UNet architecture with a residual network and
a TrajGRU recurrent neural network is added at each layer.
Wang et al. [21] proposed a novel model PredRNN based on
ConvLSTM. In PredRNN, the core module is spatiotemporal
LSTM which can extract and store both spatial and temporal
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features. Then Wang et al. [22] improved PredRNN and pro-
posed PredRNN++ for Spatiotemporal prediction learning.
PredRNN++ has a new LSTM cell named Casual LSTM
and a Gradient Highway Unit (GHU). GHU provides a fast
passing route for gradients from the outputs to the previous
long term inputs to alleviate the difficulty of gradient propa-
gation in deep models. GHU and Casual LSTM work simul-
taneously to allow the model to capture both short term and
long term temporal features adaptively. The model performs
well on theMovingMNISTDataset andKTHActionDataset.
Bonnet et al. [23] used PredRNN++ to predict the future
sequence of radar echo images for up to one hour lead time
in São Paulo, Brazil. Chen et al. [24] proposed ConvLSTM
layers with a star-shape bridge to transfer features across time
steps. In this method, they also proposed a raining-oriented
loss function and used normalization techniques to improve
the convergence performance of the model. Liu et al. [25]
proposed a spatiotemporal prediction model, namely the
Spatial-Temporal Long Short-Term Memory based on the
self-attentive mechanism (ST-LSTM-SA). The 3D convo-
lution is developed to exploit the short-term spatiotempo-
ral information, and the channel correlation is modeled
by the self-attention mechanism to improve representations
in long-term interaction. Zhang et al. [26] introduced the
self-attention mechanism and an extra memory that saves
global spatiotemporal features into the original Spatiotempo-
ral LSTM (ST-LSTM) to capture both spatial and temporal
global features of radar echo motion. And these units are
stacked to build the radar echo extrapolation network SAST-
Net. Lin et al. [27] extended ConvSLTMwith a self-attention
memory module to generate new spatiotemporal features by
aggregating features from all inputs and memory features
with pairwise similarity scores. Luo et al. [28] proposed a
new pseudo flow spatiotemporal LSTM (PFST-LSTM) cell in
which a spatial storage unit and a position calibration module
were embedded into. And a new sequence-to-sequence pre-
cipitation nowcasting architecture based on the PFST-LSTM
cells was proposed. The experiment results demonstrated
that the PFST-LSTM is superior to the previous models.
Huang et al. [29] proposed the Location-Refining (LR) net-
work. The LR network consists of two networks: a location
network and a refining network. The former predicts rainfall
locations and motion trends, and the latter predicted rainfall
intensity and distribution. To make the model focus more on
the high reflectivity regions, they also proposed a new loss
function which is combined with the F-MSE Loss, Modi-
fied Dice Loss, and Structural Loss. Yu et al. [30] proposed
an axial attention memory module and embedded it into a
standard ConvGRU to develop an axial attentionmemory cas-
caded ConvGRU (ATMConvGRU). The axial attention mem-
ory module can aggregate and embed spatiotemporal features
into a standard ConvGRU. The experiments demonstrated
that ATMConvGRU is effective for forecasting four types of
weather data, including temperature, relative humidity, wind,
and radar echoes.

ConvRNN based methods convert fully connected opera-
tions into convolutional operations to catch the temporal fea-
tures and spatial features simultaneously. The previous works
have shown that the ConvRNN based models outperform
the optical flow based models. However, these ConvRNN
based models are almost optimized by the mean square error
loss. The mean square error loss is good at modeling uni-
modal distribution, while the intensity of real radar images
is multi-modal and skewed, which makes the extrapolated
radar echo images blurring and unrealistic. Moreover, the
ConvRNNs based methods adopt static convolution to catch
the spatial features, which treat the different reflectivities
equally. But, treating high and low echoes equally will make
the model more likely to predict low echoes, because high
echo samples are very rare in real life.

B. GAN BASED METHODS
Generative Adversarial Nets (GAN) train two models at
the same time: a generator model G to generate the data
distribution and a discriminator model D to calculate the
probability that the samples come from the training data
instead of G [31]. However, during the training phase, GAN
often suffers from pattern collapse and failure to converge.
Arjovsky et al. [32] proposed WGAN, a new algorithm that
introduces the Wasserstein distance in the training process.
The Wasserstein distance can theoretically alleviate the gra-
dient vanishing due to its superior smoothness compared to
KL divergence and JS divergence. In the training process,
Wasserstein distance is transformed into an approximate and
solvable form, which is minimized by a discriminator. When
training the generators and discriminators, WGAN differs
from the traditional GAN in four respects. Firstly, the sigmoid
function is removed from the last layer of the discriminators.
Secondly, the loss of the generator and discriminator does not
adopt the log function. Thirdly, the absolute values of the
discriminator parameters are truncated to less than a fixed
constant c after each update of their parameters. Fourthly,
momentum based optimization algorithms are not used dur-
ing the training process. WGAN not only alleviates the
problem of training instability but also provides meaningful
learning curves for debugging and hyperparameter searches.

Currently, many researchers use GAN to solve precip-
itation prediction and radar echo extrapolation problems.
Jing et al. [33] proposed an adversarial extrapolation neural
network named AENN, which is a generative adversarial
model with a conditional generator and two discrimina-
tors including a radar echo frame discriminator and a radar
echo sequence discriminator. The experimental results at 30,
60, and 90 minutes lead time show that AENN achieves
the expected results and outperforms the contemporane-
ous model significantly. Tian et al. [17] proposed a genera-
tive adversarial ConvGRU (GA-ConvGRU) which consists
of a ConvGRU based generator and a CNN based dis-
criminator. The model generated more realistic and accu-
rate radar echo extrapolations, and the results are better
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FIGURE 1. A dynamic convolution layer.

than the images generated by the optical flow method
and ConvGRU. Ravuri et al. [34] proposed a deep genera-
tive model (DGM) for long-term precipitation forecasting,
which was expected to solve the problem of long-term blur-
ring and poor performance when meeting rare heavy rain-
fall. Zheng et al. [18] proposed GAN-argcPreNet v1.0 which
used GAN to overcome the problem of blurred and unre-
alistic radar echo images. In the generator, a gate that
regulates the memory and output was designed in the
argcLSTM to reduce the loss of spatiotemporal information.
The discriminator has two input channels, which can score
more strictly according to the real echo distribution.Then
Zheng et al. [35] designed GAN-argcPredNet v2.0 based
on GAN-argcPredNet v1.0. A Spatiotemporal Information
Changes Prediction (STIC-Prediction) network is designed as
a generator and the discriminator is a Channel-Spatial Convo-
lution (CS-Convolution) network. The discriminator intensi-
fies the discrimination of echo information by strengthening
the spatial information of a single image, which reduces the
loss of important evolutionary information.

Compared with the ConvRNN based methods, GAN based
methods have a ConRNN based generator and a CNN based
discriminator. The discriminator is trained to discriminate
between the generated images and real images and provide
the adversarial loss to help the generator produce more real-
istic images. However, the discriminators of these methods
are trained to give the real image the value of true and
give the generated images the value of false, which can not
evaluate the gap between the real images and the generated
images. This will cause the problem that the generator and
discriminator are not easy to be coordinately trained.

C. DYNAMIC CONVOLUTION
For traditional static convolution, once the training is com-
pleted, the parameters of all convolution kernels are fixed,
which means that all inputs are treated equally by the convo-
lution kernels. Yang et al. [36] argued that most strategies for
increasing the capacity of a CNN based model are increasing
the depth of the model or the number of channels of convolu-
tion layers, which can improve the model performance but
at the cost of high computational complexity. To decrease
the computational complexity, they proposed conditionally

parameterized convolution (CondConv) which learns spe-
cialized convolutional kernels for each example. Replacing
traditional static convolutions with CondConv increases the
size and capacity of a network while maintaining efficient
inference. Inspired by the idea of CondConv, Chen et al. [37]
proposed dynamic convolution. Compared with traditional
convolutions, dynamic convolutions aggregate multiple par-
allel convolution kernels dynamically based on their atten-
tions, which are input dependent. The dynamic convolution
layer is shown in Fig.1. The specific form of Dynamic Con-
volution is shown as follows:

y = f (W̃ T (x)x + b̃) (1)

W̃ T (x) =

K∑
k=1

πk (x)W̃k (2)

b̃(x) =

K∑
k=1

πk (x)b̃k (3)

πk (x) =
exp(zj/τ )∑
j exp(zj/τ )

(4)

s.t.0 ≤ πk (x) ≤ 1,
K∑
k=1

πk (x) = 1 (5)

where f is the activation function; W̃k is the weight of the
k th perceptron. b̃k is the bias of the k th perceptron. πk (x)
is the weight of the k th linear function W̃ T (x)x + b̃ which
varies with the inputs. zj is the output of the second FC layer
of the attention branch in Fig.1; τ is the temperature, and
the output is less sparse as τ increases. K is the number of
kernels. By merging multiple convolutional kernels, dynamic
convolution with the kernel attention mechanism improves
the model’s ability to capture spatial features. Compared
with standard convolution, Dynamic convolution is input-
dependent.

III. METHOD
The aim of radar echo extrapolation is to predict future
radar echo images based on historical radar echo images.
Given a historical radar echo image sequence X1:T =

{X1,X2, · · · ,XT }, we predict the future radar echo image
sequence XT+1:T+L = {XT+1, XT+2,· · · ,XT+L}. The radar
echo extrapolation can be defined as follows:

X̂T+1, · · · , X̂T+L = argmax
XT+1,··· ,XT+L

(XT+1, · · · ,XT+L |

X1, · · · ,XT ) (6)

where T represents the length of the input sequence and L
represents the length of the predicted image sequence.
Radar echo extrapolation is essentially a spatiotemporal

sequence prediction problem, and shares similarities with
video frame prediction [14]. However, there are some differ-
ences between the predicting video frames and extrapolating
radar echo images. There are multiple frames in each second
in video prediction, and the variations between neighboring
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FIGURE 2. The process of our proposed methods. The proposed model is divided into two parts: a DyConvGRU based
forecast module and a U-Net based refinement module. The forecast module predicts the variation of radar echo and it is
trained with WGAN’s training strategy. The refinement module corrects the reflectivities that are predicted by the forecast
module and it is trained with WGAN’s training strategy.

frames are limited. But there are several minutes between
consecutive radar echo images. When confronting strong
convective weather, the variations in adjacent radar echo
images are noticeable. In addition, radar echo extrapolation
has to capture the changes of non-rigid radar echoes and
learn the radar echo generations, accumulations, and dissipa-
tions, which makes it more difficult to obtain accurate radar
reflectivities. As mentioned above, the ConvRNNs based
methods adopt the static convolution to catch the spatial
features. When the training is completed, the parameters of
the models are fixed, and these models treat high reflectiv-
ity regions and low reflectivity regions equally. However,
high reflectivities account for a small part of the total data,
which causes the values of high regions to be underestimated.
To alleviate the underestimation of the radar reflectivities,
a forecast-refinement neural network is proposed. The model
consists of two parts: DyConvGRU based forecast module
and U-Net based refinement module. The dynamic convolu-
tion in DyConvGRU calculates weights based on the varied
radar echo reflectivities in the radar images and applies the
weights to the K convolution kernels, causing the K kernels
to adopt different convolution strategies depending on the dif-
ferent inputs. The refinement module reconstructs the images
generated by DyConvGRU and corrects the reflectivities. The
complete method is shown in Fig.2.

A. DyConvGRU BASED FORECAST MODULE
As mentioned previously, radar echo extrapolation can be
formalized as a spatiotemporal sequence prediction. Con-
vRNNs are suitable for this problem. ConvGRU proposed
by Ballas et al. [38] is one of the variants of ConvRNNs and
its performance has been proved in spatiotemporal sequence

prediction. ConvGRU has two trainable gate units: the update
gate zt and the reset gate rt . The reset gate controls howmuch
of the past knowledge to forget. The update gate controls how
much of the past knowledge needs to be passed along into
the future. These two gates can save information from long
term sequences without being cleared or removed as time
passes. The specific expression form of ConvGRU is shown
as follows:

zt = σ (Wxz ∗ xt +Whz ∗ ht−1) (7)

rt = σ (Wxr ∗ xt +Whr ∗ ht−1) (8)

ĥt = f (Wxh ∗ xt + rt
⊙

(Whj ∗ ht−1)) (9)

ht = (1 − zt )
⊙

ĥt + zt
⊙

ht−1 (10)

where σ is the Sigmoid function; ∗ and
⊙

are convolution
operation and Hadamard product; zt and rt are the update gate
and reset gate; ht−1 and ht are the hidden state at the previous
moment and the current moment; f is an activation function.

As shown in the above equation (7) to (10), ConvGRU
adopts the static convolution operations by inputs and hid-
den states. The original ConvGRU suffers from the same
shortcoming as ConvRNNs which has a poor ability to pre-
dict high reflectivities. DyConvGRU we proposed replaces
the static convolution operations with dynamic convolu-
tional operations that apply the attention mechanism to the
convolutional kernels. The K convolutional kernels make
up each dynamic convolutional unit. An attention module
first extracts k weights{π1, . . . πk} from the input image
x, the K weights are then applied to the k convolutional
kernels{Conv1, . . . ,Convk}, and finally the K convolutional
kernels are aggregated based on the weights to provide the
results of each dynamic convolutional unit. This enables
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FIGURE 3. The encoder-decoder architecture of the forecast module. The
blue blocks are the DownSample layers. The yellow blocks are the
DyConvGRU layers. The green blocks are the UpSample layers. The red
block is the 3D convolution layer.

DyConvGRU to employ different convolution algorithms in
response to reflectivities of varying intensities. The formula
of the DyConvGRU is shown as (11) to (14).

zt = σ (Dy(Wxz, xt ) + Dy(Whz, ht−1)) (11)

rt = σ (Dy(Wxr , xt ) + Dy(Whr , ht−1)) (12)

ĥt = f (Dy(Wxh, xt ) + rt
⊙

Dy(Whj, ht−1)) (13)

ht = (1 − zt )
⊙

ĥt + zt
⊙

ht−1 (14)

where σ is the Sigmoid function; Dy(, ) and
⊙

are the
dynamic convolution operation andHadamard product; zt and
rt are the update gate and reset gate; ht−1 and ht is the hidden
state at the previous moment and the current moment; f is the
activation function which is a tanh activation function in this
study.

The forecast module adopts an Encoder-Decoder archi-
tecture as shown in Fig.3. The encoder comprises three
downsampling layers and three DyConvGRU layers and it
extracts hidden states from previous radar echo images. The
downsampling layer reduces the size of the feature maps
and captures the spatial features by convolutional operation.
DyConvGRU layers learn the spatiotemporal feature of the
radar echo sequences. The decoder uses the hidden states
to forecast future radar echo images and consists of three
upsampling layers, three DyConvGRU layers, and a 3D Con-
volution layer. The upsampling layers increase the size of
feature maps by deconvolution operations.

B. U-NET BASED REFINEMENT MODULE
The refinement module is the other major part of the proposed
model, which aims to correct the value of reflectivities that are
predicted by the forecast module. The refinement module is
based on U-Net [39] which is widely used in medical image
segmentation. And some researchers applied it to predict
short-term precipitation [40], [41], [42], [43]. They feed the
previous observations {X1,X2, . . . ,Xt−1} into the model to
predict the radar echo image X̂t , and then the radar echo
images {X2,X3, . . . ,Xt } are fed into the model to predict the
radar echo images ˆXt+1. They repeat these steps to achieve
extended lead time results. However, there are errors in the
X̂t generated from {X1,X2, . . . ,Xt−1} compared with the real
obviation Xt , and then X̂t is utilized as input to predict the

FIGURE 4. The Encoder-Decoder architecture of the U-Net. It has four
layers. The left side of the model is the encoder which reduces the size of
the image and extracts the low-level image features. The right side of the
U-Net is the decoder which extracts high-level features and restores the
output to its original size.

FIGURE 5. The architecture of the discriminator consists of three dynamic
convolution layers and three fully connected layers. The yellow blocks are
the dynamic convolutional layers and the blue blocks are the fully
connected layers.

following image ˆXt+1, which makes the predictions suffer
from accumulative error as lead time increases. To avoid
introducing the accumulative error caused by the U-Net based
methods and inspired by the image transformation methods
based on GAN [44], U-Net is adopted to correct the value
of high reflectivities instead of predicting radar echo images
directly in this study. When using the U-Net based methods
to predict the future radar echo images, the prediction error
will grow and accumulate exponentially as the extrapolation
goes deeper, and the future frames will be extrapolated by
referring to increasingly unrealistic past frames [15]. U-Net
accepted the images generated by the forecast module one by
one, and then reconstruct these images to corrected images
sequentially. Using this method, we create a one-to-one map-
ping between the images generated by the prediction module
and the images generated by the refinement module, avoiding
the inaccuracies associated with the direct recycling of U-Net
prediction results. The detailed architecture of the U-Net in
the refinement module is shown in Fig.4. The left side of
U-Net is the encoder which reduces the size of the image
and extracts the image features. The right side of U-Net is
the decoder which increases the size of the feature maps.

C. DISCRIMINATORS
In the proposed method, DyConvGRU and U-Net are trained
independently with WGAN’s training strategy. The discrimi-
nators in this work are divided into a temporal discriminator
and a spatial discriminator. These discriminators both consist
of three dynamic convolutional layers and three fully con-
nected layers, as shown in Fig.5. The dynamic convolutional

53254 VOLUME 11, 2023



J. Yao et al.: Forecast-Refinement Neural Network Based on DyConvGRU and U-Net for Radar Echo Extrapolation

layers extract the spatial features and the fully connected
layers decrease the dimensions of the features.

The spatial discriminator has three 2D dynamic convolu-
tion layers and three fully connected layers. In the training
phase of the forecast module, it is trained to distinguish each
generated radar echo image X̂T+6, X̂T+12, X̂T+18,· · · , X̂T+90

from the real radar echo images XT+6, XT+12, XT+18,· · · ,
XT+90, trying to judge the radar echo images generated by
DyConvGRU as fake when the ground truth is judged as real.
In the refinement module training phase, the spatial discrim-
inator is trained to judge the radar echo images generated by
U-Net as fake when the ground truth is judged as real.

The temporal discriminator has three 3D dynamic convo-
lution layers and three fully connected layers. In the forecast
module training phase, it is trained to judge the reality of the
radar echo image sequence X̂T+6:T+90 generated by DyCon-
vGRU, trying to determine whether it is fake while the ground
truth is real. It could assure the temporal consistency of the
whole generated radar echo images in a sequence, which is
a complement of the spatial discriminator when training the
forecast module.

The DyConvGRU is trained with a temporal and spa-
tial discriminator. Following the completion of DyConvGRU
training, the radar echo image is fed into the trained DyCon-
vGRU, and the DyConvGRU prediction result is utilized to
train U-Net with a spatial discriminator. These discriminators
produce the adversarial loss and the DyConvGRU and U-Net
are optimized respectively by combining it with the image
loss. The training process is shown in Fig.2.

D. LOSS FUNCTION
In radar echo images, the high reflectivity indicates heavy
precipitation, so it is important to predict the high reflectivity
regions accurately. However, there is a low percentage of high
reflectivities in the real world. In order to focus more on the
high reflectivity during the training phase, we extended the
weighted loss function which Shi et al. [19] proposed to make
their model pay more attention to heavy precipitation. Our
layering of radar echo reflectivity is more precise, and high
echo locations are given more weight. And we introduced
adversarial loss in weighted loss to help DyConvGRU and
U-Net generate more realistic images. The weighted function
is defined as follows:

weighti,j =



0, 0 ≤ xi,j ≤ 15
1, 15 < xi,j ≤ 30
2, 30 < xi,j ≤ 40
5, 40 < xi,j ≤ 50
10, 50 < xi,j ≤ 55
20, 55 < xi,j ≤ 60
50, 60 < xi,j ≤ 65
90, 65 < xi,j ≤ 70

(15)

where weighti,j and xi,j are the weight and the radar reflectiv-
ity at coordinate (i, j), respectively.

The forecast module includes a DyConvGRU, a temporal
discriminator, and a spatial discriminator, and they are trained
with WGAN’s training strategy. We define the weighted loss
function of each batch of the samples between the real radar
echo images and coarse predicted images as follows:

lossimage = WMAEimage +WMSEimage (16)

WMAEimage =
1
N

N∑
n=1

T∑
t=1

H∑
j=1

W∑
i=1

weightn,t,i,j

∗ (|targetn,t,i,j − outputn,t,i,j|) (17)

WMSEimage =
1
N

N∑
n=1

T∑
t=1

H∑
j=1

W∑
i=1

weightn,t,i,j

∗ (targetn,t,i,j − outputn,t,i,j)2 (18)

where lossimage is the loss of a batch of predicted radar echo
images; N is the batch size; T is the length of the radar echo
image sequence which is predicted by DyConvGRU network;
H and W are the height and width of the radar echo images,
respectively; targetn,t,i,j is the value of real radar echo images;
outputn,t,i,j is the value of the radar echo images predicted by
the DyConvGRU; weightn,t,i,j is the weight which is calcu-
lated according to ground truth at coordinate (n, t, i, j).

In the training phase of the forecast module, the DyCon-
vGRU network is adopted as a generator and it is trained with
a temporal discriminator and a spatial discriminator. The loss
function of the DyConvGRU network is defined as follows:

lossGforecast module = −DT (output) − DS (output)

+ lossimage (19)

where lossimage is the weighted loss of the radar echo images
predicted by the DyConvGRU network; DT and DS are the
temporal discriminator and the spatial discriminator, respec-
tively; output is the radar echo images predicted by the
DyConvGRU network.

The loss function of the discriminators in the forecast
module is defined as follows:

lossDforecast module = DT (output) + DS (output)

− DT (target) − DS (target) (20)

where DT and DS are the temporal discriminator and spatial
discriminator, respectively; output is the radar echo images
generated by the DyConvGRU network; target is the real
radar echo images.

In the refinement module, a U-Net is adopted as the gen-
erator, and a spatial discriminator is used to help to train the
U-Net. The U-Net and the spatial discriminator are trained
with WGAN’s training strategy. The loss function of U-Net
is specified as follows:

lossGrefinement module = −DS (output) + lossimage (21)

where DS is the spatial discriminator, output is the image
generated by the U-Net; lossimage is the radar echo image
weighted loss.
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FIGURE 6. One of the results of the comparative experiments. The radar echo images in the first line are the
input and the ground truth at T+6 min, T+30 min, T+60 min, and T+90 min. The images in the following lines
are the results of Optical flow, ConvLSTM, ConvGRU, SA-ConvLSTM, SA-GRU, GA-ConvGRU, DyConvGRU, and
our proposed model, respectively.

The loss function of the spatial discriminator in the refine-
ment module is

lossDrefinement module = DS (output) − DS (target) (22)

where DS denotes the spatial discriminator, target is the
real radar echo image, and output is the radar echo image
generated by U-Net.

IV. EXPERIMENT
A. DATA
We evaluated our proposed method with a public radar echo
dataset proposed by Chen et al. [24]. The dataset includes
composite reflectivity data collected from the Dual Polar-
ization Weather Surveillance Radar-1988 Doppler Radar
(WSR-88D) located in Pudong, Shanghai, China. The dataset
contains 170,000 radar echo images generated by volume
scans at intervals of approximately 6 minutes from October
2015 to July 2018. To reduce the impact of a large number of
rainless data, the radar echo images whose maximum reflec-
tivity is less than 15dbz were removed. We also filtered out
nonconsecutive frames and apply a stride-1 sliding window to

generate the sequences of continuous radar echo images with
the length of 20. For better training, we scaled the reflectivity
R to the interval [0, 1] by setting R̂ =

R
70 .

B. IMPLEMENTATION DETAILS
The optical flow based method, ConvGRU, ConvLSTM, GA-
ConvGRU, SA-GRU, SA-ConvLSTM, and DyConvGRU
were employed as comparative models in this work. To make
fair comparisons with previous works, we applied almost
the same experimental setting. We trained all models on the
radar echo image dataset for 100 epochs. During the training
process, the mini-batch was set to 16. The parameters of com-
parative models were optimized by the Adam algorithm and
the learning rates are set to 0.0002. For our proposed model,
the parameters of the DyConvGRU network and the U-Net
were optimized by the Adam algorithm and the learning rates
were set to 0.0002 and 0.00005, respectively. The parameters
of the discriminators including the spatial discriminator and
the temporal discriminator were optimized by the RMSporp
algorithm and the learning rates were set to 0.00005. The
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TABLE 1. The CSI, FAR, POD, and HSS of the comparative experiments under the three different thresholds (20dbz, 30dbz, and 40dbz) and at T+30 min,
T+60 min, and T+90 min, respectively. Bold values are the best results, underlined values are the second best results.

parameters of the discriminators were truncated to the range
from -0.01 to 0.01 after each update of their parameters. All
experiments were implemented by PyTorch and ran on an
NVIDIA TITAN RTX GPU.

C. EVALUATION METRICS
In the experiment, we used five radar echo images as input
to predict the next fifteen radar echo images. To evaluate the
performance of the models, we adopted four widely utilized
metrics, namely Critical Success Index (CSI), Probability
of Detection (POD), False Alarm Rate(FAR), and Heidke
Skill Score (HSS). The higher POD, CSI, HSS, and lower
FAR indicate better prediction accuracy. To calculate the
metrics, the radar echo images were changed to binary maps
according to a threshold τ . If the reflectivity is larger than the
threshold, the value is set to true, otherwise, the value is set
to false. By doing so, the predicted radar echo images and
the ground truth are both transformed into a binary matrix,
respectively. With the two matrices, we can calculate the

true positive (TP), false negative (FN), true negative (TN),
and false positive (FP). Since it is important to show the
model performance for different levels of radar reflectivities,
we considered three thresholds which are the reflectivity
20dbz, 30dbz, and 40dbz. The definition of POD, FAR, CSI,
and HSS are as follows:

CSI =
TP

TP+ FP+ FN
(23)

POD =
TP

TP+ FN
(24)

FAR =
FP

TP+ FP
(25)

HSS =
FN × TN − FN × FP

(TP+ FN )2 + (TP+ FP) × (FP+ FN )
(26)

where TP denotes the number of true positive predictions
(prediction is true and ground truth is true), FP indicates
the number of false positive predictions (prediction is true
and ground truth is false), TN is the number of true negative
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TABLE 2. The CSI, FAR, POD, and HSS of the ablation experiments under the three thresholds (20dbz, 30dbz, and 40dbz) and at the three moments
(T+30 min, T+60 min, and T+90 min). Bold values are the best results, underlined values are the second best results. In this table, W represents that the
model is trained with WGAN’s training strategy, and R represents the model with the refinement module.

predictions (prediction is false and ground truth is false),
and FN represents the number of false negative predictions
(prediction is false and ground truth is true).

D. RESULTS AND ANALYSIS
1) COMPARATIVE EXPERIMENTS
We randomly chose 40 sequences of radar echo images to
evaluate the models and calculated the evaluation metrics.
Table 1 shows the experimental results of our proposedmodel
and other models. Besides, Fig.6 presents a relatively simple
and intuitive example, which compared our proposed method
with other approaches. From this experiment, it can be con-
cluded as follows:

The main advantage of the proposed model can be shown
in the prediction of high reflectivity regions. Compared with
other methods, the proposed model obtains the highest CSI,
HSS, and POD. And CSI and POD are improved signifi-
cantly when the threshold is 40dbz. For FAR, our proposed
model obtains the lowest score when the threshold is 20dbz
and 30dbz and obtains the second-lowest score when the
threshold is 40dbz. According to Fig.6, the optical flow based
method can capture the trend of cloud motion in the radar
echo images but has a poor ability to predict the variation such
as the dissipation. At T+30 min and T+60 min, ConvLSTM,
ConvGRU, SA-ConvLSTM, SA-GRU, and GA-ConvGRU
underestimate the value of the regions which are chosen

by rectangles. At T+90 min, compare with other models,
our proposed model can preserve the higher spatial simi-
larity with ground truth and improve the prediction further-
more. In conclusion, compared with other models, our model
can not only predict the motion of the cloud and the high
reflectivity regions with a long lead time but also retains the
details of the radar echo images.

2) ABLATION STUDY
To further illustrate the influence of the dynamic convo-
lution, the refinement module, and the WGAN’s training
strategy, the ablation experiments were conducted to validate
the performance of the model with the dynamic convolution,
the refinement module, and the WGAN’s training strategy,
respectively. Tabel 2 shows the experimental results of these
models. Here, DyConvGRU represents the ConvGRU with
dynamic convolutions, W represents that the model is trained
with WGAN’s training strategy, and R represents the model
with the refinement module. For the convenience of reading,
DyConvGRU which is trained with WGAN’s training strat-
egy is denoted as WGA-DyConvGRU. Similarly, we plotted
the visualization results of a sample in Fig.7. We can obtain
the following conclusions:

Firstly, dynamic convolution is helpful to improve the pre-
diction of those high echo reflectivity regions. By comparing
the evaluation metric on the ConvGRU and DyConvGRU,
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FIGURE 7. One of the results for ablation experiments. The radar echo images in the first line denote the input
and the ground truth radar echo images at T+6 min, T+30min, T+60 min, and T+90 min, respectively. The
images in the following lines are the corresponding prediction results of ConvGRU, DyConvGRU,
DyCnovGRU+W, DyConvGRU+R, and DyConvGRU+W+R, respectively. In this figure, W represents that the
model is trained with WGAN’s training strategy, and R represents the model with the refinement module.

we find that DyConvGRU has a better CSI and POD. For
FAR and HSS, DyConvGRU obtains better scores except
when the threshold is 40dbz at T+90 min. It means that the
introduction of dynamic convolution contributes to improv-
ing the performance of prediction. From Fig.7, we observe
that DyConvGRU generates a wider region with a higher
value (yellow and red parts), which implies that dynamic
Convolution can enhance the performance for the high region
prediction.

Secondly, WGAN’s training strategy is helpful to improve
the model’s ability to produce the shape details of radar
echo images. According to Fig.7, we notice that the radar
echo images generated by the models trained with WGAN’s
training strategy can produce more details that are marked
by a rectangle. It means that WGAN’s training strategy con-
tributes to improving the details of the radar echo images.
In Table 2, Compared with DyConvGRU, the evaluation of
WGA-DyConvGRU had little improvements and was even
worse in some cases. However, compared with DyConvGRU
with a refinement module, WGA-DyConvGRUwith a refine-
ment module has a higher CSI and POD in most cases, which
means that adopting the WGAN’s training strategy to train
the DyConvGRU can help the refinement module correct the
value of the rada echo images.

Thirdly, the refinement module is helpful to correct the val-
ues of the radar reflectivities. As Table 2 shows, DyConvGRU
with a refinement module and WGA-DyConvGRU with a
refinement module are better than the model without the

TABLE 3. The CSI and POD of the loss function experiments under the
thresholds of 40dbz.

refinement models among all the measure indexes. It means
that the introduction of the refinement module contributes to
improving the performance of prediction, especially in the
reflectivity regions.

Fourthly, by integrating dynamic convolution, refinement
module, andWGAN’s training strategy, the proposed method
has further improved especially for the prediction in the
position with a high reflectivity value. According to Fig.7,
the proposed model produces wider yellow and red regions
which means that it has a high probability of heavy rain-
fall. Table 2 shows the advantage of our model. As Table 2
shows, the proposed method which integrates dynamic con-
volution, refinement module, and WGAN’s training strategy
is better than ConvGRU among all the measure indexes and
thresholds.
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3) LOSS FUNCTION STUDY
We trained DyConvGRU usingMSE+MAE, the original loss
function, and our suggested loss function with weights to
better understand the role of our proposed loss function with
weights. Meanwhile, at a threshold of 40 dbz, we calculated
CSI and POD, and the results are shown in Table 3. According
to Table 3, our proposed loss functions produce the greatest
outcomes in both experiments. The defect that the high echo
reflectivity accounts for a small percentage of the sample is
compensated by stratifying the radar echo reflectivity more
accurately and giving more weight to the high echo regions,
allowing the model to better capture the characteristics of the
high echo region in the sample.

V. CONCLUSION
In this paper, a forecast-refinement neural network based on
DyConvGRU andU-Net is proposed to extrapolate radar echo
images. It alleviates the problem that the high reflectivities
fade as the lead time increase by introducing dynamic con-
volution, refinement module, and WGAN’s training strategy.
The proposed DyConvGRU which integrates dynamic con-
volution and ConvGRU uses multiple convolution strategies
for different inputs and captures more information on high
reflectivity regions in radar echo images than traditional con-
volution. But we found that the details of the results are lost.
To predict the details of the radar echo images, the WGAN’s
training strategy is adopted in the training process of the fore-
cast module. Then a forecast-refinement architecture is used
in our model. The forecast module predicts future radar echo
images based on the given observations and the refinement
module is used to reconstruct the forecast results to correct
the values of high reflectivities. The combination of these can
enhance the accuracy of radar echo extrapolation, especially
in high reflectivity regions. This work contributes to the
prevention of natural disasters caused by convective weather.
However, instead of end-to-end prediction, the method pro-
posed in this paper runs prediction and refinement in two
steps. Our loss function gives higher weights to the high echo
region, which makes our model less effective for the low echo
region. Although our method obtains higher CSI and POD
but also has a higher FAR. In future work, we will combine
prediction and refining into one procedure and use radar echo
images to estimate precipitation distribution directly.
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