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ABSTRACT Aftected by the COVID-19 epidemic, financial regulators urgently need to establish a sensitive
and scientific financial risk pre-alarm system that is suitable for the economic environment under the
COVID-19 epidemic. The perfect pre-alarm system is based on in-depth scientific theoretical research, so it
is of great practical significance to study the financial security assessment and systemic financial risk pre-
alarm. The accumulation of massive data puts forward higher requirements for the effective organization
and management of financial information. How to quickly extract effective information and analyze and
predict it effectively on the basis of data has become an important issue in academic and industrial research.
Exploring the nature of financial markets, analyzing and mastering the potential development rules between
data not only provide effective technical support for financial management and investment business, but also
play a pivotal role in promoting the steady growth of financial markets. This article proposes a financial risk
pre-alarm model based on deep learning (DL). This model can detect the financial risk behaviors brought by
a few people, and provides a new theory and method for the financial risk management (FRM) system. This
algorithm solves the difficulties that traditional models are difficult to deal with highly nonlinear models and
lack of adaptive ability.

INDEX TERMS Financial risks, deep learning, financial information, risk warning.

I. INTRODUCTION
Due to the progress of social economy, the financial mar-

financial markets [3]. Economic development cannot be sep-
arated from financial support, which needs a good financial

ket has become an important part of the national economy
and an important embodiment of the country’s competitive
strength [1]. The accumulation of massive data puts forward
higher requirements for the effective organization and man-
agement of financial information. How to quickly extract
effective information and analyze and predict it effectively on
the basis of data has become an important issue in academic
and industrial research [2]. Exploring the nature of financial
markets, analyzing and mastering the potential development
rules between data not only provide effective technical sup-
port for financial management and investment business, but
also play a pivotal role in promoting the steady growth of
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ecosystem. Improving the financial ecosystem is an important
guarantee for the sustainable and healthy expand of the finan-
cial industry, and it can also effectively prevent and resolve
financial risks [4].

Financial institutions should lay stress on the construction
of financial ecosystem, and solve the shortcomings in the con-
struction of financial ecosystem through effective strategies,
so as to make the financial industry develop more scientif-
ically and reasonably, and thus make the Internet financial
economy achieve stable, regular and harmonious develop-
ment [5]. Finance is the core of modern market economy.
It permeates all fields, all levels, all kinds of economic sub-
jects and all kinds of economic processes of the national
economy, and at the same time, it is strongly influenced by
all fields, all levels, all kinds of economic subjects and all
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kinds of economic processes of the national economy [6].
Financial information is the most intuitive form of market
performance, and it is often used to mine the laws behind
the market. In practice, a large number of financial infor-
mation are arranged in chronological order, so the analysis
of financial market is actually the analysis of time series
data [7]. Deep neural network (DNN) has strong learning
ability, and its technology development has deeply influenced
many fields, and it has achieved success in more and more
fields.

Although the traditional data analysis method has obvious
effect in small data volume, it has poor analysis effect for a
large number of non-stationary data, and it is difficult to find
the hidden rules between data. DL technology can learn the
rules between data from a large number of data, and at the
same time can classify and predict the data [8]. It is the core
of modern financial economy, and the financial ecosystem
is an important factor to promote financial development.
Constructing a good financial ecosystem is of great practical
significance to promote the expand of modern economy. The
Internet not only has the corresponding technical platform,
but also has the characteristics of the connection function
given by the complete architecture, so that it can be free from
the constraints of time, space and region. Compared with
the traditional industry, its coverage range and transmission
speed have increased. Statistically speaking, any estimation
and forecast can’t be 100% accurate, so it is necessary to
describe the uncertainty of estimation and forecast [9].

Il. RELATED WORK

At present, we design and adjust a variety of DL models,
and forecast the market of products including stocks, futures
and securities. Huang J et al., by constructing a compre-
hensive index system and applying certain empirical means,
synthesized all the indexes that can fully reflect the financial
risks into a single index, and analyzed and evaluated the
dynamic financial security situation in China by observing
the changes of the index [10]. Liang et al. described the
position of financial technology in the field, and summa-
rized the latest technologies in wealth management, risk
management, financial security, financial consulting and so
on [11]. However, in the actual use process, investors need
to study some basic attributes of the company, such as com-
pany size, asset accumulation and profitability. Dai et al.
used financial information and macroeconomic data as fore-
casting indicators, and combined quantitative analysis with
traditional fundamental analysis to forecast the short-term
financial performance [12]. Only developed a nonlinear trans-
formation method, which greatly improved the speed of
learning algorithm, and thus helped to find a better gener-
alized classifier [13]. Yoshikawa and Goda developed a fast
and extensible discriminant algorithm, which can be used in
natural language analysis. It can get performance only by
using a few basic text features, and it is not much different
from the existing performance, and greatly improves the
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speed [14]. Anton made an empirical comparison between
ARIMA, a traditional time series model, and mainstream ML
models including logistic regression, multi-layer perceptron,
support vector machine and self-encoder. The results show
that ML has better prediction accuracy than traditional mod-
els [15]. Bento et al. used recursive RNN and long-short
memory network LSTM to predict the correlation coefficient
of stock price. Recursive DNN has a strong dependence on
time, and when the time interval is long, the RNN network is
prone to gradient disappearance. LSTM network can connect
large time intervals without losing information, and its long-
term time-dependent prediction property is enhanced [16].
Adosoglou et al. discussed the feasibility of short-term stock
price prediction by DNN, RNN and LSTM in stock price
prediction, and proved that the prediction effect of LSTM
network is better than the first two [17]. Sun et al. put forward
an improved Deep Belief Network (DBN) to model and ana-
lyze the data, and use its ascending, descending and irregular
curves for training, and then predict and screen the financial
information with the trained data [18]. Ribeiro et al. predicted
the stock index and futures price with high frequency, and
designed a specific trading strategy based on this forecasting
method. The experiment achieved remarkable results [19].

Traditional econometric models or models with param-
eters have no ability to analyze and model complex,
high-dimensional and noisy financial market data series, and
traditional DNN methods can’t accurately analyze and model
such complex data series. At the same time, traditional ML
methods rely heavily on the subjective design of modelers,
which easily leads to model risks. Combining with the charac-
teristics of traditional financial risk pre-alarm system, in order
to better assist investors in evaluating and making financial
information decisions, this article puts forward the need to
build a reliable and effective financial information forecasting
model. On the basis of financial risk pre-alarm, it integrates
DL algorithm to analyze financial information, and completes
the financial risk pre-alarm system based on DL.

lll. METHODOLOGY

A. APPLICATION OF DL IN FRM

Risk is the inherent attribute of financial activities. For exam-
ple, from the perspective of internal and external causes of
risk, there are conventional risks such as credit risk, liquidity
risk and operational risk in the financial system. If these risks
are not handled properly, they will become endogenous fac-
tors of financial systemic risks. The financial industry mainly
deals with money and credit. From an economic point of view,
credit is the act of transferring goods or funds on the condition
of repaying principal and interest. In the later period of market
economy, with the gradual prosperity of modern banking
and the shrinking of commercial credit business, bank credit
emerged and became the most important form of credit in
modern economic exchanges, and the credit relationship has
the characteristics of fragility. Once the credit chain breaks,
the credit risk or liquidity risk increases, which leads to chain
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reaction, which may eventually lead to financial crisis. The
continuous growth of finance technology brings opportunities
to the field of FRM, while DL is also facing many challenges
in the field of FRM.

In the stage of continuous accumulation of financial risks,
itis likely that financial crisis will eventually form, which will
have a very serious impact on the expand of social economy.
Therefore, the construction of financial ecosystem can not
only promote the stable progress of financial industry, but
also greatly promote the stable expand of the country and
society. The construction of the financial ecosystem can make
the Internet financial economy develop more scientifically
and reasonably, thus realizing the sustainable expand of the
financial economy, promoting the more regular expand of
the financial economy and making the financial industry
develop steadily. The application of DL not only promotes the
improvement of forecasting methods in this field. Systemic
financial risk refers to the crisis situation of one or several
important financial institutions, which causes violent shocks
of other financial institutions through the interconnection
between financial institutions, and then produces substantial
negative effects on the wider economic operation [20]. There-
fore, the theory of financial systemic risk not only studies
the causes of risks, but also studies the contagion mechanism
of financial risks. The network architecture and algorithm
training stage of financial prediction system are shown in
Figure 1.

W

FIGURE 1. Network architecture and algorithm training stage of financial
risk prediction system.

In the financial industry, due to the information asymme-
try between borrowers and lenders, the fluctuation of the
real economy will be amplified by financial instruments and
financial products, resulting in overreaction. The mechanism
of financial systemic risk is complex, and financial micro-
subjects’ business activities and macro-policies may directly
or indirectly cause financial systemic risk from different
aspects [21].

B. FINANCIAL RISK PRE-ALARM MODEL BASED ON DL

In the modern economic system, the financial system has
gradually become a system that operates independently of
the real economy, and the changing trend of capital and
asset prices has gradually deviated from the basic aspects of
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macro-economy. The change of asset price is becoming more
and more independent, and it has become an independent
source of fluctuation and formed its unique law of movement.
If the profit margin of the project invested by the borrower
with the borrowed funds increases, it will further stimulate
the scale of the borrower’s loan demand, and as a result,
the proportion of bank assets exposed to risks will further
increase, and at the same time, there will be hidden financial
systemic risks. When the market price drops, the price of
collateral decreases, the available loan scale decreases, and
the borrower can only reduce the investment scale and social
financing scale. DL aims to learn multi-level representations
from data, and higher levels can represent more abstract
concepts [22].

This process will make the final output value consistent
with the expected value through the alternation of two trans-
mission modes, thus ensuring the correctness of the network
output. The input variable, hidden layer variable and output
variable are x,y, z, respectively. When the input layer is
connected to the hidden layer, the weight value is wj;, and
the transfer function is:

1
f&x)= Tro= (nH

X

When the hidden layer is connected to the output layer, the
weight is wyj, and the transfer function is linear. The variable
output value calculation formula of the hidden layer node in
DNN is:

Vj =f(z Wi — 9,) ©)

Type, 6; is the threshold of the j unit of the hidden layer, set:
net; = wjix; — 9]' 3)

The calculation formula of the variable output value of the
node is:

Vi =f(Z Wy — 0,) “

where 0; is the threshold of 7 unit in the output layer. Set:
net; = wyy; — 0 (5)

The DNN calculation rule is that the network weights and
thresholds should be calculated along the negative gradient
direction, which is the fastest decreasing direction of the
transfer function:

X1 = Xk + (—8k) X ag (6)

where xj represents the matrix of weights and thresholds,
—gk represents the negative gradient of the function, and
oy, represents the learning rate of the model.

The assessment of investment project risk by DNNrequires
a certain quantity of known samples as training sets to train
the neural network, and then the project to be evaluated can
be evaluated. The training sample set is generally author-
itative assessment results with high credibility, which can
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be obtained by experts’ assessment of the actual operation
results of a few typical Internet financial investment projects.
For the project to be evaluated, as long as the experts give the
value of each risk index, the DNN assessment system can be
used for comprehensive risk assessment, and the assessment
score is given by the output layer. DNN has strong recognition
and classification ability, so DNN plays its great superiority
and vitality in function approximation, pattern recognition,
classification and data compression. Then, the sample data to
be predicted or tested is input into the model, and the data
judgment result is obtained. The principle of DNN is shown
in Figure 1.

Input data

BP algorithm /} ********* \r/"’ J{cvm‘sc regulation
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FIGURE 2. DNN principle.

The traditional mathematical statistics method can well
calculate the error and correlation between data with a small
amount of data. With the rapid growth of financial market,
more and more data need to be processed, and a large number
of data contain invalid redundant data. The low investment
of enterprises leads to low income, low capital and further
low investment, and the vicious circle will eventually lead to
economic depression. If banks try to sell their risky assets in
order to meet the liquidity needs of depositors, which leads
to the reduction of loan scale, the bank’s selling of assets will
also lead to the decline of asset prices, which in turn will lead
to the spread of financial risks.

In this DNN, an automatic stack de-noising encoder is used
for unsupervised pre-training, the weights are adjusted layer
by layer, and then the DNN is fine-tuned in a supervised way,
and a dropout layer is connected after each hidden layer. The
parameters to be determined in the pre-training stage are the
weight matrix and the deviation in each denoising automatic
encoder. The purpose of pre-training is to find the distributed
representation of data, which can explain the changes in the
data and amplify those changes that play a key role in clas-
sification. Through a series of nonlinear transformations, the
pre-training process can create a feature detection layer, avoid
the error information from spreading in multilayer networks,
and help to overcome the problem of gradient disappearance.
Two classical implementations of pre-training are deep con-
fidence network and stack denoising automatic encoder [23].
Both strategies minimize the log likelihood of the generated
model, so they usually show similar performance.

After training with training data sets, ML can per-
form classification tasks. However, the training data may
lack representativeness, which will affect the classification
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performance of ML. Distributed representation can adapt to
the lack of representativeness of training data [24]. Taking the
classification of traders as an example, traders show different
trading styles, that is, using different strategies and following

different stop-loss rules. Let the time series be x1, x3, . . ., and
the moving average method can be expressed as:
Fiy1 =0 +x-1+ ... x-ng1) /N @)
Further deduced as:
] t
Fra=+ 2 % ®)

t—N+1

where: x; is the latest observed value and F; 1 is the predicted
value of the next period. In order to calculate the moving
average, there must be N past values. After finishing, the cal-
culation formula of moving average method can be simplified
as follows:

Xt Xt—N

Fiy1=——

HE oy N

Assuming that there is no x;_y value, the (t — N) period

value in the formula can be replaced by an approximate value.

Using the predicted value F; of the previous period instead of
if the data is stable, this is an acceptable approximation:

+F ©))

Xt Xt—N

Fiy1 = NN +F (10)
Become:
Fn=2 24, (11
N N
Namely:

1 1
Fip1 = (]V) X+ (1 - 17) Fy (12)

Because N is a positive number greater than zero
between 0 and 1. If a is used instead of 1%, then:

,]ivis

Froy=ax+(-a)F; 13)

This method does not need to store all historical data, so it
can greatly reduce the problem of data storage. Sometimes,
only one latest observed value, the latest predicted value
and the value can be used to predict the financial risk.

Traditional financial analysis methods are difficult to get
the key features among all data, but all the data have strong
local features, which often make it difficult for users to judge
the market and make decisions, thus affecting users to analyze
the current industry features from a large amount of data [25].
When the asset price rises, the issue price of direct financing
will rise, the market liquidity will be quite sufficient, and
borrowers can also get larger-scale financing. When the asset
price falls, the market liquidity will decrease, the difficulty
of direct financing of market participants will increase, and
the decrease of investment will be accompanied by a large
number of default events, and the risk will further spread.

78055



IEEE Access

P. Du, H. Shu: Design and Implementation of China Financial Risk Monitoring and Early Warning System

IV. RESULT ANALYSIS AND DISCUSSION
According to the theory of financial instability, the fragility
of financial market and speculative investment bubble are
caused by the inherent attributes of financial market. When
the economy is in the boom stage, it is relatively easy for
investors to take certain risks to make profits, and at the same
time, they will neglect or underestimate the financial risks.
If the profits exceed the capital scale required to repay the
principal, it will stimulate investment to generate speculative
psychology. Once the debt scale exceeds the amount that the
debtor’s income can repay, the financial crisis will follow.
The form of financial development is constantly innovat-
ing, among which Internet finance has become the darling
of the new generation, and more and more people are begin-
ning to invest in the Internet, mainly because the Internet
has brought a series of conveniences to everyone’s work.
However, the Internet financial platform also has certain
financial risks. As a new form of financial platform, it devel-
ops rapidly, so that the regulatory authorities have not worked
out effective management measures and supervision mech-
anisms. In this paper, 30 sample platforms are selected for
verification and analysis. Compared with the traditional sys-
temic risk pre-alarm model, DL model, based on the theory
of artificial intelligence, has the advantage of strong ability
to deal with nonlinear problems, and the application scope
of pre-alarm model can be expanded. DL technology has
strong data nonlinear approximation ability and self-learning
ability, which can retain the original data characteristics as
much as possible and simulate and predict complex nonlin-
ear phenomena well. The data set used in the experiment
contains 10 years of real trading data, which includes more
than 30 million transactions of 30,000 traders. Data outlier
removal processing is shown in Figure 3.
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FIGURE 3. Data outlier removal processing.

In DNN, information needs to be adjusted, instead of neu-
rons changing, the connections between neurons will change,
that is, the weights will change, and information is widely
distributed in these connections. Because DNN has a high
degree of fault tolerance and the ability to perform com-
plex calculations, this makes the DNN model adapt to more
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complex environments, and at the same time, it can produce
infinite changes.

Financial risks mainly come from information asymme-
try. The main task of financial institutions or informa-
tion intermediaries is to help customers reduce information
asymmetry. If it doesn’t reduce the information asymmetry,
it won’t actually create value for customers, its business can’t
be sustained, and the organization can’t develop healthily.
DL searches for nonlinear factors through the combination
of factors based on characteristics to realize prediction, and
its essence is to find the computational mathematical method
of mapping function among them through observed data.
Compare the DNN output data with the real financial risk
data, as shown in Figure 4.
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0.78
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0.7

20 100 180 260 340 420 500 580 660 740 820
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FIGURE 4. DNN learning results.

It is not difficult to see that the result of DNN learning
is convergent, and it can approximate the original data well,
so it has the basis for forecasting financial information. Every
operation, that is, the digital signal is conducted through
the input layer and guided to the hidden layer. The biggest
function of the hidden layer is the operation, and the most
complicated operation can be obtained at this level. After that,
the hidden layer outputs the calculation result through the
output layer, if there is too big error between the final result
and the expected result. The result of this operation will in
turn be directed to the hidden layer through the output layer,
and the hidden layer will decompose the operation result and
restore the original signal, which will be corrected by each
unit. After that, the data is imported into the input layer, and
the whole operation process for the first time is started again,
until the result of the whole operation process is satisfactory.
Under the information-based financial mode, the precision
of different financial risk early-warning algorithms in smart
sharing financial management is shown in Figure 5.

By introducing the zero-mean normal prior distribution,
the model achieves the same effect as adding the regular term
to the error function of DNN model, thus avoiding the over-
fitting problem when modeling small data sets. Furthermore,
the uncertainty of model estimation and prediction can be
evaluated by the form of parameter posterior distribution and
prediction distribution, thus making the model results more
abundant. The system analyzes the data from multiple levels,
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FIGURE 5. Prediction accuracy of different algorithms in smart financial
management.

and at the same time has the ability to analyze the time
series of indicators, so that supervisors can not only grasp the
overall situation of regional monitoring data from a macro
perspective, but also trace the key financial indicators in the
whole life cycle from a micro perspective. Comparing the
recall rate and average absolute error between the financial
risk identification model in this article and SVM, the results
are shown in Figure 6 and Figure 7.
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FIGURE 6. Accuracy comparison.

DNN can not only perfectly match the learned examples in
the prediction of Internet financial data, but also perform well
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FIGURE 7. Comparison of average absolute error.

in the short-term rolling prediction of series. As a nonlinear
system with large-scale parallel processing, DNN is mod-
eled according to the intrinsic relationship of data itself, and
has good adaptability, self-learning ability and strong anti-
interference ability, so it can achieve satisfactory results in
short-term prediction of series. The financial monitoring and
pre-alarm system has the ability to import all statements in
batches at one time by institution. In this stage, the system
will automatically complete the forms check, compliance
check, index split, data warehousing and other work, and the
whole process does not need manual participation, with a high
degree of automation.

DNN is mainly constructed according to the quantity of
layers of neural network. It is a nonlinear mapping, and
the transmission path is a process from low transmission to
high transmission. The final conclusion of the model depends
on the sample set to a certain extent. Therefore, the selec-
tion of sample sampling technology is very important for
the successful establishment of a suitable Internet financial
investment assessment model. The change of network is
reflected by the change of network connection weight, while
the change of numerical value is determined by the learning
law of processing unit. Economic development and financial
reform put forward urgent requirements for the construc-
tion of pre-alarm system of financial institutions’ operational
risks. Improving the financial ecosystem can effectively pro-
mote the reform of the financial system.

V. CONCLUSION

The application of DL in the financial risk pre-alarm system
aims at integrating the data, information and policymaking in
the market through big data, ML and DL, and realizing the
intelligent correlation between data, assisting users to extract
the key features between data, avoiding market risks and
improving work efficiency and investment ability. In this arti-
cle, a DL-based financial risk pre-alarm model is proposed.
By introducing the zero-mean normal prior distribution, the
over-fitting problem in modeling small data sets is avoided.
The real data set is used to evaluate the performance of the
proposed model, and the test results show that the proposed
model has high prediction accuracy. According to the test
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case analysis results of the financial risk pre-alarm system
and the comparison of the actual function realization of the
system, it can be found that the financial risk pre-alarm
system can meet the actual needs of users, and for each part
of the financial risk pre-alarm system, it basically meets the
work needs of relevant users. If we want to use DL model
reasonably, we need to correctly understand the application
of DL in financial system, improve the principles and pro-
cedures of model program design, and try our best to reduce
the probability of program errors. Secondly, it is necessary
to improve the application system of DL, formulate relevant
maintenance technical measures and manpower measures,
introduce and train talents in corresponding fields, and speed
up the transformation.
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