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ABSTRACT Flip-flop P systems with proteins are a bio-inspired variant of cell-like P systems in membrane
computing, where proteins can control the execution of rules. In this work, firstly, in order to simulate the
fact that the execution time of biochemical reactions is uncertain, considering time-freeness, we therefore
construct a novel variant, namely timed flip-flop P systems with proteins, where the protein on each
membrane only has two types of working states, and such a system runs under the time-freeness mode;
secondly, we study the computation power of this variant, and it is shown that a system with only one
membrane and a maximum rule length of 4 is Turing universal; moreover, based on the variant, a solution
to the SAT problem is obtained by the constructed system in polynomial time. Our work indicates that
the constructed variant with time-freeness can still solve the SAT problem in feasible time. Because time-
freeness of rules is employed, the variant may be more suitable for particular applications.

INDEX TERMS P system, protein, university, SAT , time-freeness.

I. INTRODUCTION
Membrane computing, which is inspired from processing of
energy and information in biological cells, was conceived by
G. Păun in 1998. The models based on membrane computing
are called P systems, and the official article emerged in
2000 [1]. Living cells are of small sizes and strong self-
repair abilities. In theory, a computing device based on
biological reality also has many desirable characteristics,
such as small size, excellent reliability, strong fault tolerance,
and outstanding parallel computing capability. Computing
based on biological reality can provide new tools for
manipulating information and simulating biological systems,
which leads many scholars to explore this field. By applying
DNA molecules and some biochemical reaction operations,
Professor Adleman successfully solved the Hamiltonian path
problem with 7 vertices in a tube [2]. Recently, inspired by
spiking neural systems, Kaushik Roy and other scientists
published important research results in Nature [3], proposing
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a new type of neural computing system from the perspective
of biological computing, and studied the algorithm design
and hardware realization of the system. Currently, membrane
computing is attracting widespread attention from scholars in
various fields, including computer scientists, biologists, and
mathematicians. Currently, a variety of membrane systems
are Turing universal [4], [5], [6], [7], [8], [9]. Relative to
computational efficiency, various variants are applied to solve
NP-hard problems, such as the SAT problem [10], [11],
vertex cover problem [12] and the 3-coloring problem [13],
[14]. In addition, arithmetic operations [15], [16] and logical
expressions [17] have been solved theoretically. Inspired
by biochemical reactions, a number of variants have been
proposed [18], [19], [20], [21]. Moreover, optimization
problems [22], [23], fault diagnosis [24] and artificial
intelligence [25] can also be deployed by P systems.
Additionally, one can refer to recently published books on
real-life applications [26], [27]. More recent research results
and information of this area can be viewed on the website
http://ppage.psystems.eu/, and one can refer to recent review
articles (e.g., [28]).
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It is known that biochemical reactions may be controlled
by proteins on membranes and therefore A. Păun proposed a
novel variant, namely P systems with proteins on membranes
(PPM systems, for short) [29]; where, proteins are placed
on membranes, and objects may exist in corresponding
membranes. Notably, proteins can be applied to govern
substance evolution, which coincides with the biological fact
from the biological point of view. In addition, importantly,
PPM systems use only one copy of protein and object
when a rule is applied. Although the variant has been
proposed several years ago, the existing research results of
PPM systems are still relatively limited. In [30], the system
constructed with one membrane was proved computationally
universal. Additionally, when division rule is applied, such
P systems can solve the SAT problem [31], [32]. In [33],
proteins were introduced into active membranes, where
rules are guided by proteins and polarizations. However,
relative to these results, the application of rules being
used must stop running in a unit time. Nevertheless,
biological system is highly robust. Hence, it is necessary
to build membrane systems with fault tolerance. Namely,
the constructed P systems can work independently from
execution time of rules. As far as time-free is concerned,
the approach was proposed in [34]. Recently, relative to NP-
complete problems, some results have been obtained with
time-freeness [35], [36].

In [37], time-freeness was introduced into PPM systems;
nevertheless, the protein on a membrane may have a variety
of working states; that is, there is no restriction on the
number of proteins. With further study of PPM, there
may be a variety of proteins on a membrane; however, for
each protein, the working states of each protein are finite.
A noteworthy feature of such system is the structure of cell-
like P systems [1]. Based on the biological reality, some
scholars have proposed flip-flop P systems with proteins on
membranes (FPPM, for short), where there are only two
working states for each protein, e.g., from p to p′ or back.
Therefore, its working mode is similar to a trigger. In [38]
and [39], its computational universality was studied; however,
under time-freeness, the research on computational property
ofFPPM has not been involved; hence, in our work, wewill
introduce time-freeness into FPPM, namely, timed flip-
flop P systems with proteins on membranes (T FPPM sys-
tems, for short), thereby constructing a robust computational
system that would not be influenced by the execution time of
rules.

The main contributions of this article are the following
aspects.

(i) A novel variant (T FPPM systems) is established,
where the computing result is irrelevant to the execution time
of each rule. Hence, this variant indicates the robustness of
biochemical reactions.

(ii) The university is explored for generating numbers.
We obtain the result that only one membrane and a maximum
rule length of 4 is Turing universal even running with time-
freeness and limited rule types.

(iii) The SAT problem is considered to explore its com-
putational efficiency. In our research, owing to membrane
division, we obtained the uniform solution of anNP-complete
problem.

(iv) The variant can better reflect the uncontrollability
of rules execution time, thus a more robust system is
constructed; therefore, in the sense that this variant may be
more suitable for particular applications.

This paper will be written as the following structure.
First, we introduce some foundations related to this article.
In section III, the variant T FPPM is established. Next, the
computational power of the variant is explored to generate
numbers. In section V, T FPPM is employed to solve
the SAT ; particularly, the efficiency and feasibility of
T FPPM are demonstrated by one example in section VI.
In the end, some conclusions are presented.

II. FOUNDATIONS
A. FORMAL LANGUAGE THEORY
An alphabet O is an infinite non-empty set in which the
elements are symbols.O∗ denotes the set of strings composed
by symbols in O or the empty string λ (without a symbol
in it), and O+ denotes the set of strings composed by the
symbol in O but without λ, namely, O+

= O∗
− λ. O∗

and O+ can contain an infinite variety of sets composed by
symbols from O. Given a string w (w ∈ O∗), the length of
w, which is the quantity of symbols in this string, denoted by
|w|. Note that if a symbol in a string appears multiple times,
the repeated symbols needs to be counted in the length of the
string. For example, relative to a string ambnc, its length is
m + n + 1. For an empty string, obviously, |λ| = 0. Two
strings can be concatenated, and the result is a sequence of
strings composed by the two strings; for example, if strings w
and u are concatenated, the string wu would be the result of
concatenation.

A multiset from an alphabet O is represented by (O, f ).
If O = {u1, . . . , um}, 1 ≤ i ≤ m, f (ui) is the
multiplicity of object ui; namely, f (ui) is the quantity of ui.
If O = {u1, . . . , um}, the multiset (O, f ) is represented by
uf (u1)1 uf (u2)2 ) . . . uf (um)m .

B. REGISTER MACHINES
Definition 1: A register machine is a five tuple, namely
M = (m,H , l0, lh, I ), where, m is registers, H denotes a
labels set, l0 (resp., lh) ∈ H denotes the initial instruction
(resp., halting instruction), I represents instructions of three
categories:

• li : (ADD(r), lj, lk ) (register machine r can be added
with 1, and lj or lk can be performed);

• li : (SUB(r), lj, lk ) (the register would be subtracted by
1 if its value is non-zero, and lj can be used; if not, lk can
be used);

• lh : HALT .
Initially, a system runs the instruction with label l0, and

all register machines are empty. Subsequently, instructions
are activated automatically and continuously until lh is used,
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and then the system stops running. Like this, a number is
generated in register 1; notably, NRE represents that a system
can generate all set of Turing computable numbers.

C. TIMED P SYSTEMS
Relative to membrane computing, in the past each rule
of most variants is assumed to have an identical unit;
namely, all rules are assumed to have a unit time from
the beginning to the end of rules execution. However,
relative to time-freeness, the execution time of an arbitrary
rule is uncertain, thereby reflecting uncontrollable time in
biochemical reactions, which allows the system to break the
time limitation and thus has better robustness. When such
a system is running, a global clock is assumed to contain
a sequence of equal time segments from time 0. When
there exists an executable rule, this moment corresponds to
a RS-step, and we call this moment step 1. However, it is
important that the execution time is not determinable. In a
T FPPM, e denotes that T FPPM systems run with the
working mode of time-freeness; e(R) → N denotes that
the execution time is mapped to a natural number. When
a rule R is executed at time t , this moment corresponds
to a RS-step, and rule R stops operation at time t + e(R),
where objects in the rule would be executed by other rules at
time t + e(R) + 1.

III. T FPPM SYSTEMS
In this section, based on the robustness of biochemical
reactions, we introduce time-freeness into FPPM, thus
construct a new variant, namely timed flip-flop P systems
with proteins, where the computing result is irrelevant to the
execution time of each rule; additionally, proteins on each
membrane only has two types of working states.
Definition 1: A T FPPM system (degree m ≥ 1) is the

following tuple:

5 = (O,P, µ,E, α1/β1, . . . , αm/βm,R, e, iout ),

where
• O is an alphabet of objects;
• P represents non-empty alphabets of proteins
(O ∩ P = ∅). The protein on a membrane only has two
working states.

• E represents an infinite number of objects in the
environment;

• µ represents nested membrane structure with m nodes;
• αi ⊆ O(1 ≤ i ≤ m), are multisets located in
membrane i;

• βi ⊆ P(1 ≤ i ≤ m), are objects of proteins located on
membrane i;

• e denotes that T FPPM systems run with the working
mode of time-freeness;

• iout is the output region (iout ∈ {0, 1, . . . ,m});
• R represents rules associated with a membrane label,
where a protein p on a membrane h is denoted by [p| ]h.
(i) evolution rules:

(a) [p|u]h → [p′
|v]h, u, v ∈ O, p, p′

∈ P,

h ∈ {1, . . . ,m}.

When an object occurs in a membrane, it is evolved
to another object. Applied such a rule, the protein may
change or not change.
(b) u[p| ]h → v[p′

| ]h, u, v ∈ O, p, p′
∈ P,

h ∈ {1, . . . ,m}.

When an object occurs outside a membrane, it evolved
to another object. Applied such a rule, the protein may
change or not change.
(c) [p|u]h → v[p′

| ]h, u, v ∈ O, p, p′
∈ P,

h ∈ {1, . . . ,m}.

When an object occurs in a membrane, it is evolved
to another object and comes out from that membrane.
Applied such a rule, the protein may change or not
change.
(d) u[p| ]h → [p′

|v]h, u, v ∈ O, p, p′
∈ P,

h ∈ {1, . . . ,m}.

When an object occurs outside a membrane, it enters the
membrane and can be evolved to another object. Applied
such a rule, the protein may change or not change.
(e) u[p|v]h → w[p′

|z]h, u, v,w, z ∈ O, p, p′
∈ P,

h ∈ {1, . . . ,m}.

When an object occurs outside a membrane and one
object occurs inside this membrane, the outside object
enters the membrane, while the inside object comes to
the outside region. Applied such a rule, each object in
the rule may be evolved to another object, and protein
may change or not change.
(ii) division rules:
(f) [p|u]h → [p′

|v]h[p′
|w]h, u, v,w ∈ O, p, p′

∈ P,

h ∈ {1, . . . ,m}.

The initial membrane may be an elementary membrane
or non-elementarymembrane.When applied such a rule,
the protein on the initial membrane may be changed;
simultaneously, v and w appear in the new membranes.

Initially, the system is denoted by

(α1/β1, . . . , αm/βm, µ),

that is, α1, . . . , αm (resp., β1, . . . , βm) are placed in
(resp., on) the corresponding membranes. At each step,
the configuration is described by µ and correspond-
ing objects including proteins. For each evolution rule,
we define its rule length with the quantity of objects
located in each region associated with this rule. with non-
deterministic maximally parallel strategy [1], the transitions
can be obtained. Finally, when no rules are available
and no rules are being executed, the system reaches
completion.
When a T FPPM is running, the computing result is

irrelevant to the execution time of rules. For example, a
T FPPM has the structure µ = [[ ]2]1; a multiset of objects
ab exists in membrane 2, and protein D (resp., E) exists on
membrane 1 (resp., membrane 2); in addition, there are three
rules associated with the membranes:

R1 ≡ [E|a]2 → u[E| ]2.
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R2 ≡ [E|b]2 → u[E| ]2.
R3 ≡ [D|u]1 → w[D′

| ]1.

A T FPPM and FPPM may run differently. In Fig-
ure 1, an example will illustrate the difference between these
two approaches. First, we consider the execution ofFPPM.
Initially, rules R1 and R2 are activated simultaneously, and
two copies of object u will generated in membrane 1. Next
step, rule R3 is available. Owing to maximal parallelism,
rule R3 can be executed multiple times, therefore two copies
of object w come to the environment as the computing
result.

Next, we consider the strategy of time-freeness to run
a T FPPM. Initially, rules R1 and R2 are activated
simultaneously; however, these rules may have different
execution time, namely, e(R1) ̸= e(R2). Hence, two copies
of object u will be produced successively. When one copy of
object u is produced, rule R3 is available, and object w comes
to the environment, replacing the proteinE by E ′. In this case,
because R3 has already changed the protein on membrane 1,
the rule will no longer be used. Hence, ruleR3 can be executed
once, therefore an object w will be transferred to outside of
the skin membrane.

Therefore, the computing process including computing
result of a T FPPM and FPPM may be different.
Definition 2: a recognizer T FPPM system is defined as

follows:

5 = (O,P, 6,µ,E, α1/β1, . . . , αm/βm,R, e, iin, iout ),

where
• 6 is an input alphabet from set O;
• YES, NO ∈ O;
• e means that the system runs with time-freeness;
• iin (resp., iout ) represents the input (resp., output) region;
• The working alphabet is composed of object YES and
NO;

• Computations associated with the T FPPM system
will halt;

• When T FPPM system reaches completion, the region
iout would generate YES or NO.

The other parameters are defined as in Definition 1.
At the initial configuration, the input multiset iin appears in a
membrane. A recognizer T FPPM system uses maximum
parallelism as the strategy for applying rules. Furthermore,
rules are applied non-deterministically. Finally, a recognizer
T FPPM reaches the halting computation with certainty
and produces related objects, which are stored in iout .
It must be emphasized that e denotes time-freeness, meaning
that operation time associated to rules from start to finish
cannot be determined. When the system reaches completion,
a result would appear in the region iout . If YES (resp.,
NO) appears, we call it an accepting (resp., rejecting)
computation.
Definition 3: X = (IX , θX ) denotes a decision problem,

where IX is instances, and θX represents a predicate of the
instances. The problem can be solved in polynomial time,
if the following holds:

(i) 5 is polynomially uniform by Turing machines;
(ii) Relative to a IX , there is a pair (cod, s) of polynomial-

time computable functions such that:
• Suppose u corresponds to an instance, u ∈ IX , s(u) is a
natural number; additionally, cod(u) represents an input
multiset of T FPPM system.

• Relative to (X , cod, s), such a system is complete with
time-freeness. Suppose u ∈ IX relative to a problemwith
time-freeness, computations of5(s(u), e) with cod(u) is
an accepting one.

• Relative to (X , cod, s), such a system is soundwith time-
freeness. With regard to u ∈ IX , T FPPM system has
an accepting computation, θX (u) = 1;

• Relative to (X , cod, s), such a system is polynomially
bounded with time-freeness. Notably, the computing
result is therefore irrelevant to the execution time of
rules, and we have the polynomial function p(n) such
that for each u ∈ IX ; hence, T FPPM system must
stop computation after p(|u|) RS-steps (p is a polynomial
function).

Definition 4: The maximum rule length of a T FPPM
system is equivalent to that of evolution rules in the
system.PMC f

T FPPM(k) indicates that a family of recognizer
T FPPM systems can obtain a uniform solution to the class
of decision problems in polynomial time, where, k represents
the maximum length in the T FPPM, f represents the time-
free mode.
Definition 5: NOPfm(rulek ) is the set of natural numbers

generated by T FPPM systems, where m is the number of
membranes and f represents the time-free mode; moreover,
rule indicates rule types, e.g., types from (a) to (f). and k is
the maximal length of the corresponding rules.

IV. UNIVERSITY OF T FPPM SYSTEMS
M = (m,H , l0, lh, I ) denotes the register machine with m
registers. When a register is used to the device of generate
numbers, ADD instruction would not be used on register 1,
and the register 1 stores the generated numbers. Once the
system reaches completion, all registers except register 1 are
empty.

For details of automata theory, one can refer to [40].
Theorem 1: NOPf1((c)2, (d)2, (e)4) = NRE .
Proof: A T FPPM system is designed as follows.

5 = (O,P, 6,µ, ∅,w1/z1,R, e, iout ),

where
• O = {l, l ′, l ′′, l ′′′, l iv, lv|l ∈ H} ∪ {ar |1 ≤ r ≤ m};
• P = {p, p′

};
• E = {l ′′|l ∈ H} ∪ {ar |1 ≤ r ≤ m};
• w1 = {l0};
• µ = [ ]1;
• iout = 1.
Object ar will locate in membrane 1, which number can

be viewed as the value of register r ; when object lh exists
in this membrane, the system reaches completion, and the
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FIGURE 1. The computing results of a T FPPM and FPPM.

value is the computation result. li : (ADD(r),lj, lk ) (resp.,
li : (SUB(r), lj, lk )) corresponds to the ADD instruction
(resp., SUB instruction).

A. RULES OF ADD INSTRUCTION

R1 ≡ ar [p|li]1 → l ′i [p|ar ]1.

R2 ≡ l ′i [p| ]1 → [p|lj]1.

R3 ≡ l ′i [p| ]1 → [p|lk ]1.

The ADD instruction works as follows. At a certain RS-step,
the system starts to apply rule R1; thus, the outside object
ar enters membrane 1, and the inside object li comes to
the outside region to start simulating ADD instruction. This
computing process will generate the object ar in membrane
1. Next, R2 or R3 can be applied non-deterministically, and lj
or lk would appear in the membrane.

B. RULES OF SUB INSTRUCTION

R4 ≡ l ′′i [p|li]1 → l ′′′i [p
′
|l ′i ]1.

R5 ≡ l ′′′i [p
′
|ar ]1 → ar [p|l ′′′i ]1.

R6 ≡ [p′
|l ′i ]1 → l ivi [p| ]1.

R7 ≡ l ′′′i [p| ]1 → [p′
|lvi ]1.

R8 ≡ l ivi [p|l
′′′
i ]1 → l ′′i [p|lj]1.

R9 ≡ l ivi [p
′
|lvi ]1 → l ′′i [p|lk ]1.

At a certain RS-step, the system starts to execute rule R4,
thus the state of p is changed to p′, and l ′i including l

′′′ appear
in corresponding regions. Next, two cases would occur in
membrane 1.

(i) Object ar exists in the membrane. At the second
RS-step,R5 andR6 can be applied simultaneously. Because of
the protein p′ and object l ′′′i , object ar leaves membrane 1 by
applying rule R5; simultaneously, rule R6 is available, and l ′i
comes to the environment and is changed to l ivi . Notably, the
execution of R5 and R6 may stop at the different time because
of time-freeness; however, note that when l ′′′i and l ivi appear
in the corresponding regions, the next rule R8 would be used;
hence, only both R5 and R6 reach completion, rule R8 can
be used, thus object lj appears in the region, and protein p

replaces p′. Hence, it takes 3 RS-steps. In this case, applied
rules and corresponding objects including proteins are shown
in Table 1. Overall, rules are activated successively as follows.

R4 → {R5,R6} → R8

(ii) Object ar does not exist in the membrane. Next, only
R6 can be applied, thus l ′i comes to the environment and is
changed to l ivi . Subsequently, R7 can be applied, the protein p

′

will replace p; simultaneously, l ′′′i comes to membrane 1 and
is changed to l ivi . Finally, because of the protein p

′ and objects
l ivi including lvi , rule R9 is available, thus object lk appears
in the membrane, and protein p generates for the purpose
of simulating the next instruction. Therefore, the procedure
above can correctly simulate instruction lk . Evidently, it takes
4 RS-steps. In this case, applied rules and corresponding
objects including proteins are shown in Table 2. Overall, rules
are activated successively as follows.

R4 → R6 → R7 → R9

As we have mentioned, the constructed system can work
independently from execution time of rules. Finally, object
lh would be generated in membrane 1, which indicates the
system reaches completion.

V. A UNIFORM SOLUTION TO THE SAT PROBLEM
BASED ON T FPPM SYSTEMS
A. CONSTRUCTING T FPPM SYSTEMS TO SOLVE THE
SAT
Theorem 2: (SAT ∈ PMC f

T FPPM(4)):
Proof: A SAT with n Boolean variables and m clauses is

the following formula:

Cj = y1,j ∨ · · · ∨ ypj,j,

where yi,j ∈ {xl, ¬xl |1 ≤ l ≤ n}, 1 ≤ i ≤ pj, 1 ≤ j ≤ m; ¬xl
is the negation of a propositional variable xl .

we encode a formula γ by cod(γ ) as follows:

cod(γ ) = B1,1 · · ·Bn,1B1,2 · · ·Bn,2 · · ·B1,m · · ·Bn,m,
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TABLE 1. computations if object ar exists in cell 1.

TABLE 2. computations if object ar do not exist in cell 1.

where, Bi,j is denoted by the following multisets:

Bi,j =


Di,j : xi is in Cj;
Ei,j : ¬xi is in Cj;
Fi,j : neither xi nor ¬xi is in Cj.

A recognizer 5T FPPM(m,n) system is defined as follows:

5T FPPM(m,n) = (O,P, 6,µ, ∅,w1/z1, . . . ,w4/z4,R, e,

iin, iout ),

where
• O = 6 ∪ {ai|1 ≤ i ≤ n+ 1}

∪ {ti,j, fi,j, bi|1 ≤ i ≤ n, 1 ≤ j ≤ m+ 1}
∪ {rj|1 ≤ j ≤ m}

∪ {sj|2 ≤ j ≤ m+ 1}
∪ {c,YES,NO};

• P = {g, g′, p, p′, q, s, s′};
• 6 = {Di,j,Ei,j,Fi,j|1 ≤ i ≤ n, 1 ≤ j ≤ m};
• µ = [[[ ]3]2[ ]4]1;
• w1 = {NO},w2 = {a1},w3 = w4 = ∅;
• z1 = g, z2 = p, z3 = q, z4 = s;
• iin = 3, iout = 0 (the environment);
• R is the following set of rules:

1) GENERATION PHASE

R1,i ≡ [p|ai]2 → [p|ti,1]2[p|fi,1]2, i ∈ {1, . . . , n}.

R2,i,j ≡ ti,j[q|Di,j]3 → ti,j+1[q|rj]3,

ti,j[q|Ei,j]3 → ti,j+1[q|c]3,

ti,j[q|Fi,j]3 → ti,j+1[q|c]3,

i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}

R3,i,j ≡ fi,j[q|Ei,j]3 → ti,j+1[q|rj]3,

fi,j[q|Di,j]3 → ti,j+1[q|c]3,

fi,j[q|Fi,j]3 → ti,j+1[q|c]3,

i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}

R4,i ≡ [p|ti,m+1]2 → ti,m+1[p′
| ]2, i ∈ {1, . . . , n}.

R5,i ≡ ti,m+1[pi|fi,m+1]2 → bi[p′
i|c]2, i ∈ {1, . . . , n}.

R6,i ≡ bi[s| ]4 → [s′|bi]4, i ∈ {1, . . . , n}.

R7,i ≡ [s′|bi]4 → [s′|ai+1]4[s′|ai+1]4, i ∈ {1, . . . , n}.

R8,i ≡ [s′|ai]4 → ai[s| ]4, i ∈ {2, . . . , n+ 1}.

R9,i ≡ ai+1[p′
| ]2 → [p|ai+1]2, i ∈ {1, . . . , n}.

Initially, the system runs with applying rule R1,1 and R12
simultaneously. By applying division rule R1,1, object t1,1
(true of variable x1) and f1,1 (false of variable x1) appear
in the generated membranes. After rule R1,1 is executed,
by applying rule R2,1,j (resp., R3,1,j ), object D1,j (resp.,
E1,j ) evolves to object rj under the influence of object t1,1
(resp., f1,1). T FPPM systems apply ruleR2,1,j (resp.,R3,1,j)
with iterative process. By applying rule R2,1,j (resp., R3,1,j),
the second subscript of object t1,j (resp., f1,j) in membrane
2 would add 1. Thus, when these rules finish, the subscript
is m+ 1.
After rule R2,1,j is executed, object t1,m+1 is generated, and

rule R4,1 is applied, thus object t1,m+1 will appear outside
of membrane 2. Simultaneously, the state of protein in that
membrane can be changed from p to p′. Next step, if object
f1,m+1 appears in the membrane, it indicates that all the rules
in R3,1,j have been executed. At that time, object t1,m+1
enters membrane 2 and evolves to object c by using R5,1.
Simultaneously, object f1,m+1 can be generated outside of
membrane 2 and changed to object b1. Next step, object
b1 enters membrane 4 by applying the next rule, changing
the state of protein s to s′. If object b1 appears in the
membrane 4, rule R7,1 starts to be applied. Next step, object
a2 comes to the corresponding membrane, and the protein
s is generated by applying rule R8,1. Finally, each copy of
object a2 enters each membrane with label 2 by applying
rule R9,1. With applying the rule, the computing process of
x1 completes.

The subsequent process works similarly with x1.
T FPPM systems continue to run for variables x2. For the i-
th iteration of variable xi, rule R5,i start to apply until objects
t1,m+1 and f1,m+1 appear in the corresponding membranes.
Therefore, rule R5,i has a synchronization function.
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FIGURE 2. The membrane structure when generation phase halts.

It must be emphasized that T FPPM systems work in the
time-free way. Furthermore, for each protein in the system,
there exist only two types of working states. On the whole,
after 2mn+6n RS-steps, the computing process of this phase
completes, 2n copies of membrane 2 and membrane 4 are
generated in membrane 1 (see Figure 2).

2) CHECKING PHASE

R10 ≡ an+1[q|r1]3 → s2[q|c]3.

R11,j ≡ sj[q|rj]3 → sj+1[q|c]3, j ∈ {2, . . . ,m}.

When object an+1 appears on an arbitrary membrane 2, it is
obvious that the generation phase has finished. Because of
maximal parallelism, object an+1 of each membrane 2 will
appear at the same time. If an+1 in a membrane 2 and r1 in
a membrane 3, object s2 can be generated in the membranes
2 with applying rule R10.
If object si (2 ≤ i ≤ m) occurs, rule R11,j would be

executed. When sm occurs, rule R11,m is executed. Therefore,
sm+1 may appear in the end.

3) OUTPUT PHASE

R12 ≡ [g|NO]1 → NO[g′
| ]1.

R13 ≡ [p|sm+1]2 → YES[p′
| ]2.

R14 ≡ [g′
|YES]1 → YES[g| ]1.

R15 ≡ NO[g| ]1 → [g′
|NO]1.

Under the influence of the protein g and object NO, R12
would be activated. At this moment, there exist two cases.
(i) affirmative answer: sm+1 appears on an arbitrary

membrane 2, and object sm+1 is changed to YES and comes
out from its own membrane by employing R13. Next step,
object YES come to the output region and the protein on the
membrane 1 is changed to g. After the rules from R12 to R14
have been executed, under the influence of protein g, object
NO comes to membrane 1. Therefore, it is a affirmative
answer because YES exists in iout when the system reaches
completion at the final configuration.
(ii) negative answer: In this case, the system cannot apply

the rules from R13 to R15. Therefore, it is a affirmative
answer because NO exists in iout when the system reaches
completion at the final configuration.

FIGURE 3. The initial configuration.

FIGURE 4. The configuration corresponding to the computation of x1.

B. SOME FORMAL DETAILS
The computing resources of 5T FPPM(m,n) are listed as
follows.

• size of the set O: 5mn+ 4n+ 2m+ 4 ∈ O(mn);
• size of the set P: 7 ∈ O(n);
• initial number of membranes: 4 ∈ O(1);
• initial number of objects: 2 ∈ O(1);
• initial number of proteins on membranes: n+ 3 ∈ O(n);
• the total number of rules: 2mn+ 7n+ m+ 4 ∈ O(mn);
• the maximal length of rules: 4 ∈ O(1).

VI. AN INSTANCE OF 5T FPPM(M,N )
In this section, we use 5T FPPM(m,n) to solve an instance,
which is expressed as follows:

γ = (x1 ∨ x2 ∨ ¬x3) ∧ (¬x1 ∨ x3) ∧ (¬x1 ∨ x2 ∨ x3)

The instance γ is encoded by the multiset:

6 = D1,1D2,1E3,1E1,2F2,2D3,2E1,3D2,3D3,3

Figure 3 shows the initial structure of 5T FPPM(m,n).
At step 1, the system runs with applying rule R1,1 and
R12 simultaneously, and membrane 2 is divided into two
membranes by applying division rule R1,1, so t1,1 and
f1,1 can be generated in the new membrane respectively.
Then, by applying rule R2,1,j (resp., R3,1,j), rj or e1 can be
generated. The rule R2,1,j (resp., R3,1,j) is used, thus t1,4
(resp., f1,4) will appear. Rule R4,1 is activated when rule
R2,1,j completes. Similarly, rule R5,1 starts to be applied
only when the application of R2,1,j and R4,1 has finished.
At that moment, t1,4 and f1,4 appear in the corresponding
membrane respectively. Finally, object b1 can be generated in
membrane 1. When b1 appears, rule R7,1 is applied. Finally,
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FIGURE 5. The configuration corresponding to the computation of x2.

FIGURE 6. The configuration corresponding to the computation of x3.

FIGURE 7. The configuration if checking phase finishes.

FIGURE 8. The final configuration.
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when the application of R8,1 and R9,1 halts, object a2 locates
in membrane 2, and the computing process of x1 halts (see
Figure 4). Because time-freeness is the strategy for applying
rules, we could not decide whether rule R12 halts or not; here,
we assume that the rule has been executed.

Once the computation of x1 finishes, by using rule R1,2,
four membranes 2 are generated. 5T FPPM(m,n) continues
to assign values to variables x2. similarly, Figure 5 (resp.,
Figure 6) is the configuration corresponding to the computing
process of x2 (resp., x3).

If object a4 appears on a membrane labeled 2, it is obvious
that the generation phase has finished. When object a4 and
r1 appear in membranes 2, object s2 can be generated by
applying rule R10. Next, when si occurs, the system starts to
apply rule R11,j. In the end, s4 is generated (see Figure 7).
When 5T FPPM(m,n) reaches completion, the instance has
satisfiable solution because YES exists in the output region
(see Figure 8).

VII. CONCLUSION
In this work, the variant T FPPM has been established, and
we have obtained the result that only one membrane and a
maximum rule length of 4 is Turing universal. Therefore,
the model can be deployed in the time-free mode to
actualize applications, thereby building robust computational
system that would not be influenced by rule execution time.
Additionally, we obtained a uniform solution of an NP-
complete problem in polynomial time. It is shown that
T FPPM has strong computational efficiency even when
it runs with time-freeness. In [37], the SAT problem was
solved by PPM systems with time-freeness; however, the
protein on a membrane may has a variety of working states,
which differs from our work; that is, our model has only two
working states for each protein.

In Section IV, we have employed the rule types (c), (d) and
(e). In order to optimize the result, readers can attempt to
apply other rules to achieve Turing universality, e.g., types
from (a) to (d), which have a shorter rule length.

In our work, when rules are applied, the time-free mode
is adopted as the strategy. One can apply flat maximal
parallelism [41], minimal parallelism [42], rule synchroniza-
tion [43] and local synchronization [44] to apply rules.
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