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ABSTRACT The increasing global population has escalated the demand for fish products. This calls for a
stable supply which can only be met through improved aquaculture practices. The automatic recognition
of fish diseases from diseased underwater images is one of such practices that aims to control disease,
improve fish production and optimize profits. However, due to lack of public fish disease dataset, there
has been limited research towards fish disease recognition. Moreover, due to low quality of underwater
images and complex underwater environments, traditional hand-designed feature extraction methods or
convolutional neural networks (CNNs)-based classifiers cannot adequately recognize fish diseases in real
underwater scenes. Therefore, this paper proposes a novel hybrid approach based on multilayer fusion,
attention mechanism and online sequential extreme learning machine (OSELM) to recognize fish diseases
in aquaculture. We further compare the classification performance of the proposed model with baseline,
attention-based, ConvNeXt and Swin transformermodels. Feature extraction is enhanced by integrating same
level features and focusing on salient features for fish disease recognition. The characteristic information of
fish disease is refined by using strongly discriminative features of the infected fish regions and weakening
regions of low interest using convolutional block attention module (CBAM). The module is added to the
multilayer fusion network to sequentially infer attention maps along the channel and spatial dimensions for
every intermediate feature map. Fish disease recognition is then done using OSELM for faster learning and
improved classification performance. The models are trained, validated and tested on a custom dataset with
image samples collected from various internet sources. The proposed method achieves 94.28% of accuracy,
precision of 92.67%, recall of 92.17% and 92.42% of F1- score on dataset with background elimination.
The proposed method can be used for fish disease identification in complex underwater environments in
aquaculture.

INDEX TERMS Fish disease, aquaculture, multilayer fusion, extreme learning machines, attention
mechanism.

I. INTRODUCTION
The global aquaculture production has been growing steadily
over the last six decades, increasing the total aquaculture
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production share of the total fisheries from 4% in the 1950s,
5% in 1970s, 20% in the 1990s, and 44% in the 2010s. The
total fish capture in 2020 was 179 million tonnes, of which
88 million tonnes were from aquaculture, accounting for
47% and US$265 billion of total revenue. This expansion
has greatly improved the overall production in inland waters.
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The percentage contribution of aquaculture to global fish
production and the contribution of aquaculture to the global
food fish consumption are expected to reach 53% and 59%
by 2030, respectively [1].

In 2019, the global production of Salmon fish from aqua-
culture had reached 2.6 million after a 7% increase [2]. The
annual growth rate is therefore estimated at 8.8% globally,
making it the most dynamic food sector. However, the current
annual growth can even be doubled with appropriate aqua-
culture practices including timely detection of diseases and
control [3] since they are one of the major threats to fish
production. Fish diseases affect both yield and quality of fish.
Disease infestation on an aquarium results into increased fish
mortality, low breeding rates, reduced quality of fish, and
economic losses. The natural environment is no exception.

Statistics show that disease outbreaks cause an annual
financial loss of US$6 billion to global aquaculture industry,
which depicts them as a major risk at farm-level [2]. The
shrimp industry has suffered losses of over US$10 billion
since 1990 and new diseases appear every year. For example,
Vietnam alone has reported losing an average of US$1 billion
per year to disease. Mortality due to disease accounted for up
to 70% of the total losses on a marine salmon farm in Norway
[2]. The food and agricultural organization of the United
Nations report of 2022 lists disease control and biosecurity
as one of the important areas for global transformation of
aquaculture.

Fish diseases are caused by a variety of contagious parasitic
organisms such as virus, bacteria and protozoa which are
associated with at least 18 diseases that affect most of the fish
species in fish farms [3]. The affected fishes develop physical
and/or behavioral signs and symptoms that vary depending on
the nature and stage of the disease. The fish recognition task
presented in this paper focuses on physical characteristics of
the fish to perform disease recognition using a custom fish
disease dataset. In this paper, we focus on five fish diseases
whose details are presented in Table 1.

It is worth noting that the disease situation in aquaculture
is changing rapidly and becoming very difficult to predict
due to the prevailing accelerated evolution in international
trading environment affected by globalization, increase in
aquaculture production, microbial resistance, water pollution
and climate change. Other risk factors leading to disease
outbreaks on aquaculture farms include high stocking densi-
ties, poor water quality, delayed removal of dead fish from
the aquarium, and presence of predator birds around the
aquarium. Therefore, research initiatives towards fish disease
recognition are novel and very critical in the development of
smart aquaculture systems.

The recent trends in artificial intelligence and computer
vision provide strong possibilities for the design of smart
aquaculture systems for early recognition of fish diseases.
Fish disease recognition methods can be classified into two
major categories, direct and indirect methods. The direct
methods are those that utilize the existence of disease causing

bacteria, protozoa or viruses in the aquarium, and fish
appearance to detect disease invasion. These include bio-
chemical, histological, spatio-temporal and computer vision
approaches. The biological studies involve the use of tests of
antibiotic sensitivity for the detection of parasitic viruses and
bacteria that cause diseases [6], [7]. However, histological
studies entail the microscopic analysis of fish cells and tissue
structures [8], [9]. Whereas the spatio-temporal studies use
fish activity or movement to predict the fish’s wellness and
water environment conditions for early prediction of possi-
ble disease invasion. The indirect methods of fish disease
detection utilize the prevailing conditions of the aquarium
and fish behavior to detect possible future disease invasion.
Such approaches majorly deal with the quality of water in
the aquarium which is influenced by dissolved oxygen levels,
pH, temperature, nitrates, vegetation, feeding, and stocking
densities, among others [10].

Existing studies on indirect approaches to fish disease
identification include detection of anomalous behavior [11],
prediction of water quality [12] and dissolved oxygen [13],
[14], [15], [16], [17]. The computer vision-based direct
approaches to fish disease detection utilize the physical
parameters or physical appearance of fish such as body tex-
ture, eye color, appearance of fish head, fish fins, scales,
gills and tail to recognize disease. However, such studies are
scanty.Moreover, their scope is limited to epizootic ulcerative
syndrome (EUS) or redspot disease. This is attributed to vari-
ous challenges such as unavailability of public dataset of fish
disease, limited feature extraction and classification ability of
baseline deep learning and machine learning models, com-
plex underwater environments and minute nature of visual
presence of fish diseases limited by the quality of underwater
images. The complex underwater environment is a source
of various interferences caused by brightness imbalances,
abrupt fish positional changes, movement of aquatic plants,
fish texture and shape, and structure of the seabed [18] which
are a major challenge to fish disease recognition.

This study therefore proposes a CNN-OSELM multilayer
fusion network with attention mechanism for fish disease
recognition in aquaculture. We develop a multilayer fusion
network using same level composition (SLC) [19], [20],
[21] and integrate attention mechanism to improve feature
extraction and focus on strongly discriminative features of
the infected fish regions while weakening regions of low
interest. Classification is performed by the OSELM, instead
of the dense layer, to improve the classification performance.
OSELM algorithm utilizes the concepts of extreme learning
machine (ELM) developed by [24]. The ELM algorithm was
developed for single-hidden layer feedforward neural net-
works (SLFNs) and has shown to perform extremely fast and
with good generalization performance. The main contribu-
tions of this study are four-fold.

1) Compared with the conventional backbone networks
used for feature extraction in image recognition,
this paper incorporates SLC structure to build CNN
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TABLE 1. Overview of fish diseases considered in the study.

architecture which is less deep and with improved fea-
ture extraction.

2) To improve feature extraction and ultimately clas-
sification accuracy, this study includes the existing
CBAM in the composite network. We further compare
the performance of the proposed method with base-
line, attention-based, ConvNeXt and Swin transformer
models.

3) We incorporate OSELM for classification instead of the
dense layer to reduce the training time and improve the
classification performance. The OSELM network ran-
domly sets the input weights and biases of the hidden
layer and only updates the output weights.

4) This study is the first to apply the concept of SLC with
background elimination to overcome the underwater
interference for improving recognition of fish diseases.

The rest of the paper is organized as follows: The existing
literature is presented in Section II followed by the proposed
approach in Section III. Section IV gives data preprocess-
ing methods and experimentation details. Section V presents
and describes the study results. The paper is concluded in
Section VI and the future direction of this work is suggested.

II. LITERATURE REVIEW
This section discusses the existing work on fish disease clas-
sification and detection, extreme learning machines, attention
mechanism and mathematical basis of OSELM.

A. FISH DISEASE RECOGNITION
Using deep learning models for fish disease recognition is
a novel research area with very limited existing literature.
Among these is a binary classification method to classify

salmon fish infected by EUS in aquaculture [27]. The pro-
posed model was trained on a custom dataset and achieved
an average accuracy of 92.8% and 94.3% on augmented data.
Similar work has been done in [27] and [28] to classify
healthy fish that infected by EUS. The fish details were
obtained by segregating fish images, morphological and edge
detection operations and important features are determined
by principal component analysis (PCA). The whitespot dis-
ease has also been studied and identified from a custom
dataset through segmentation and achieved a test accuracy of
86% [29]. Moreover, fish disease recognition method using
fish body surface features was proposed in [30]. In the study,
structural segmentation and contour extraction were done
using dual-threshold difference method. A precision value of
92.0% and recall value of 74.2% were achieved.

B. HYBRID CNN-ELM APPROACHES TO IMAGE
CLASSIFICATION
The ELM algorithm developed by [24] has been reported to
perform extremely fast and with better generalization perfor-
mance compared to other methods that used batch training.
Semi-supervised and active learning have been combined to
discover hidden useful information from unlabeled samples
in order to enhance classification performance in multiple
class dataset [31]. Moreover, traffic sign recognition was pro-
posed in [32] using CNN-ELM. CNN was used as a feature
extractor and ELM as a classifier with 4,000 hidden nodes
achieving a recognition rate of 99.23%. An extreme learn-
ing machine based on L1-norm minimization was proposed
in [33] to detect disease on peach and strawberry leaves.
The proposed algorithm, L1-ELM,was a feature-based detec-
tion method with higher generalization capability and lower
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learning compared to the conventional methods. The pro-
posed approach achieved an overall accuracy of 98.5% on
peach leaves and 97.7% on strawberry leaves compared to
SVM which achieved accuracy of 93.0% on peach leaves
and 92.3%, the highest amongst the conventional classi-
fiers. Similar studies have been done for pneumonia classi-
fication in [34]. An ELM that adjusted output weights by
increasing the output weight’s corresponding column was
proposed in [35]. Images of hyperspectral remote sensing
were classified using ELM and based on hierarchical local-
receptive-field [36]. Other related studies using composite
kernels and ensemble learning have been implemented for
both image classification and regression [37], [38], [39], [40],
[41]. Moreover, a neural response approach on the basis
of extreme learning machine has been proposed for image
classification, tested on MNIST dataset, Caltech face dataset
and CIFAR-10 dataset and achieved the highest accuracies
of 99.18%, 93.93% and 42.43% (for 100 training images in
every class), respectively, [42].

C. ATTENTION MECHANISM
There have been enormous efforts to improve the perfor-
mance of CNNs in image recognition by integrating atten-
tion mechanisms into the backbone networks [25], [26]. For
example, a residual encoder/decoder attention network was
proposed and used for feature map refinement [25]. In this
regard, attention was a network engineering concept that
aimed to utilize more important features and ignored the less
important ones for improved classification, recognition or
object detection performance.

To improve the recognition performance of fish disease,
our work focuses on emphasizing important regions and
weakening those that are less important by integrating atten-
tion mechanism in the proposed multilayer fusion network.
CBAM has been integrated in the proposed network [44].
The 3-dimensional attention maps of CBAM are decomposed
to learn separately via two modules: channel attention and
spatial attention. The spatial and channel attention modules
are placed sequentially between convolutional blocks starting
with the channel attention. The feature map produced by the
intermediate CNN blocks is refined adaptively at every block
of the deep networks. This arrangement is adopted because it
is reported to achieve better results [44].

For input F ∈ RC×H×W (CNN intermediary feature
map) to the block, the module generates an attention map
Mc∈RC×1×1 (1-dimensional) and spatial attention feature
mapM s∈R1×H×W (2-dimensional). The process of attention
is summarized as follows:

F
′

= Mc (F) ⊗ F (1)

F
′′

= M s

(
F

′
)

⊗ F
′

(2)

The element-wise multiplication is denoted as⊗. The mul-
tiplication process involves broadcasting (copying) the values
of the attention maps accordingly. The values of the channel
attention are copied along the spatial dimension and vice

versa, generatingF
′′

as the refined final output value as shown
in Fig. 1.

In the channel attention module, the inter-channel rela-
tionships between the features are exploited to produce the
channel attention maps. For a given input image, the channel
attention focuses on the meaningful aspects of the image;
hence, every channel of intermediate feature map is taken
to be a detector of features of interest. The input feature
map’s spatial dimension is squeezed to achieve efficient com-
putation of the channel attention. It is noted in the existing
works that utilizing both max and average pooling consider-
ably improves the representation ability of networks instead
of using one separately. Therefore, CBAM uses both max
and average pooling to aggregate the spatial information for
a feature map. This generates two different descriptors of
spatial context, Fcmax and F

c
avg, the spatial features resulting

from max and average pooling operations, respectively. The
two spatial context features are then passed on to a fully
connected shared network producingMc∈RC×1×1, which is
channel attention map. The shared network is the multilayer
perceptron (MLP) with a single hidden layer. The parameter
overhead is reduced by setting activation size of the hidden
layer to RC/r×1×1, where r is a reduction ratio. The MLP
is then applied to each of the descriptors and feature vectors
of the output are then merged by element-wise addition.
In summary, computation of channel attention feature map
is as follows:

Mc (F) = σ (MLP (AvgPool (F)) +MLP (MaxPool (F)))

= σ
(
W1

(
W0

(
Fcavg

))
+W1

(
W0

(
Fcmax

)))
(3)

The sigmoid function is denoted by σ , W0∈RC/r×C and
W1∈RC×C/r areMLPweights and are shared for both inputs.
The activation function (ReLU) is followed byW0.
On the other hand, the spatial attention module produces

the spatial attention map using inter-spatial relationships
within features. The spatial attention concentrates on finding
the informative part that is consistent with the channel atten-
tion. Computation of spatial attention involves the application
of max and average pooling operations along channel axis
and then the results are concatenated in order to obtain a sys-
tematic feature descriptor. A convolution layer is then applied
on the feature descriptor to produce the spatial attention map
M s (F) ∈ RH×W . The attention map encodes to suppress or
emphasize the regions as shown in Fig. 1.
The channel information of the feature map is com-

bined by max and average pooling operations. This gener-
ates two 2-dimensional feature maps, Fsavg∈R1×H×W and
Fsmax∈R1×H×W . The two generated features are then con-
catenated and followed by convolutional operation using the
standard convolutional layer. This produces the attention map
of two dimensions. The computation of the spatial attention
is given below.

M s (F) = σ
(
f 7×7 ([AvgPool (F) ;MaxPool (F)])

)
= σ

(
f 7×7

([
Fsavg;F

s
max

]))
(4)
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FIGURE 1. Architectural structure of CBAM.

where σ is a sigmoid function and f 7×7 refers to convolution
operation using 7×7 filter size. The overall attention process
is shown in Fig. 1.

D. ONLINE SEQUENTIAL EXTREME LEARNING
MACHINE (OSELM)
This section presents themathematical basis for single hidden
layer feedforward neural network (SLFN) to give the founda-
tion for the design of OSELM. The OSELM algorithm was
a sequential learning algorithm with higher versatility and
achieved through four main operational principles. First, the
training samples were presented in succession, one sample or
one chunk at a time and the size was fixed or varied. Secondly,
the learning process was done on the newly arrived single
chuck or chunks of data samples at every single moment
rather than on all the past data. Thirdly, a data sample or
chuck was discarded immediately after the model completed
learning from it. Lastly, the number of training observations
was not known by the algorithm prior to training [23]. The
OSELM was built on the operational basis of existing batch
ELM [24].

Given a SLFN with x RBF or additive hidden nodes and P
data samples, the representation of its output is given by:

fx (l) =

∑x

i=1
βiU (wi, bi, l), l ∈ Rp, wiϵRp (5)

where wi and bi are the learning parameters of hidden nodes,
βi denotes the weight that connects the ith node of the hidden
layer to the output node and U (wi, bi, l) denotes the ith
node of the hidden layer output with respect to its input l.
However, given additive hidden node with activation function
u (l) :R→R (such as sigmoid or threshold), U (wi, bi, l) is
given by:

U (wi, bi, l) = u (wi.l + bi) , bi ∈ R (6)

where wi is the weight vector that connects the input layer to
the ith hidden node and bi is the bias of the ith hidden node.
wi.l is the inner product of wi and l vectors in Rp.

RBF network is a special kind of SLFNwhose hidden layer
consists of RBF nodes with a centroid and impact factor. The
output of every node is given by a radially symmetric function
of the distance between the input and the center of the node.

For the hidden node of RBF whose activation function is
u (l) :R→R (such as Gaussian), the hidden layer output with
respect to its input l becomes:

U (wi, bi, l) = u (bi ∥ l − wi ∥) , bi ∈ R+ (7)

where wi denotes the center of ith node of the RBF network
and bi is its impact factor. R+ denotes a set of all positive real
values.

The ELM is a form of supervised learning algorithm.
Suppose a dataset consists of P arbitrary distinct data points
{(l (i) , t (i))}Pi=1, such that l(i) is an input vector of dimension
p × 1 and t(i) is a target vector of m × 1 dimension. The
standard SLFNwith x number of hidden nodes and activation
function u(l) can be modeled such that:

fx
(
lj
)

=

∑x

i=1
βiu(l (j))wibi = tj, j = 1, . . . ,P (8)

When the SLFN outputs are equal to the targets, the following
compact formulation is obtained:

Hβ = T (9)

where

H(w1, . . . ,wx , b1, . . . , bx , l1, . . . , lP)

=

U (w1, b1, l1) · · · U (wx , bx , l1)
... . . .

...

U (w1, b1, lP) · · · U (wx , bx , lP)


P×x

(10)

β =

[
βT1 . . . βTx

]T
x×m

, and T =

[
tT1 . . . tTP

]T
P×m

(11)

H is the output matrix of the hidden layer and superscript T
denotes the transpose of the matrix.

The hidden nodes parameters can be assigned randomly
when the training samples (P) and hidden layer nodes (x) are
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FIGURE 2. Architecture of ELM.

the same, i.e., when P = x. Then, output weights can be
analytically calculated by merely inverting H which lowers
the error rate to minimal value.

However, if the hidden layer nodes are less than the training
samples, that is x < P, the hidden nodes parameters can
nevertheless be randomly assigned. Conversely, the output
weights can be calculated by using pseudoinverse ofH which
leads to a smaller training error ∈> 0. The training procedure
is likewise reduced since the weights’ calculation is done in
a single step. The architecture of ELM is shown in Fig. 2.
TheOSELMalgorithm is a two-phase algorithm consisting

of the initialization phase and sequential learning phase. The
initialization phase involves filling up the appropriate matrix
(H0) = x to be used in the learning phase. The least number
of data samples needed for filling up H0 should be at least
equal to the number of hidden nodes.

Given an initial training chuck of data ρ0 = {(li, ti)}
P0
i=1

and P0≥x, the target is to minimize ∥H0β − T0∥ achieved by
β(0)

= K−1
0 HT

0 T0 where K0 = HT
0 H0.

H0 =

 U (w1, b1, l1) · · · U (wx , bx , l1)
... . . .

...

U (w1, b1, lP0 ) · · · U (wx , bx , lP0 )


P0×x

T0 = [tT1 . . . tTP0 ]
T
P0×m

(12)

Suppose another chunk of training data ρ1 =

{(li, ti)}
P0+P1
i=P0+1 is given, where the number of observations in

this chunk is P1, the problem then requires to minimize (12)
as follows.∥∥∥∥[

H0
H1

]
β −

[
T0
T1

] ∥∥∥∥ (13)

H1 =

 U (w1, b1, lP0+1) · · · U (wx , bx , lP0+1)
... . . .

...

U (w1, b1, lP0+P1 ) · · · U (wx , bx , lP0+P1 )


P1×x

T1 =

[
tTP0+1 . . . tTP0+P1

]T
P1×m

(14)

Equation (13) holds true, and when we consider the two
chunks ρ0 and ρ1 of the training data sets, the output weight

FIGURE 3. Process flow.

β evaluates to:

β(1)
= K−1

1

[
H0
H1

]T [
T0
T1

]
(15)

where

K1 = K−1
1

[
H0
H1

]T [
H0
H1

]
(16)

For sequential learning, output weight β(1) is expressed as
a function of β(0),K1,H1, and T1 and not that of chuck ρ0 of
training data. K1 is rewritten as

K1 =

[
HT
0 HT

1

] [
H0
H1

]
= K0 + HT

1 H1 (17)[
H0
H1

]T [
T0
T1

]
= HT

0 T0 + HT
1 T1

= K0K
−1
0 HT

0 T0 + HT
1 T1

= K0β
(0)

+ HT
1 T1

=

(
K1 − HT

1 H1

)
β(0)

+ HT
1 T1

= K1β
(0)

− HT
1 H1β

(0)
+ HT

1 T1 (18)

Combining (15) and (18), β(1) becomes

β(1)
= K−1

1

[
H0
H1

]T [
T0
T1

]
= K−1

1 (K1β
(0)

− HT
1 H1β

(0)
+ HT

1 T1)

= β(0)
+ K−1

1 HT
1 (T1 − H1β

(0)) (19)

where K1 is given by

K1 = K0 + HT
1 H1 (20)

A recursive least squares algorithm is similar to the recur-
sive updation algorithm for least squares solution. When the
(K + 1)th chunk, ρk+1 is received, (21)–(23), as shown at the
bottom of the next page. Equation (22) and (23) hold.

Instead ofKk+1,K
−1
k+1 is used for the computation of β(k+1)

from β(k) in (21). The derivation for the updation formula for
K−1
k+1 is made using Woodbury formula [52].

K−1
k+1 = (Kk + HT

k+1Hk+1)
−1

= K−1
k − K−1

k HT
k+1

(
I + Hk+1K

−1
k HT

k+1

)−1

× Hk+1K
−1
k (24)
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FIGURE 4. The proposed architecture.

Let Ak+1 = K−1
k+1, the updation equations for β(k+1) can then

be rewritten as

Ak+1 = Ak − AkHT
k+1(I + Hk+1AkHT

k+1)
−1
Hk+1Ak

β(k+1)
= β(k)

+ Ak+1HT
k+1(Tk+1 − Hk+1β

(k)) (25)

Equation (25) gives the recursive formula for β(k+1).

III. PROPOSED METHOD
The existing transfer learning models are not sufficient in fish
disease classification because they do not have the ability to
emphasize salient features and weaken meaningless regions
which lowers the classification performance. In fish disease
classification task, the idea is to focus on key regions that
present discriminative features for the various fish diseases.
Additionally, the deep sequential networks do not have the
ability to integrate and enrich the feature maps during feature
extraction. This paper therefore uses the keras functional API
that allows inputs which are a list of tensors of the same shape
other than the concatenation axis, and concatenates them to
return a single tensor. This strengthens the feature maps and
improves feature extraction.

Given an input image, preprocessing is done to remove
noise and make the image consistent with the neural net-
work input specifications. The multi-layer fusion network
then performs feature extraction whereas the attention mod-
ule suppresses the meaningless regions and strengthens
regions of higher interest for feature refinement. The output
features are then flattened and fed to the OSELM net-
work for classification. This flow of processes is shown
in Fig. 3.

A. MODEL NETWORK STRUCTURE
The proposed method comprises of convolutional blocks that
consist of Conv2D layers, pooling layers, dropout and batch
normalization layers, ReLU, softmax activation and OSELM
classification layer. The preprocessed image data is input to
two parallel backbone networks. The output feature map is
obtained by:

vpi = f

∑
i∈Mk

V p−1
i .Wik + bi

 (26)

ρk+1 = {(li, ti)}
∑k+1

j=0 Pj

i=(
∑k

j=0 Pj)+1
, Kk+1 = Kk + HT

k+1Hk+1,

β(k+1)
= β(k)

+ K−1
k+1H

T
k+1(Tk+1 − Hk+1β

(k)) (21)

Hk+1 =


U (w1, b1, l(∑k

j=0 Pj)+1) · · · U (wx , bx , l(∑k
j=0 Pj)+1)

... . . .
...

U (w1, b1, l∑k+1
j=0 Pj

) · · · U (wx , bx , l∑k+1
j=0 Pj

)


Pk+1×x

(22)

Tk+1 =

[
tT
(
∑k

j=0 Pj)+1
. . . tT∑k+1

j=0 Pj

]Transpose
Pk+1×m

(23)
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TABLE 2. Details of convolutional operations of the proposed method.

Algorithm 1 Algorithm 1. The proposed method
Input: RGB image set vi, ti,i = 1, 2, . . . .,N
Output: CNN feature extractor f (vi), output matrix Hk that maps
channel and spatial featuresMu of image vi to its corresponding class
label ti.

1) Input RGB image of size 224 × 224.
2) Perform convolutional operations with attention to generate

feature matrix {(l (i) , t (i))}Pi=1.
3) Remove the dense layers of feature extractor.
4) Initialize model learning using a small chunk of initial train-

ing sample matrix ρ0 the training set.
5) Compute H0, through (12) the output matrix of the hidden

layer.
6) Estimate the initial output weight β(0) and set k= 0.
7) Calculate the output matrix Hk+1 through (22) of for the

(k + 1) th chunk of samples ρk+1.
8) Set Tk+1 = [t(

∑k
j=0 Pj)+1, . . . , t(

∑k+1
j=0 Pj)

]T .

9) Calculate the output weight β(k+1) though (25).
10) Set k = k + 1.
return the CNN feature extractor f (vi)

where p refers to the convolutional layers,Wik is the convolu-
tional kernel, bi is the bias and V

p−1
i is the input channel map,

and f () represents the activation function. ReLU activation
is used in the succeeding blocks since it is nonlinear and
unsaturated. It can reduce training time, solve over fitting and
provide fast convergence [46].

The proposed network builds from parallel multiple back-
bones that are identical to each other. This enables the inte-
gration of same level features of the identical backbones for
feature refinement. The features output by blocks 1, 2, . . . , n

FIGURE 5. Detailed structure of CNN blocks.

in backbone 1 are concatenated by the output features which
are of the same size from the corresponding blocks in back-
bone 2 and refined by the corresponding attention block. Con-
ventionally, the design procedure of most CNNs convolves
channel maps of the input images into their respective inter-
mediate features whose resolution is monotonically lower.
In our network, the (s + 1)th block of backbone 2 takes the
refined feature map Fatt+1

2 resulting from the concatenation
of output, xs1 of the s-th block of backbone 1 and output x

s
2 of

the s-th block of backbone 2 and refined by attention block 1,
that is:

Fatt+1
2 = F s1(x

s) ⊕ F s2(x
s) (27)

After the convolution operations, OSELM is then used for
the classification of the 1-D vectors obtained after converting
the output feature maps from the attention based multilayer
convolutional network. The OSELM network randomly sets
the input weights and biases of the hidden layer whereas only
the output weights are updated. The input parameters are
randomly generated and only the output weights are calcu-
lated during the model training stage. The entire process with
no iteration operation generally improves the generalization
ability of the neural network. The output 12544 × 1 of the
CNN from the last layer is the input to the OSELM as
elaborated in Table 2.

Although it has been proven theoretically in [23] that so
long as ELM models have as many nodes in the hidden
layer as possible, they are able to make approximation of
any continuous target functions with any degree of accu-
racy. It has been experimented that random addition of hid-
den layer nodes did not guarantee better performance of
ELM [54]. The recommendation is to automatically deter-
mine the initial hidden layer node number by using incre-
mental constructive techniques such as incremental extreme
learning machine (I-ELM) [51] and enhanced incremental
ELM (EI-ELM) [14], among others and then optimizing the
initial model in order to obtain optimal network. In this study
we adopt the number of hidden nodes as 4096 because it
has been experimented on similar output size in [54] and
proven to perform well. This also saves the computation
cost and training time. The proposed architecture is shown
in Fig. 4 and the expanded structure of the CNN network
blocks is shown in Fig. 5. The proposed method is shown in
Algorithm 1.
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B. PERFORMANCE EVALUATION METRICS
The classification performance has been determined using
precision, accuracy, recall, and F-measure/score from the
confusion matrix with TP, TN, FP, and FN, referring to
true positive, true negative, false positive, and false negative,
respectively. TP is prediction in which the predicted class
label on the test data indeed correlates with the class of the
ground truth image. FP refers to a prediction in which the
predicted class does not belong to the class of the ground truth
image. TN refers to a prediction in which the model predicts
that a given test image does not belong to a given class and
it is indeed true and FN refers to a prediction where the test
image belongs to the ground truth image class but the model
predicts it as not belonging to that class.

1) ACCURACY
This is one of the ways to evaluate model performance. It is
the ratio of correctly predicted classifications to the overall
number of predictions made.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(28)

2) PRECISION
This refers to the proportion of accurately classified samples
in relation to the TP and FP values. In other words, it is a
computation of the percentage of samples that are correctly
classified.

Precision =
TP

TP+ FP
(29)

3) RECALL/SENSITIVITY
This refers to the ratio of TP to the sum of TP and FN.

Recall =
TP

TP+ FN
(30)

4) F1-SCORE
This is calculated as the symphonic mean of precision and
recall.

F1 − score =
2 × Precision× Recall
Precision+ Recall

(31)

IV. DATASET AND PREPROCESSING
This section presents the details of the dataset used in the
study and the preprocessing stages undertaken to make the
data samples compliant with network specifications.

A. DATASET
The fish disease dataset is a custom dataset that has been
collected from various internet sources. It includes a total of
649 low resolution images of infected fish and non-infected
fish. The images have been captured in both aquariums and
wild environments and are distributed into 6 classes, EUS,
white spot disease, Diplopstomiasis, Argulus, hexamitiasis
and healthy fish. The image samples have been augmented
using rotation, flipping, and cropping to obtain a total of 5,165
image samples as shown in Table 3.

TABLE 3. Dataset details.

The complex background environment poses a major chal-
lenge during feature extraction and disease identification by
the learning algorithms. A source domain backbone to learn
background information features was proposed and used to
subtract the source domain information from the feature map
of the entire image [19]. However, the presented method was
not feasible without having a mechanism to initially separate
the background from the entire image. In this paper, we elim-
inate the image background before passing the image data to
the neural network in order to overcome noise and improve
feature extraction as discussed in the next subsection.

The interferences caused by complex underwater environ-
ment makes the classification task very challenging due to the
following issues:

1) LOW-RESOLUTION UNDERWATER IMAGES
The fish’s texture feature information is lost due to low
quality images which make it challenging in identifying fish
diseases with similar characteristics such as Argulus and
Diplopstomiasis.

2) COMPLEX SEABED BACKGROUND
The various images collected from the internet are from
diverse sources including onshore and offshore aquariums
with varying seabed and dynamic plant textures. This reduces
the feature extraction ability of CNNs and make it difficult to
identify fish disease.

3) CAMOUFLAGE COLOR
The appearance of some fish diseases on the body surfaces of
the fish is identical with the color of the background. The fish
skin affected by disease blends well with such environments
and makes it hard to extract important features.

4) OCCLUSION
The fish’s texture feature information is considerably lost due
to obstruction from various objects and light reflection. This
affects fish disease identification and increases the number of
false positive predictions.

5) FISH DIVERSITY
The fish images collected have a variety of fish species
which presents different patterns in the learning process. For
example, there are many fish types in the collection of EUS
disease. It would be easier to classify EUS among fish of the
same species.

VOLUME 11, 2023 58737



Y.-P. Huang, S. P. Khabusi: CNN-OSELM Multi-Layer Fusion Network With Attention Mechanism

TABLE 4. Sample image preprocessing stages.

6) COMPLEX AND CHANGEABLE UNDERWATER
ENVIRONMENT
The images collected from internet sources were collected at
various times, scenes, and light intensities using cameras of
various pixel sizes. The collected images vary in quality and
light intensities which were not conducive for model learning
that reduced the generalization ability of the model.

B. DATA PREPROCESSING
1) BACKGROUND ELIMINATION
The complex image backgrounds are a source of noise which
over fits the model and lowers the classification performance.
These backgrounds also give varying contrasts to the fish
disease features and further interfere with the identification
of important features for classification. In this paper, the
image backgrounds have been eliminated to give uniform
background to all the sample images for accurate model train-
ing. There exist a number of background removal techniques
in image processing which are classified into edge-based
techniques such as canny edge detection; foreground detec-
tion and machine learning based approaches such as thresh-
olding and clustering, and deep learning approaches. These
approaches have been reported to perform well on grayscale
images but not on RGB images and the foreground pixels
using the mean absolute deviation (MAD) tends to generate
some isolated pixels (holes) in the target object interiors.
We enhance the RGB color space algorithm for background
subtraction by initially applying a foreground detection tech-
nique using machine learning selfie segmentation with media
pipe [20], [55]. The selfie segmentation function assigns a
float number in the range of [0.0, 1.0] to every pixel of the
output mask. When the number assigned to each pixel is
closer to 1.0, it indicates greater confidence for the pixel
to represent the object of interest which in this case is fish.
By contrast, the closer the value to 0, the more the confi-
dence that the given pixel belongs to the background and is
eliminated. The selfie segmentation then produces an output
mask of the same image size as the input. However, due to the
nature of underwater diseased fish images, the backgrounds
are not completely eliminated. The output images of selfie

TABLE 5. Performance comparison of propoed method with pretrained
models with background elimination.

TABLE 6. Performance comparison of proposed method with
attention-based pretrained models on dataset with background
elimination.

segmentation still have some sheds of the background. There-
fore, these images are further input to the RGB color space
algorithm for background elimination.

The RGB color space algorithm starts by assuming u =

(u, v) , and p(u) is a pixel whose intensity is expressed as
L (u):

I (u) = [LR (u) ,LG (u) ,LB (u)]
K

(32)

where LR,LG and LB refers to the intensities of the RGB
color components (red, green, and blue, respectively). For
simplifying the notations, superscript C is used to represent
R,G or B.

Suppose [L1 (u) ,L2 (u) , . . . ,LT (u)] denotes K image
frames, and M(u) denotes the image that contains each
pixel’s temporal median, for 0 ≤ α < 1, the α− met-
rically trimmed mean λCα (u) of every RGB component for
each pixel u is obtained by calculating temporal average of
ICk (u), disregarding the biggest [αK ] deviations away from
the median point. Note that [.] denotes the largest integer
function. Formally, taking into consideration an ordering
of the differences

∣∣ICk (u) −MC (u)
∣∣, and defining a func-

tion 1 ≤ f (u, k) ≤ K which is an integer function that
returns the position of

∣∣ICk (u) −MC (u)
∣∣ in such ordering, the

α- metrically trimmed mean λCα (u) is given by:

λCα (u) =
1

K − [αK ]

∑
tϵZα(u)

ICk (u) (33)

where Zα (u) = {k : f (u, k) ≤ K − [αK ]}. When α =

0, the trimmed mean becomes exactly the average and as α

approaches 1, the trimmed mean tends towards the median
value. The value of α is experimentally set to 0.3 [3]. Moving
forward, λC (u) then refers to theα - metrically trimmed value
of mean for the pixel u using α = 0.3.

It is necessary to evaluate the distribution of noise around
the value of the actual background. This is done using scale
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TABLE 7. Class-wise performance comparison of the proposed method with attention-based pretrained models on dataset with background elimination.
(unit: %).

parameter such as the standard deviation. However, in the
color space algorithm, a more robust scale estimator, called
the mean absolute deviation (MAD), is used. MAD is defined
as:

MADC (u) = median
{∣∣∣ICk (u) −MC (u)

∣∣∣} kϵ {1, ...,K }

(34)

If we assume additive Gaussian noise, the relation σC (u) =

1.4826MADC (u) gives the standard deviation estimate of
each RGB component for every pixel. Pixels that belong to
the foreground tend to be far from the distribution’s estimated
mean. The foreground pixels normally appear in blobs and
not isolated in the image. Therefore, we analyze close neigh-
borhoods of each pixel. A pixel u is assigned to the foreground
if∑

xϵ�(u)
w(x)

∣∣∣ICk (x) − λC (x)
∣∣∣ > h

∑
xϵ�(u)

w(x)σC (x),

(35)

where �(u) denotes a small close neighborhood with center
u,w(x) is a weighting mask for every pixel u = (u, v) , h
determines the maximum possible deviation away from the
mean value with respect to the standard deviation and the
weighted average mask is denoted by w, with a central point
whoseweight is 4, weight of horizontal and vertical neighbors
being 2, and 1 for diagonal neighbors. The neighborhood is
set to 3 × 3 for � and h = 3.

The implementation has been done in opencv library and
the sample preprocessing results are presented in Table 4.

TABLE 8. Performance comparison of proposed method with
attention-based pretrained models on dataset without background
eliminaion.

2) PIXEL ENHANCEMENT
This is applied to enhance the image contrast by increasing
the domain of pixel intensity values.

3) IMAGE RESIZE
All sample images are resized to a dimension of 512× 512×

3 to reduce the computational model complexity.

4) DATA AUGMENTATION
We augmented the data using rotation and flipping to increase
the data samples.

5) LABELING
The image files were assigned class labels for the classifica-
tion task.

V. RESULTS AND DISCUSSION
In this paper, 649 image samples from a custom dataset are
augmented to obtain a total of 5,165 images and prepro-
cessed for contrast enhancement, background elimination.
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TABLE 9. Class-wise performance comparison of proposed method with attention-based pretrained models on dataset without background elimination.
(unit: %).

FIGURE 6. Class-wise performance of the proposed method with
background elimination.

FIGURE 7. Class-wise performance of the proposed method without
background removal.

The dataset is divided into training, validation and test sets
in the ratio of 3:1:1, respectively. The training set uses 3,099
images, validation set uses 1,033 images and the test set uses

TABLE 10. Performance comparison of proposed method with ConvNeXt
and Swin transformer models on dataset with background eliminaion.

1,033 images as well. All image inputs to the neural networks
are of size 224 × 224 × 3. The same dataset is used for all
the models in our experiments. The hardware and software
specifications of the training environment include; Intel Core
CPU i7-4790 of 3.6GHz, RAM of 16GB and supported by
GPU (NVIDIA GeForce RTX 2080Ti), Tensorflow 2.4.0 and
Keras 2.3.1 environment with the following parameters: batch
size of 4, Adam optimizer, with default parameters β 1= 0.9,
β 2 = 0.999, α = 0.001 and ϵ = 10-7 and cross entropy loss.
The proposed model is trained for 800 epochs on our

dataset with eliminated background. The testing accuracy,
precision, recall and F-measure are compared with state-of-
the-art models used in image classification. We fine tune and
train 5 deeper pretrained models for 300 epochs. The models
are validated and tested on the same validation and test sets,
respectively. The test performance comparisons are given in
Table 5.

In comparison with the transfer learning models, the pro-
posed model performs better with a top accuracy of 94.28%
which is 2.2% higher than the accuracy of VGG19, the
highest performing model in terms of accuracy among the
pretrained models, precision of 92.67%, recall of 92.17%
and F1-score of 92.42%. The proposed network is less deep
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TABLE 11. Class-wise performance comparison of the proposed method with ConvNeXt and Swin transformer models on dataset with background
elimination. (unit: %).

which reduces feature information loss and reduces the van-
ishing gradient problem and learns well on limited data. The
attention modules further suppress regions of low interest
and focus on more meaningful regions to enhance the fea-
ture extraction process. This intimates that more deeper and
important features are easily extracted. The addition of the
OSELM in the place of the fully connected layer further
strengthens the classification process by reducing the training
time and loss. This is achieved because the input nodes to
hidden node weights and biases are generated randomly and
the output weights are determined analytically on the basis
of the training samples arriving sequentially. The proposed
network has much less parameters compared to the pretrained
models. To further ascertain the impact of our composite
CNN-OSELM in comparison to other attention-based net-
works, the deep pretrained models have been enhanced by
integrating attention mechanism after the last convolutional
layer. The models are trained for 500 epochs, validated and
tested on the same dataset. The performance comparison with
the proposed method is shown in Table 6.

The proposed model still outperforms the pretrained-
attention models by over 0.47% accuracy. The multilayer
fusion network is less deep but wider, with two backbones
that fuse features from the same level blocks. This refines
the feature maps further and reduces loss that arises due to
diminishing gradient problem commonly experienced in very
deep networks. The OSELM further improves the classifi-
cation performance and reduces the number of parameters.
This is because only the number of hidden layers is selected
and other parameters are automatically determined. To better
appreciate the performance of the proposed method in com-
parison with the pretrained attention models, we present a
detailed summary of the class-wise performance in Table 7.

The class-wise classification performance results pre-
sented in Table 8 show that our proposed model achieves
the best results on overall for all the 6 classes, followed by
attention-based ResNet50 and VGG19. However, in compar-
ison with performance results of the baseline models depicted
in Table 6, it shows that CBAM considerably improves the
performance of the baseline models by an average of 1% on
accuracy, 1.8% on precision, and 0.5% and 1.3% on recall and

TABLE 12. Performance comparison of proposed method with ConvNeXt
and Swin transformer models on dataset without background eliminaion.
(UNIT: %).

F1-score, respectively. The class-wise performance in Table 7
reveals that the classification performance of whitespot dis-
ease was highest with an accuracy of 99.20% and F1-score
of 99% followed by the healthy class with an accuracy of
99% and F1-score of 97%. This pattern is true in both the
proposed method and the attention-based pretrained models.
This is attributed to the physical characteristics of these two
classes which makes them very distinct and easily identified.
In Table 6, attention-based ReNet50 generally out competes
its counterparts due to its ability to maintain a low error
rate with skip connections that help to regularize layers in
case of performance degradation. However, the classifica-
tion performance of Argulus was poorest with the proposed
model achieving an accuracy of 82.90% and F1-score of
77%. Moreover, all the attention-based pretrained models
also indicate a similar performance on the Argulus class
despite hexamitiasis class having the least number of training
samples. The poor classification performance of Argulus is
associated with the nature of the disease. The Argulus disease
causing agent, Argulidae, tends to attach itself on the body of
its host. However, the host will bear physical characteristics
of the infestation after the disease has adversely progressed.
The proposed approach bases the recognition ability on the
presence of the Argulidae on the fish body which tends to
resemble the color of its host making it difficult to identify.
The class-wise performance of the proposed method with
background elimination is graphically illustrated in Fig. 6.

The image background are initially subtracted in the RGB
color space from the training samples to reduce noise brought
about by the unstable water environment due to multiple
underwater scenes, complex underwater seabed, reflections,
low contrast, low-resolution and blurring of images. To illus-
trate the relevancy of image background elimination in our
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TABLE 13. Class-wise performance comparison of the proposed method with ConvNeXt and Swin transformer models on dataset with background
elimination. (unit: %).

study, we further trained, validated and tested the proposed
model and the attention-based pretrained models on the orig-
inal dataset without background elimination. In other words,
the models were trained, tested and validated on the same
number of data samples with their original background as
opposed to the previous experiments. The summarized results
are shown in Table 8 and the class-wise performance results
are shown in Table 9. The results attained by all the models
show a poor uniform pattern of accuracy, precision, recall
and F1-score though the proposedmethod still achieves better
results compared to the attention based pretrained models.

The performance of the proposed method without back-
ground removal is demonstrated graphically in Fig. 7 for
a clearer overview. The class-wise performance without
background elimination generally reveals an over-fitting
problem and is generally poor with some classes having very
low values of F1-score and accuracy and others having fairly
higher accuracy values but with low precision and recall.

We further compare the performance of our proposed
model on two competing models, ConvNeXt [56] and Swin
transformer [57]. ConvNeXt uses depth-wise convolution,
which is a special case of grouped convolution in which the
number of groups and channels are equal. The depth-wise
convolution is closely similar to weighted sum operation used
in self-attention. This operates on a per-channel basis; the
information is mixed only in the spatial dimension. On the
other hand, Swin transformer is a hierarchical transformer
that uses shifted windows to compute its representation.

The Swin transformer was proposed by [57] to overcome
the challenges that arise in adapting transformer models from
natural language processing (NLP) to vision tasks. These
challenges are associated with the differences that occur
between NLP and vision tasks such as high pixel resolution
in comparison with words and the scale of visual entities. The
Swin transformer and the ConvNeXt are trained, validated
and tested on the same dataset (with background elimination)
as the proposed model. The overall test performance of these
models in comparison with the proposed model is shown in
Table 10.
The proposed model slightly outperforms ConvNeXt and

Swin transformer with F1-score higher than both models.

However, ConvNeXt achieves the highest classification accu-
racy of 95.95%. Additionally, the class-wise performance
shown in Table 11 shows a more stable classification perfor-
mance of the proposed model compared to the ConvNeXt and
Swin transformer. The variations between accuracy, precision
and recall are smaller in the proposed model compared to
the ConvNeXt and Swin transformer. ConvNeXt achieves the
highest overall recognition performance of Argulus class with
a classification accuracy of 91.58% and harmonic mean of
80.50% which is the highest classification performance for
Argulus. However, its recall value is very low, 74.00% which
indicates a high false negative ratio. This is not appropriate
for fish disease identification because misclassifying positive
cases as negative can lead to widespread of the disease in the
aquarium before it is detected.

Our proposed model has the ability to detect both pos-
itive and negative cases at a similar rate, as indicated by
the class-wise performance in Table 11. We further evalu-
ated the performance of ConvNeXt and Swin transformer in
comparison with the proposed method on the dataset without
background elimination. The overall results are shown in
Table 12.
Swin transformer performed slightly better than our model

on noisy data indicating its resiliency to noise. The class-wise
performance of ConvNeXt and Swin transformer on noisy
data in comparison with the proposed model is shown in
Table 13. The results show a generally deteriorating perfor-
mance pattern on the dataset without background elimination
across the threemodels. TheConvNeXt and Swin transformer
models are more unstable considering the variations in pre-
cision and recall for the respective classes. Though Swin
transformer tends to achieve a higher accuracy value on this
dataset, the ability to make positive and negative predictions
correctly is averagely lower compared to the proposed model.

VI. CONCLUSION AND FUTURE WORK
This study proposed a multilayer fusion attention CNN-
OSELM network for fish disease recognition in aquaculture.
We build a more powerful feature extractor that integrates the
output features from same level blocks to enhance feature
extraction using SLC and multilayer fusion with CBAM.
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We incorporate OSELM at the fully connected layer to reduce
the training time and improve classification performance. The
dataset used in the study was collected from various internet
sources and the image backgrounds were initially subtracted
in the RGB color space from the training samples to reduce
noise brought about by interferences from multiple under-
water scenes, complex underwater seabed background, low
contrast, reflections, low-resolution and blurring of images.
The network was trained, tested and validated on both the
preprocessed dataset and the original dataset to appreciate
the impact of background elimination from underwater fish
disease images on classification performance. The pretrained
backbone networks with and without attention mechanism,
Swin transformer and ConvNeXt were also trained, validated
and tested on the same dataset for performance comparisons.
The trained models were evaluated on the basis of accuracy,
precision, recall and F1-score. The proposedmethod achieves
superior test results on the dataset with background elim-
ination compared to the rest of the models. Though Swin
transformer performs slightly better than our method, the
ability to make positive and negative predictions correctly is
averagely lower compared to the proposed model.

The class-wise performance also indicated that whitespot
disease and healthy had higher classification performance
than the rest of the classes due to the distinctive and more
visible nature of these infections. ConvNeXt also achieved
higher F1-score on Argulus class though with a lower recall
value which implies higher false negative predictions. Such
a scenario is not good in the case of fish disease identifi-
cation. This implies the model could classify positive cases
as negative which is very dangerous during disease outbreak.
Instead, a higher false positive rate, that is a lower precision
value could be tolerated.

In future work, more training samples will be collected and
used for further training in order to improve the generalization
ability and overall performance of our model. Further, fish
disease recognition performance of deep learningmodels will
be compared with fuzzy logic applied on segmented images.
The experimental results of this paper show a promising
step towards automatic fish disease identification in smart
aquaculture.
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