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ABSTRACT Recently the grid-following inverter-based power generation systems (IBPGSs) dominate over
synchronous generators (SGs) in load sharing in some areas of power grids in many countries worldwide.
The trend of increasing penetration of IBPGSs to grid results in decreasing number of SGs in operation. This
can result in a slowly decreasing system inertia which results in fast dynamics during transient conditions,
that may lead to failures of phase-locked loops (PLLs), which are widely used in grid-following IBPGSs.
Consequently, the grid-following IBPGS-dominated grids are facing stability issues in their operations.
To support these grid-following IBPGSs for their stable operations, a stable grid-forming IBPGS is required
that can operate as SGs. In this paper, a grid-forming controller is designed for IBPGSs that can enable
IBPGSs tomimic SGs and work as grid-forming inverters that operate like SGs tomaintain the grid dynamics
suitable for the stable operation of the IBPGSs. For this purpose, a detailedmathematical model of the SG and
its associated controller has been used with the proposed grid-forming controller. From the steady-state and
transient dynamics, a mathematical relationship between the inertia support from the grid-forming controller
and an SG has been developed to control the inverter in the grid-forming IBPGS. The performance of the
grid-forming IBPGS during steady-state and transients due to load change, fault, and grid-isolation has been
compared with the SG. The simulation results have validated the effectiveness of the proposed controller and
grid-forming IBPGSs to help control the voltage and frequency of the IBPGS-dominated power systems.

INDEX TERMS Controller design, grid forming inverter, grid inertia, virtual inertia, steady-state analysis,
transient analysis.

I. INTRODUCTION
To reduce CO2 emissions, the power systems in many coun-
tries worldwide are strongly encouraged to increase the pen-
etration of renewable energy system (RES)-based distributed
generations (DGs) [2], [3]. However, with the increasing
penetration of RES-based DGs, such as solar photovoltaics
(PVs), wind turbines, and battery energy storage systems
(BESSs), the power systems in many countries have already
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observed instances of surplus instantaneous power genera-
tions relative to demands. It is expected that as the penetration
increases further, the surplus instantaneous power generation
could be three to five times larger than the annual average
power generation [1]. The situation will become worse as it
is envisioned in some European countries, that the RES-based
DGs will supply 100% of the demand by 2025 [1]. Further-
more, the high penetration of RES-based DGs will replace a
considerable number of conventional SGs, which will affect
the current paradigm of the power system operation and
control.
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Most of these RES-based DGs are IBPGSs which don’t
possess the attributes of SGs. Hence, the grid operators
with fewer SGs and more IBPGSs are experiencing unprece-
dented challenges, such as reduced system inertia [4] that
can lead to the failure in the operation of PLLs [5], [6], [7],
increased rate of change of frequency (ROCOF) [8], [9],
the increasing need for the disturbance ride-through capa-
bility [10], [11], [12], the activation of frequency relays,
which may cause under-frequency load shedding, [13], [14],
required contingency frequency control during islanding
operations [1], [4] and the system restoration capability [1].
The grid operators in Ireland and Britain have already
reported that the grid operation challenges during any dis-
turbance will be significantly worsened when the load shar-
ing by the IBPGSs exceeds more than 65% of system
demands [1], [4]. The challenges caused by the high penetra-
tion level of IBPGSs are system-specific and depend on (i) the
number of SGs in operation in the system, (ii) their loca-
tions, (iii) their capacities compared to the integrated IBPGS
generation levels, (iv) the magnitudes of the largest reliable
contingency power plants, (v) the strength of IBPGS’s con-
trollers, and (vi) the availability of interconnections with
neighboring power systems. How these new challenges with
large penetration of IBPGSs will be tackled is still being
investigated by all grid operators.

There are two operationmodes of IBPGSs in grid-connected
or islanded systems, either in the grid-following mode or in
the grid-forming mode. The majority of IBPGSs currently
operating in any grid worldwide is the grid-following one [1].
These grid-following IBPGSs consist of fast-controlled
power electronic converters and require a stable grid for their
continuous operation. In a stable grid dominated by a large
presence of SGs with their slow inherent electromechanical
characteristics, the overall system electromechanical dynam-
ics change slowly. Therefore, the grid-following IBPGSs
can easily track the grid voltage accurately and can feed
current to the grid at the correct phase angle. However,
with the increasing penetration of grid-following IBPGSs,
the number of SGs decreases, hence the total system iner-
tia decreases. Therefore, the effect of the electromechani-
cal dynamics lessens while the faster electrical dynamics
dominate [1], [4]. Hence, the grid-following IBPGSs may
potentially lose synchronization [1], [4], [5], [6], [7] and may
fail to be remained connected with the grid due to a small
disturbance, which may lead to grid instability. To maintain
grid stability, grid feeding from grid-following IBPGSs has
been limited to many grids worldwide which may impede
further growth of the grid-following IBPGSs in the long
run [1]. To support an IBPGS-rich grid, some grid operators
have set the requirements of must-run SG or synchronous
condensers (SCs). However, the use of SCs is an expensive
choice.

Recently, the grid-forming IBPGS has attracted the atten-
tion of researchers, which requires no must-run SGs or
SCs to maintain grid stability during any grid conditions.
This grid-forming IBPGS with its voltage and frequency

support capability either in grid-connected or islanded mode
of operation has generally been defined as grid-forming
inverters (GFMIs). Like SGs, these GFMIs can maintain
a slow grid dynamic for the stable operation of the grid-
following IBPGSs, which is only possible if the GFMIs pos-
sess the following functionalities:
1. Under normal grid-connectedmode, it should behave as an

ac voltage source operating within its physical constraints.
2. Under islanding mode, it should help to form the grid

autonomously.
3. Under transient mode during faults or system changes,

it should behave as an ac voltage source, as long as its
constraints are not violated. However, if its limits are
violated, its operation may temporarily fall into a specific
regime to maintain its limits.

4. Under blackout or brownout mode, it should support the
grid restoration process with the help of energy storage in
the system.
Several control techniques have been proposed for the

IBPGSs in the literature to meet the functionalities of the
GFMIs mentioned above, such as (i) frequency-droop con-
trol [15], [16], (ii) angle-droop control [17], [18], (iii) virtual
synchronous machines (VSMs) control [19], [20], [21], [22],
and (iv) dispatchable virtual oscillator control (dVOC) [23].
As most of these control techniques for IBPGSs are based
on the load-frequency imbalance, they maintain the funda-
mental operation of the system. However, due to the reduced
inertia, the borderline between the primary and the sec-
ondary frequency control could shift with the faster system
dynamics. Although the IBPGS controllers are capable of
fast response to any contingency in the system [4], they are
usually designed and operated at a reduced bandwidth to
(i) ensure system stability [24], and (ii) ensure that the system
frequency or the voltage phase-angle does not vary too fast so
that the PLLs used in IBPGSs can accurately track the system
dynamics for frequency support.

Among the grid-forming IBPGSs, the VSMs and syn-
chronverters (SVs) [19], [20], [21], [22], [25] have been
designed to inherit the attributes of an SG under a wide range
of operating conditions. Some of the controllers of the SVs
have been designed with trigonometric functions [25]. There-
fore, although these controllers are appropriate for time-
domain simulation, their small signal stability response anal-
yses in the frequency domain are complex and complicated.

It is worth mentioning here, that the SGs maintain the grid
voltage and frequencywhen the load sharing of the IBPGSs to
SGs is low [1], [4]. In that low-load sharing ratio, controllers
of the grid-following and grid-forming IBPGSs (e.g., VSMs,
SVs) were designed and developed to have faster voltage
support to grid disturbance that results in excluding many
elements of the SG-controller [19], [20], [21], [22], [25], [26].
Some of the VSM controllers were modeled with very low
or zero inertia [25], [26], [34], [35], [36]. Therefore, the
dynamics of the existing IBPGSs (both GFMIs and grid-
following) are relatively faster than the SGs. Consequently,
there occurs dynamic interaction among the IBPGSs and the
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SGswith the grids that can cause oscillation in awide range of
frequencies [27]. Based on the above-reported literature, it is
important to highlight here that to avoid dynamic interaction
and oscillation among the IBPGSs and SGs and to support
the uninterrupted operation of the grid-following IBPGSs, the
GFMIs should be designed to have similar attributes of SGs.
This may help avoid modification of the controllers of the
existing grid-following IBPGSs to cope with fast dynamics
in a reduced or low inertia grid.

This paper proposes a new controller for the grid-forming
IBPGS to control system dynamics suitable for the stable
operation of the grid-following IBPGSs. The controller has
been designed based on a detailed electromagnetic and elec-
tromechanical model of an SG and its associated controllers,
which include a model of the turbine, a speed-droop con-
troller with its speed relay, an exciter, an automatic volt-
age regulator (AVR), and a power system stabilizer (PSS).
Therefore, the key difference between the existing VSM/SV
system and the proposed system in the paper is in their
modeling. To slow down the grid dynamics which is ben-
eficial for the stable operation of existing grid-following
IBPGSs, all the peripheral controller parts of an SG have
been used in the controller of the GFMI. The proposed con-
troller for the grid-forming IBPGS has been validated through
MATLAB simulation either in grid-connection or grid-
isolation modes, and its performance in terms of inertia sup-
port and maintaining system dynamics has been compared
with those of an SG. The comparisons presented in this
paper show that the proposed controller can closely follow
the performance of an SG. Therefore, it is expected that the
proposed controller for the GFMI will provide inertia support
to the power system and will form a stable grid similar to
what an SG does for the stable and uninterruptible operation
of the grid-following IBPGSs. In this paper, grid-following
and grid-forming IBPGSs have been synonymously usedwith
grid-following inverters (GFLIs) and GFMIs, respectively.

II. LOW INERTIA EFFECT ON THE OPERATION OF
GRID-FOLLOWING INVERTER
A grid-following inverter (GFLI) requires a strong grid to
be synchronized for its stable and uninterruptible operation.
The synchronous reference frame-PLL (SRF-PLL) is widely
used in tracking the phase angle and fundamental frequency
of the grid voltage at the PCC. Therefore, the operation of
the GFLI undoubtedly depends on the performance of the
SRF-PLL. However, the increasing penetration of GFLIs and
the reduction of SGs connected to the grid results in decreas-
ing mechanical inertia, short-circuit ratio (SCR), strength,
and frequency-stability margin of the grid. As a result, the
grid behaves as a weak grid [28] and experiences a rapid
ROCOF during any disturbance. The authors in [7] reported
a fast ROCOF of 10 Hz/s during a short-circuit fault in the
Bonaire Island weak grid. The SRF-PLL performs poorly in
a weak grid during a high ROCOF situation which affects the
operation of the GFLI.

FIGURE 1. (a) Small signal closed-loop transfer function diagram of a
PLL, (b) definition of a feedback control system with input and output
error, (c) frequency tracking error by the PLL during fast dynamics,
(d) frequency tracking error by the PLL during slow dynamics.

The performance of the SRF-PLL depends on its designed
parameter, especially its bandwidth. Although the bandwidth
of the SRF-PLL can be designed high to track a high ROCOF,
it is kept lower in aweak grid to filter out residue harmonics in
the PCC voltage and to limit spurious harmonic currents [29].
The SRF-PLL with a lower bandwidth possesses a character-
istic of slower dynamicwhich helps the stable operation of the
GFLI. On the contrary, the SRF-PLL with higher bandwidth
may trigger harmonic instability of the GFLI [6]. Therefore,
it has been a common trendworldwide to design the SRF-PLL
with lower bandwidth to ensure the stable operation of
the GFLI.

Fig. 1(a) [7] shows a general structure of an SRF-PLL.
The voltage relationship between the dq0- and the abc-

reference phases can be expressed by (1) and (2).

Vq = Vm sin(θg−PLL − θPLL) (1)

Vd = Vm cos(θg−PLL − θPLL) (2)

If the a-axis in SRF is aligned with the q-axis in the
dq0-frame, i.e., 1θ = θg−PLL − θPLL = 0, then Vq = 0 and
Vd = Vm. Now normalizing in per unit system Vq = 0 and
Vd = Vm, equations (1) and (2) change to the equations in (3)
and (4) respectively,

Vq = sin(θg−PLL − θPLL) (3)

Vd = cos(θg−PLL − θPLL) (4)

Now for small perturbation, (3) and (4) can be linearized
around the steady-state operating point 1θ0 = 0 and
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expressed by (5) and (6), respectively.

1Vq = cos(1θ0)1θ (5)

1Vd = − sin(1θ0)1θ (6)

Therefore, for a small perturbation around the steady-state
operating point 1θ0 = 0, 1Vq = 1θ and 1Vd = 0.
The change in the output frequency of the SRF-PLL can be
expressed by (7)-(8) [7].

1ωPLL(s) =
GPLL (s)

1 + GPLL (s)HPLL (s)
1θ (s) (7)

1θPLL(s) = HPLL(s)1ωPLL(s) (8)

From Fig. 1(b), the phase angle error to the PLL is expressed
in (9).

θ iperr (s) = θg−PLL(s) − θPLL(s) (9)

ωop
err (s) =

θg−PLL(s)
HPLL(s)

− ωPLL(s) (10)

ωop
err (s) =

θ
ip
err (s)

HPLL(s)
(11)

Equation (9) can be represented as in (12)

θ iperr (s) =
θg−PLL(s)

1 + GPLL (s)HPLL (s)
(12)

During disturbances in the power system, the sys-
tem frequency f (t) deviation and the corresponding phase
angle deviation can be expressed by (13) and (14),
respectively [7].

ωg−PLL(t) = 2π × ROCOF × t (13)

θg−PLL (t) = ωg−PLL (t) t = 2π × ROCOF × t2 (14)

Using the final value theorem, the steady-state phase angle
error can be calculated as follows:

lim
s→0

sθ iperr (s) = s
θg−PLL (s)

1 + GPLL (s)HPLL (s)
(15)

lim
s→0

sθ iperr (s) = s
4π × ROCOF

s2 + Kp−PLLs+ Ki−PLL
=

4π × ROCOF
Ki−PLL

(16)

Equation (16) shows that the steady-state phase angle error
is a function of ROCOF and Ki−PLL . For a larger ROCOF in
a low inertia system, the PLL will have a larger phase angle
error. However, the phase angle error can be reduced using a
larger value of Ki−PLL . Here is the contradiction of designing
the PLL bandwidth, because the larger the value of Ki−PLL
means the larger the bandwidth of the PLL, which may cause
instability of GFLI.

To check the performance of the SRF-PLL, a fast and slow
dynamic corresponding to system inertia of 0.01 s and 10 s,
respectively, were simulated by creating frequency events at
t = 4 s in Fig. 8. Figs. 1(c) and 1(d) show that the ROCOF of
the system with the inertia of 0.01 s is faster than the ROCOF
of the system with the inertia of 10 s. The bandwidths (BWs)
of the SRF-PLL were designed as 28.5 Hz (high BWPLL) and
2.85 Hz (low BWPLL).

Fig. 1(c) shows that with the low BWPLL , the frequency
tracking error is high, and the SRF-PLL takes more than 1 s to
exactly follow the system frequency. However, the SRF-PLL
with high BWPLL closely tracks the system frequency with
some initial oscillations as shown in Fig. 1(c).
Fig. 1(d) shows that with the low BWPLL , the SRF-PLL

exactly follows the system frequency. The SRF-PLL with
high BWPLL also tracks the system frequency with a similar
initial oscillation as shown in Fig. 1(d). The SRF-PLL takes
less than 300 ms in both slow and fast dynamics to exactly
track the ROCOF in the system.

From the above analysis, it can be concluded that the
GFMIs which will provide similar support to an SG, will be
very crucial for the stable and uninterruptible operation of
a power system dominated by GFLIs in load sharing in the
future power grid.

III. PROPOSED CONTROLLER FOR GRID-FORMING
INVERTER
The proposed GFMI controller has been described in detail
in this section. All the components of a traditional SG are
included to develop the controller for the GFMI based on
the hypothesis that as the SG is a well-known grid-forming
system, this GFMI will also be a grid-forming system to sup-
port grid-following IBPGSs to form a stable grid. The design
of the proposed GFMI, in Fig. 2, includes two parts: (1) the
electrical part and (2) the controller part. The controller part
communicates with the electrical circuit part via voabc, ifabc,
and gabc signals. The current ifabc and the voltage voabc are
measured using current and voltage sensors, respectively, and
passed through the low pass filter (LPF) for conditioning. The
circuits of these sensors, LPF, reference frame transformation
(abc/dq0), and sinusoidal pulse-width modulation (SPWM)
are well documented in the literature [30], [31].

A. ELECTRICAL PART
The design of the electrical circuit part of the GFMI, shown
in Fig. 2(a), includes the design of a solar PV source,
a dc-dc boost converter, a dc-link formed by a dc side capac-
itor Cdc, a three-phase inverter, a BESS, a bidirectional dc-
dc converter, and an LC filter. The PV array and the BESS
are connected to the dc-link through a boost converter and
a bidirectional dc-dc converter, respectively. The BESS has
been designed as an equivalent kinetic energy reserve to
the rotor of an SG since the GFMI behaves like an SG.
In the LCL filter, the LC part includes the design of an
inductance Lf , a capacitance Cf , a resistance Rf , and a
damping resistance Rd, to reduce the ripples of the volt-
age and current outputs from the GFMI, and to suppress
the total harmonic distortion (THD) below 5% specified by
the standards [32]. On the grid side, the inductance Ll and the
resistance Rl, are the equivalent inductances and resistances
of the step-up transformer and the connecting line as well
as the Thevenin equivalent inductance and resistance of the
grid.
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FIGURE 2. Proposed controller for the GFMI (a) electric circuit model,
(b) GFMI controller.

B. CONTROLLER PART
Fig. 2(b) shows that the controller of the GFMI consists
of two main parts such as (i) frequency controller and (ii)
voltage controller. The frequency controller has been devel-
oped based on the speed governor and turbine-generator rotor
dynamics of an SG. Whereas the voltage controller has been
developed based on an AVR and exciter, a PSS, electro-
magnetic torque (Te) characteristic, and the internal voltage
controller of an SG. A provision of the reference voltage
(Vref ) controller can be added using the reactive power (Qe)
characteristic of an SG and a PI controller. However, Vref
has been directly set in this paper. The development of these
controller parts is as follows.

1) FREQUENCY CONTROLLER
Fig. 3 shows the frequency controller of the GFMI. The
angular frequency (ωr ) of the GFMI changes if the reference
active power (Pset ) and virtual Te vary. Otherwise,ωr remains
constant. If Pset and Te vary, the frequency controller tries to
maintain the deviation of angular frequency (1ωr ) to zero,
i.e.,1ωr = 0. The characteristic of the frequency controller is
defined through the negative feedback of angular frequency
and two transfer functions GRT (s) and GTG(s) as shown in
Fig. 3. Rp in the feedback path in Fig. 3 represents an equiv-
alent speed droop of an SG.

The transfer functions, GRT (s) and GTG(s), depend on the
characteristics of the speed governor and turbine-generator

FIGURE 3. Proposed frequency controller for the GFMI.

rotor dynamics of an SG, which can be expressed by (17)
and (18), respectively.

GTG(s) =
s(1 + G2(s))G1(s)

s(1 + G2(s)) + K12ω0G1(s)
(17)

GRT (s) =
GSR(s)GTP(s)G2(s)

1 + G2(s)
(18)

where ω0 is the rated frequency in rad/sec, and K12 is the
rigidity coefficient between the turbine and generator. The
transfer functionsG1(s),G2(s),GSR(s) andGTP(s) are defined
in Appendix. The unit with the transfer function GSR(s) has a
bounded output of speed and gain.

2) VOLTAGE CONTROLLER
The voltage controller consists of three parts such as (1) AVR,
exciter, and PSS, (2) Te processor, and (3) internal voltage
processor. These three parts are described below.
(1) AVR, Exciter, and PSS part: This part of the voltage

controller, as shown in Fig. 4, controls the signal Efd which
can be expressed as in (19).

Efd (s) = GAVR(s)[Vref + GPSS (s)1ωr − GR(s)Vt (s)] (19)

FIGURE 4. Exciter, AVR and PSS.

The AVR measures the terminal voltage of the GFMI
through a voltage sensor and a voltage signal from a PSS
corresponding to the angular frequency deviation (1ωr ) and
compares it with Vref . The transfer function of the AVR,
exciter, PSS, and terminal voltage sensor can be expressed
by (20), (21), and (22), respectively.

GAVR(s) =
GA(s)GE (s)

1 + GA(s)GE (s)GF (s)
(20)

GPSS (s) =
sKSTABTw(1 + sT3)(1 + sT1)

(TsTws2 + s(Ts + Tw) + 1)(1 + sT4)(1 + sT2)
(21)

GR(s) =
1

1 + sTR
(22)
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where,GA(s),GE (s) andGF (s) are transfer functions of AVR,
exciter, and Efd feedback to AVR, which are defined in
Appendix. Kstab represents the gain of the PSS. Ts, Tw, T1,
and T2 represent time constants in the PSS [30]. TR represents
the time constant of the terminal voltage sensor. The AVR and
the PSS have bounded output.
(2) Electromagnetic torque (Te) processor block: Fig. 5

shows the Te processor block which has been designed based
on the equivalent sub-transient and transient model of an
SG [33]. Te in Fig. 5 can be expressed as in (23). The
two transfer functions GTe A(s) and GTe B(s) in (24) and (25),
respectively, represent the transient and sub-transient charac-
teristics of an SG.

Te(s) =
[GTe A(s)Efd s) + GTe B(s)Id (s)]Iq(s)

ωr (s)
(23)

GTe A(s) = G′
d (s)G

′′
d (s) (24)

GTe B(s) = Kqd + KqG′′
q(s) +

GTeA(s)(Kds + KdG′
d (s))

G′
d (s)

(25)

where the transfer functions G′
d (s), G

′′
d (s), G

′′
q(s) and the

constants Kd , Kq, Kqp, Kds, Kqd , Ka have been defined in
Appendix.

FIGURE 5. Electromagnetic torque processor.

(3) Internal voltage processor block: The detailed descrip-
tion of this part of the controller has been described in [33]
in their previous publication by the authors. The controlled
output voltages Ed , Eq, Edc, and Eqc in this part of the
controller can be expressed as in (26), (27), (28) and (29),
respectively, to be used in this paper.

Ed (s) =
ωr (s)[E ′′

d (s) + Kq2pIq(s)]

ω0
− KaId (s) (26)

Eq(s) =
ωr (s)[E ′′

q (s) − Kd2pId (s)]

ω0
− KaIq(s) (27)

Edc(s) = E ′′
d (s) + GPI (s)(Ed (s) − Vd (s)) (28)

Eqc(s) = E ′′
q (s) + GPI (s)(Eq(s) − Vq(s)) (29)

Fig. 6 shows the developed controller part based on the
mathematical relationships in (26)-(29).

The voltages Edc and Eqc obtained from Fig. 6 have been
transformed to the abc-reference frame using the rotor angle
θr obtained from the controller part in Fig. 3. The SPWM
module in Fig. 2 converts the abc -reference signals to gate
pulses for the power electronic switches in the GFMI.
(4) Vref control: The desired reactive power generation

Qset can be compared with internal reactive power (Qe)

FIGURE 6. Internal voltage generator.

measured at the terminal and tuned in a PI block to pro-
videVref . In this paper,Vref has been set directly throughVset .

C. DC-LINK VOLTAGE CONTROLLER
From the grid-forming concept, the GFMI is considered as an
ideal voltage source, which means the voltage at the dc-link
of the GFMI needs to be maintained constant. However,
the PV sources are intermittent which causes deviation of the
dc-link voltage from its reference value. This might affect the
performance of the GFMI. The dc-link voltage deviation can
be compensated using the BESS. During any frequency event,
the GFMI needs to provide an additional amount of energy
that is equivalent to the kinetic energy stored in the rotor of
an SG. This additional energy can be provided through the
proper control of the BESS as shown in Fig. 7.

FIGURE 7. (a) Circuit diagram of PV- boost and BESS dc-dc converters,
(b) dc-dc boost converter controller, (c) BESS controller.
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Fig. 7(a) shows the dc-link voltage control circuit, where
the PV array and the BESS are connected to the dc-link
through a unidirectional boost converter and bidirectional dc-
dc converter, respectively. The circuit parameters of the boost
and dc-dc converter are provided in Table 1 in the Appendix.
Fig. 7(b) shows the controller for the dc-dc boost converter

that boosts up the PV output voltage to the desired voltage
level across the dc-link. The dc-dc boost controller uses an
MPPT control technique which produces the duty (DPV )
signal and provides the switching signal S_Boost.

Fig. 7(c) shows the controller for the bidirectional dc-dc
converter that compensates for the dc-link voltage deviation
through the control of charging and discharging of the BESS.
This controller has two loops: (i) voltage control loop and
(ii) current control loop. The voltage control loop generates a
reference current (I refB ) signal based on the voltage deviation
1Vdc = V ref

dc −Vm
dc, where V

ref
dc and Vm

dc are desired reference
and measured voltages, respectively, of the dc-link. The cur-
rent control loopmeasures the BESS current ImB and compares
it with I refB to produce switching signals S_P and S_N to
control the charging/discharging currents of the BESS.

IV. SIMULATION RESULTS
The circuit model and the controllers of the GFMI of the
SG are shown in Fig. 2, and the performance is verified by
the simulation of a test system as in Fig. 8, which consists
of an SG integrated with the proposed GFMI, an active load
of 1.98 MW, and a reactive load of 0.4 MVar, which operates
at 6.6 kV and 50 Hz.

Fig. 8 shows that the GFMI generates power at 0.69 kV
which is stepped up to 6.6 kV by the Y-1 step-up transformer.

FIGURE 8. A test system to evaluate the performance of the proposed
controller.

The dc-link reference voltage is V ref
dc = 1.663 kV which

has been slightly adjusted to maintain the PCC voltage and
angular frequency of the GFMI system. A modulation index
of 0.83 has been considered for the controller of the GFMI
to avoid over-modulation during load changes. Since the
controller of the GFMI including the LCL filter has been
developed as an equivalent system to the SG with its asso-
ciated control systems, a desired steady-state line-to-line
voltage of 6.6 kV at 50 Hz has been ensured by both the
GFMI and the SG systems. The GFMI controller has been

validated by simulation of the test system in Fig.8 using
MATLAB/Simulink environment. The values of the electrical
and controller parameters of the test system are available
in [33] and in Table 1 in Appendix.
The inertia constants of the GFMI and SG are available

in [33], where HGFMI and HSG are different. It is worth
noting here that the inverter is an electric switching system
whereas the SG is an electromagnetic system. The mathemat-
ical model of the SG with its controller parts has been used to
design the controller for the GFMI. Therefore, the difference
in HGFMI and HSG should be unavoidable. In this paper, the
HGFMI of the GFMI is varied to obtain a similar angular
frequency of the SG with the HSG. The MVA capacities of
both systems are kept constant. The relationship between the
HGFMI and the HSG follows the expression as in (30).

HGFMI =
HSG
m

(30)

where m varies approximately in the range of 0.60 ∼ 0.67.
At the lower values of the H constant, HGFMI and HSG
exhibit a linear relationship. However, at higher values of
the H constant, the relationship between HGFMI and HSG
becomes slightly non-linear. The nonlinearity is very slight
and can be ignored.

In the simulation, the mechanical input power (PmSG) to
SG and the dc input power (PdcGFMI ) to GFMI have been
considered constant (i.e., 1PmSG = 0 and 1PdcGFMI = 0) to
test the response performances to frequency events during
isolated and parallel operations of the SG and the GFMI. The
performances of the SG andGFMI have been elaborately ana-
lyzed in Subsections IV-A, IV-B, and IV-C. These analyses
prove that the proposed controller for the GFMI emulates the
SG perfectly.

The BESS is very important for the grid-forming oper-
ation of the GFMI as described in Subsection III-C. The
intermittency of solar irradiance (Irr) and dc power com-
pensation from BESS have been simulated and presented in
Subsection IV-E, which shows that if the dc-link voltage is
maintained constant, the proposed controller for the GFMI
can control the voltage and frequency of the formed grid.

A. STEADY-STATE OPERATION OF THE GFMI AND THE SG
The test system shown in Fig. 8, with load 1 and load 2, has
been simulated with the GFMI and the SG separately.

Fig. 9 shows the steady-state current and voltage in pu
values in phase-a at the PCC.
The instantaneous current, and voltage wave shapes at the

PCC of the GFMI are equal in magnitude and phase to the
voltage and current wave shapes at the terminal (PCC) of
the SG, respectively. In both cases, the current wave shapes
lag by 12.500 from the corresponding voltage wave shapes
as seen in Fig. 9. Therefore, it can be concluded that both
systems separately maintain a steady-state stable operation
while supplying the connected load. A detailed analysis of
the steady-state operation of both systems has been described
in [33] in their earlier research by the authors.
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FIGURE 9. Comparison of steady-state voltage and current wave shapes
of the GFMI and SG.

B. RESPONSES OF THE GFMI AND THE SG TO LOAD
CHANGES
The simulation was running with a total load of 1.8244 MVA
and with a lagging power factor of 0.976 while the GFMI and
SG were supporting the load separately. The responses of the
GFMI and the SG to load changes were observed with the
disconnection and addition of an active load of 0.2 MW for a
duration of 2 s starting at t = 4 s and t = 10 s, respectively.

1) FREQUENCY EXCURSION
Fig. 10(a) shows the responses of the angular frequencies of
the GFMI and the SG, respectively, due to load changes while
they were operating with the inertia constants of HGFMI =

7.5 s and HSG = 5 s, respectively. A desired steady-state
angular frequency of 1 pu has been ensured by both the GFMI
and the SG. During the load changes, both the GFMI and
the SG respond with the same ROCOF of 0.26 Hz/s, which
indicates that both of them possess similar dynamic charac-
teristics. However, their angular frequency excursion slightly
differs from each other as shown in Fig. 10(a), which can be
decreased by changing the turbine time constants and inertia
as described later in this subsection IV-B1. The GFMI and the
SG experience an angular frequency excursion of 0.15%with
a peak time at 0.605 s and percentage overshoot of 0.025%,
and 0.16% with a peak time at 0.696 s and percentage over-
shoot of 0.07%, respectively, for an 11.24% change in the
active load. With the new operating load, both the GFMI
and the SG systems attain the new steady-state operating
frequencies of 1.0015 pu and 1.0016 pu, respectively, with
only a 0.01% steady-state error between the new steady-state
operating frequencies.

Fig. 10(b) and (c) show the responses of both GFMI and
the SG with varying inertia constants during steady-state and
transient periods. The inertia constants of the SG and the
GFMI were set at HSG = [1.5, 3.0, 5.0, 6.75] and HGFMI =

[2.5, 5.0, 7.5, 10.0] to see their influence on ROCOFs. The
ROCOFs measured at those inertia values are 0.534, 0.365,
0.260, and 0.223 Hz/s in transient periods for both systems.
The varying inertias also affect the peak time and the percent-
age overshoot of the angular frequency as shown in Fig. 10(c)
which shows that the peak time decreases, and the percent-
age overshoot increases with decreasing inertia of both the
GFMI and the SG. However, the increase in the percentage
overshoot of GFMI is lower than that of the SG. The GFMI

experiences increasing oscillation in frequency at very low
inertia, which might cause the system unstable as described
in [33].

The effect of the turbine time constants on the frequency
excursion has also been investigated. Three sets of investi-
gation have been performed for three sets of turbine time
constants such as [T2, T3, T4, T5] = ([0, 0.1, 0.1, 0.1], [0,
0.15, 0.15, 0.15] and [0, 0.1, 1.0, 0.1]) with HSG = 1.5s and
HGFMI = 2.5s and keeping all other parameters same for both
systems as in [33]. With the increasing time constants, the
frequency excursions of both systems increase as shown in
Fig. 10(d). The peak time and percentage overshoot of both
systems increase with increasing time constants as shown
in Fig. 10(d). However, the effect of time constants on the
frequency excursion is lesser than that of the effect of inertia
constants. Also, the time constants do not affect the ROCOF.

FIGURE 10. Comparison of angular frequencies of the GFMI and SG,
(a) angular frequency responses at equivalent inertia of the GFMI and the
SG to load changes, (b) effect of varying inertias on angular frequencies,
(c) zoomed-in angular frequencies in (b), (d) effect of turbine time
constants on angular frequencies.

2) TERMINAL VOLTAGE EXCURSION
The terminal voltages of the GFMI and the SG have been
observed during the active load changes. The inertia constants
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FIGURE 11. Comparison of terminal voltages of the GFMI and SG,
(a) terminal voltage excursion to load changes, (b) zoomed in of (a),
(c) effect of inertia and time constants on terminal voltages during load
changes.

of the GFMI and the SG were set at HGFMI = [2.5, 5, 7.5 10]
and HSG = [1.5, 3, 5, 6.75], respectively, while keeping the
turbine constants of both systems the same as 0.1 s. During
load changes, both the GFMI and the SG experience a voltage
magnitude excursion of approximately 3% for an 11.24%
change in active load. With the new load, both the system
reaches their new steady-state with a minor steady-state error
of 0.56% as shown in Fig. 11(a).

A closer observation of Fig. 11(a) presented in Fig. 11(b)
shows that the terminal voltage of the GFMI changes faster
than that of the SG. Fig. 11(b) shows that with HGFMI= 2.5s
and HSG=1.5s, the terminal voltage of the GFMI reaches the
first peak at 0.457 s, whereas the SG takes 0.642 s to reach
the first peak. The GFMI has a lower percentage overshoot
and settling time than the SG.

The percentage overshoot and the settling time of GFMI
were measured as 1.46% and 0.74 s, respectively, whereas
the percentage overshoot and the settling time of the SG were
measured as 2.24% and 2.36 s. as the turbine constant of the
SG is considered low. However, the voltage response times of
both the systems to load changes can be reduced by reducing
the inertia constants. This has been described in [33] with the
setting of inertia constants ranging from 0.2 to 3 s for both the
systems, and with the turbine constants of SG to [T2, T3, T4,
T5] = [0, 10, 3.3, 0.5], while keeping the turbine constants
of the GFMI as [T2, T3, T4, T5] = [0, 0.1, 0.1, 0.1]. With
those new settings, the responses of the terminal voltages of
both systems have been observed and presented in Fig. 11(c).
Fig. 11(c) shows that although the peak times of the terminal

voltage responses reduce with decreasing inertia constants,
their percentage overshoots slightly increase. Again, although
the terminal voltage excursions of the SG with higher values
of turbine constants increase slightly, their settling times
decrease.

3) POWER OUTPUT
Fig. 12 shows the active and reactive power variations due
to the same active load changes as described above. The
variation of the inertia constants was the same as HGFMI =

2.5, 5.0, 7.5, 10 s andHSG = 1.5, 3, 5, 6.75 s while the turbine
constants for both systems are kept constants as [T2, T3, T4,
T5]= [0, 0.1, 0.1, 0.1]. Figs. 12(a) and (b) show that the peak
time and transient overshoot of the active power variations
for both the systems are very close which are approximately
0.097 s and 7.14% respectively. The active power transients
of both systems are almost similar. However, the peak time,
the settling time, and the percentage overshoot of the GFMI
are better than that of the SG system, as shown in Fig. 12(c).
In steady-state conditions, there is no active power output
difference between the two systems.

FIGURE 12. Power responses to load change (a) active power of GFMI,
(b) active power of SG, (c) comparison between responses in (a) and (b),
(d) reactive power of GFMI, and (e) reactive power of SG.

Figs. 12(d) and (e) show the reactive power transients
during the active load changes for the same parameter settings
described above. In the steady-state operating period, both the
GFMI and the SG systems are producing the same amount of
reactive power. However, the reactive power response of the
GFMI is better than the SG.
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C. PARALLEL OPERATION OF THE GFMI WITH THE SG
SYSTEMS
In this subsection, the parallel operation of the proposed
GFMI with the SG has been investigated during steady-state
and transient conditions. Fig. 13 shows the one-line diagram
of both the GFMI and the SG systems which can support their
loads in isolation. A voltage synchronizer and a connecting
switch (SW) have been used for synchronizing theGFMIwith
the SG system. The parallel operation of the GFMI system
with the SG has been investigated under two scenarios such
as (i) parallel operation while the MVA capacities of both the
GFMI and the SG are equal, and (ii) parallel operation while
the MVA capacities of the GFMI and the SG are unequal. For
both scenarios, the transient responses of the GFMI and the
SG after synchronization have also been observed.

1) SYNCHRONIZATION OF THE GFMI WITH THE SG SYSTEMS
A voltage synchronizer, as shown in Fig. 13, is used to
observe the magnitudes and phases of the terminal voltages
of the GFMI and the SG systems.

FIGURE 13. A GFMI system is connecting in parallel with the SG system.

Fig. 14(b) shows the observed voltage waveshapes at the
terminal of the GFMI and the SG. The terminal voltage
(VGFMI ) of the GFMI reaches the same magnitude as that
of the SG’s terminal voltage (VSG) after 2.0 s of starting the
GFMI system. However, the GFMI controller takes another
few fractions of seconds to bring the VGFMI in phase with
the VSG. Fig. 14(a) shows that although the magnitudes of
terminal voltages of both the GFMI and the SG are equal,
they have phase differences. The voltages appear in phase,
2.7s after starting the GFMI and maintaining synchronism
with the SG system as shown in Fig. 14(c).

2) TRANSIENT RESPONSES OF THE GFMI AND THE SG IN
PARALLEL OPERATION
When the VGFMI and VSG become equal in magnitude and
are in phase, the synchronizing switch (SW) can be turned on
to connect the GFMI system in parallel with the SG system.
In this part of the simulation, the synchronizing switch is
turned on at 3.8 s, and four frequency events have been
introduced at 6.5, 9.0, 11.5, and 14.0 s through load changes.
Fig. 15 shows the transients in angular frequencies, active
and reactive power outputs after synchronization, and load
variations while the GFMI and the SG are running in parallel.

FIGURE 14. Voltage wave shapes in phase-a before and after
synchronization of the GFMI and SG.

Two load scenarios have been considered in the simulation.
In load scenario 1, the GFMI and the SG equally support a
total active power load of 3.56 MW and reactive power load
of 0.8 MVAr, and a 0.4 MW load variation is considered.
In load scenario 2, the GFMI supports 20.21% of a total active
power load of 8.8056 MWwhile keeping the same 0.8 MVAr
reactive power load and 0.4 MW load variation as in load
scenario 1. An angular base frequency of 100π rad/s, anMVA
base of 2 MVA, and a voltage base of 6.6 kV have been
considered for all the measurements.

Fig. 15(a) and Fig. 15(b) show the transients in angular
frequencies of the GFMI and the SG while each of them is
sharing equally (scenario 1) and unequally (scenario 2) of
the total load, respectively. The transients appear in angu-
lar frequencies of both the GFMI and the SG after the
synchronization switch is turned on at 3.8 s after starting
the simulation. Fig. 15(a) shows that both the GFMI and
the SG oscillate in opposite directions with a very negligible
frequency excursion in the first peaks of oscillations. How-
ever, when the GFMI is smaller than the SG, the frequency
excursion of the GFMI after synchronization is larger than
that of the SG, as shown in Fig. 15(b). The oscillations after
synchronization diminish quickly and the angular frequencies
in both the load scenario reach a steady-state value of 1 pu.
The oscillations in active and reactive power outputs in both
the load scenario of the GFMI and the SG after synchroniza-
tion are almost similar as shown in Fig. 15(c) and Fig. 15(d).

According to the amount of load variation, the active power
load variations are 11.24% and 4.54% of the total active
load in load scenarios 1 and 2, respectively. Therefore, the
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FIGURE 15. Transients responses of the GFMI and SG during
synchronization and load changes while in parallel operation (a) angular
frequency in load scenario 1, (b) angular frequency transients in load
scenario 2, (c) active and reactive load sharing in load scenario 1, and
(d) active an reactive load sharing in load scenario 2.

frequency excursion in Fig. 15(a) is larger than that in
Fig. 15(b). The percent overshoots in angular frequency tran-
sients are 0.0998% and 0.04998% in load scenarios 1 and 2,
respectively. However, the frequencies change similarly in
both load scenarios and reach a new steady-state value after
each frequency event. During load reduction, the angular
frequencies of both the GFMI and SG increase by 0.16% in
load scenario 1 and 0.053% in load scenario 2. On the other
hand, during load addition, the angular frequencies of both
the GFMI and the SG decreased by 0.16% in load scenario 1
and 0.053% in load scenario 2.

Fig. 15(c) and Fig. 15(d) show the transients in load shar-
ing by the GFMI and the SG in load scenarios 1 and 2,
respectively. In load scenario 1, both the GFMI and the SG
are sharing the load variations equally as they are similar
in MVA capacities. However, as the MVA capacity of the
SG is larger than the GFMI in load scenario 2, the SG
is supporting a larger load than the GFMI. In both load

scenarios, the SG has a larger percent overshoot during each
frequency event. There was no reactive power load varia-
tion, and there are very minor transients in reactive power,
as shown in Fig. 15(c) and Fig. 15(d).

3) TRANSIENT RESPONSE TO A THREE-PHASE FAULT
During parallel operation of the GFMI and the SG, a three-
phase to ground fault was initiated at t = 8 s for a duration of
150 ms at the terminal of the SG. Fig. 16 shows the transient
responses of the GFMI and the SG. Fig. 16(a) shows that
both the GFMI and SG have the same transient response in
response to the fault at their terminal.

The terminal voltages of both the GFMI and the SG reduce
to zero during the fault, and they regain a steady value after
fault removal. Figs. 16(b) and (c) show the currents from the
GFMI and the SG, respectively, during normal and fault con-
ditions. During normal parallel operation, the currents from
both the GFMI and SG are the same as they are sharing the
same load. The fault currents also follow the same transient
patterns. However, the SG provides a higher fault current
than the GFMI. One of the biggest challenges of GFMI is to
withstand high fault currents. To limit the high fault current
from the GFMI, a fault limiter [37], [38], [39], [40], [41] can
be used to protect the power electronic switches in the GFMI.

Figs 16(d) and (e) show the active and reactive power
supply from the GFMI and SG, respectively. During normal
and fault periods, both the GFMI and SG show the same
characteristics of active and reactive power. However, the
active and reactive power transients become slightly different
after fault removal. Fig. 16(f) shows the transients in angu-
lar frequencies of the GFMI and SG, which have a similar
pattern. The angular frequency of the GFMI has a larger
amplitude of oscillation than that of the SG. However, the
oscillations in angular frequencies diminish with time and
reach steady-state values.

D. ISLANDING OPERATION OF THE GFMI FROM THE SG
SYSTEM
To check the performance of the proposed GFMI in islanded
mode, the same system as shown in Fig. 13 has been con-
sidered. Fig. 17 shows the voltage waveforms at the PCC
during three operating modes of the GFMI in different time
scales. Fig. 17(a) shows the voltage at the PCC of the GFMI
at the black start or pre-synchronization mode, which shows
the GFMI is improving its terminal voltage in magnitude and
phase to exactly match with the grid voltage for synchroniza-
tion. Fig. 17(b) shows that the terminal voltage of the GFMI
exactly matches with the system voltage, and hence the GFMI
is connected to the grid at t = 3.8 s by switching on the
switch (SW) as shown in Fig. 13. At grid-connected mode,
the system was running at stead-state.

For islanded mode of operation of the GFMI, the switch
(SW) in Fig. 13 was tripped at t = 8 s. Fig. 17(c) shows
the voltage at the PCC before and after switching the switch
(SW) at t = 8 s. After the transition from grid-connected to
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FIGURE 16. Transient responses of GFMI and SG to three-phase to
ground fault (a) terminal voltages, (b) fault current contribution of the
GFMI to fault, (c) fault current contribution of the SG to the fault,
(d) active powers, (e) reactive powers, and (f) angular frequencies.

islanded mode operation of the GFMI its terminal voltage at
the PCC starts changing to a new operating voltage at the
islanded mode with its own load. However, as the total load
of the GFMI is not varied, there is minor change in phase
of the PCC voltage of the GFMI compared to the system

FIGURE 17. PCC voltage of the GFMI, (a) voltage before grid-connection,
(b) voltage before and after grid-connection, (c) voltage before and after
islanding, and (d) voltage during islanded mode of operation.

voltage as shown in Fig. 17(d). Fig. 17 shows that during
grid-connection and grid-isolation of the GFMI, the PCC
voltage does not experience any transient which may affect
the operation of the GFMI during grid-connected or grid-
isolated mode.

Fig. 18 shows the transients in the angular frequencies
(ωGFMI and ωSG) and active (PGFMI and PSG) and reactive
(QGFMI and QSG) power output from the GFMI and the SG,
respectively.

The transients in angular frequencies and output powers
have already been discussed in Fig. 15. However, Fig. 18
shows together the three operating modes such as before grid-
connection, during grid-connection and after grid-isolation
to compare the performances of the GFMI with the SG.
Fig. 18 shows that both the GFMI and the SGwere running in
steady-state maintaining the load-generation balance. When
the grid-isolation mode is activated through the switch (SW),
there occurs a power mismatch which causes a transient in the
angular frequencies of both the GFMI and the SG as shown
in Fig. 18(a). The transients in the active and reactive powers
at grid-isolation are minor as shown in Fig. 18(c). To clearly
visualize the transients at grid-isolation, both the active and
reactive power outputs from the GFMI and the SG have been
zoomed in as shown in Fig. 18(b) and Fig. 18(d), respectively.
Although the transients appear during grid-isolation of the
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FIGURE 18. Transient responses of the GFMI and the SG during
grid-connection and grid-isolation, (a) transients in angular frequencies,
(b) transients in active power outputs, (c) transients in active and reactive
power outputs together, and (d) transients in reactive power outputs.

GFMI, they disappear shortly, and both the GFMI and SG
reach their steady-state operation as shown in Fig. 18.

E. PERFORMANCE OF THE GFMI IN RESPONSE TO PV
INTERMITTENCY
Fig. 19 shows the performance measurement at the dc-link
side of the GFMI. The irradiance profile as shown in
Fig. 19(a) has been simulated to demonstrate the PV power
intermittent and how the BESS compensates for the power
deviation to maintain the dc-link voltage constant.

Fig. 19(b) shows that when Irr is high (before 12 s and
after 25 s of simulation time), the PV system is producing
enough power to support the load and to charge the BESS.
In these periods, the battery power (PBattery) is negative which
indicates the battery is in charging mode, and the battery
charging mode is indicated by the increasing state of charge
(SOC) of the battery in Fig. 19(d) and the battery negative
current (−ImB and −I refB ) in Fig. 19(e). From 12 s to 25 s
of the simulation time, the Irr is low, and the battery is in

discharge mode to compensate for power deviation to support
the load. During discharge mode, the PBattery is positive,
as shown in Fig. 19(b), which is indicated by decreasing
SOC in Fig. 19(d) and battery positive current (+ImB and
+I refB ) in Fig. 19(e). Charging and discharging the BESS
helps maintain the dc-link voltage constant. Fig. 19(c) shows
that at every instant the Irr changes, the Vm

dc deviates from
V ref
dc . However, the BESS helped bring Vm

dc back to V ref
dc .

Fig. 20 shows the performance measurement at the ac side
of the GFMI. Fig. 20(a) shows the active (PPCC) and reactive
(QPCC) power output from the GFMI. In every instance of
Irr change, there is a deviation in PPCC and QPCC, which is
equivalent to the deviation in PPV. The impact of1PPV is also
observed in PCC voltage (VPCC) in Fig. 20(b) and frequency
in Figs. 20(c) and 20(d). However, the BESS compensate the
1PPV and help bring PPCC, QPCC, VPCC, ωr, and Fr back to
their steady-state value, as shown in Fig. 20.

FIGURE 19. Performance parameters at the dc-link side of the GFMI
(a) Irr, (b) PPV and PBattery, (c) dc-link voltage, (d) SOC, (e) charging and
discharging current of BESS, (f), BESS voltage.

FIGURE 20. Performance parameters at the ac side of the GFMI (a) PPCC
and QPCC, (b) VPCC, (c) ωr, (d) Fr.

V. CONCLUSION
This paper proposes a grid-forming controller for IBPGSs
that can enable IBPGSs to mimic SGs when connected to a
grid, to maintain the voltage and frequency of the power sys-
tems. A mathematical relationship of inertia support from the
grid-forming IBPGS has been developed to have similar char-
acteristics of an SG to support the increasing penetration of
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grid-following IBPGSs to grid. The proposed controller has
been validated by simulation in isolated and grid-connected
operations. The responses of the grid-forming IBPGS during
steady-state and transient conditions in the grid, and during
PV intermittency have been compared with that of an actual
SG. The comparison confirms the ability of the grid-forming
IBPGS to form grid similar to an SG does to maintain
grid dynamics for the stable operation of the grid-following
IBPGSs during transient conditions due to load change and
faults. The results show that using the proposed grid-forming
controller, the PLL can operate correctly during slow and
fast frequency variations instigated by the frequency events
in isolated and grid-connected operations. As the proposed
grid-forming IBPGS can provide virtual inertia like an SG
when a BESS is used, it is anticipated that the proposed
grid-forming controller will be able to form an isolated grid,
operate in parallel with other grid-forming SGs, and help
in inertia support to the power system to ensure the stable
operation of the power grid integrated with grid-following
IBPGSs which share a large load in the systems.

APPENDIX
In this paper, an SG has been emulated through a GFMI. The
controller part of the GFMI is based on the mathematical
model of a steam turbine generator and its controller parts
such as AVR, exciter, and PSS. In the modeling, a four-mass
turbine section with its accessories has been considered. The
parameters which are used in the simulations to prove the
performance of the proposed GFMI controller are available
in [33] by the authors. All the fundamental parameters are
defined according to the definitions given in [30].

TABLE 1. Circuit and control parameters of the PV-boost and BESS DC-DC
converter.

Speed governor turbine-generator rotor dynamic:

GTG(s) =
s(1 + G2(s))G1(s)

s(1 + G2(s)) + K12ω0G1(s)
,

G1(s) =
1

2H1s+ KD

GRT (s) =
GSR(s)GTP(s)G2(s)

1 + G2(s)
,

GSR(s) =
KP

(1 + sTSR)(1 + sTSM )
GTP(s) = (GT5(s)G5(s)G4(s) + GT4(s)G4(s)

+GT3(s))G3(s) + GT2(s),

GT5(s) = GCH (s)F5,GT4(s) = GCH (s)GRH1(s)F4
GT3(s) = GCH (s)GRH1(s)GRH2(s)F3
GT2(s) = GCH (s)GRH1(s)GRH2(s)GRH3(s)F2

G2(s) = G2i(s)K12,G2i(s) =
GH2(s)

1 + K23(1 − G3(s))GH2(s)
,

G3(s) = G3i(s)K23,G3i(s) =
G31(s)

1 + K34(1 − G4(s))G31(s)

G4(s) = G4i(s)K34,G4i(s) =
G41(s)

1 + K45(1 − G5(s))G41(s)

G5(s) = G51(s)K45,G51(s) =
GH5(s)

1 + K45GH5(s)

G41(s) =
GH4(s)

1 + K34GH4(s)
, G31(s) =

GH3(s)
1 + K23GH3(s)

GH3(s) =
ω0

s(2H3s+ D3)
, GH2(s) =

ω0

s(2H2s+ D2)

GH5(s) =
ω0

s(2H5s+ D5)
, GH4(s) =

ω0

s(2H4s+ D4)

GCH (s) =
1

1 + sTCH
, GRH1(s) =

1
1 + sTRH1

,

GRH2(s) =
1

1 + sTRH2

GRH3(s) =
1

1 + sTRH3

AVR, exciter, and PSS:

GA(s) =
KA

1 + sTA
GE (s) =

1
KE + sTE

GF (s) =
sKF

1 + sTF

Te Processor:

Kd = xd − x ′
d , Kq = xq − x ′′

q ,

Kqp = x ′
q, Kds = x ′

d − x ′′
d

Kqd = x ′′
q − x ′′

d ,Ka = Ra

G′
d (s) =

1
1+sT ′

d0
, G′′

d (s) =
1

1+sT ′′

d0
, G′′

q(s) =
1

1+sT ′′

q0
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