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ABSTRACT Song singing interpretation is one of the people’s favorite entertainment pastimes, but there
are some abnormal problems in the process of song singing. Traditional song singing problems need to be
analyzed and judged by professionals, but the traditional way requires offline face-to-face teaching and is
time-consuming and laborious. In this paper, we hope to realize the automatic judgment classification of
abnormal vocal problems of song singing and provide some guidance help to online teaching. In this paper,
we propose a deep learning-based method for classifying abnormal vocal interpretation problems in music
songs, using a computer to record the singers’ voices, and then analyzing and judging them with a trained
method model to point out the main problems that exist in the process of singing songs. In this paper, more
than 300 singers’ audio were collected and the data were calibrated and classified by researchers specialized
in the music field into seven main categories. Short-time Fourier transform (STFT), Mel frequency cepstrum
coefficient (MFCC) and spectral mass center methods were used to extract the features of song audio and
produce the corresponding datasets. The dataset is trained using residual neural network and EfficientNet.
The experimental results of the model in this paper show that the data training accuracy is about 90.1%,
which achieves a good result.

INDEX TERMS ResNet, EfficientNet, the spectral center of mass, deep learning, short time fourier
transform, mel frequency cepstrum coefficient.

I. INTRODUCTION
Online teaching is a more popular way of teaching, some
art training also realized online teaching, online teachers
by listening to the sound coming out of the computer to
determine the shortcomings of the students singing, but like
the song singing teaching requirements are relatively high,
online teaching there are many realistic problems, such as
network delays, sound input, and output hardware equipment
quality problems, etc., are affecting the teacher’s judgment.
So we use deep learning training to learn the audio recorded
by the singer and realize the judgment and classification of
the abnormal problems that existed in the song singer, which

The associate editor coordinating the review of this manuscript and
approving it for publication was Claudio Zunino.

is a challenging work and has strong theoretical value and
practical significance in the fields of self-learning and online
song singing teaching for amateurs and abnormal problem
detection.

In this paper, first of all, in the production of the data
set, we collected more than 300 audios of the same song
sung by different people. Since music singing has the artistry
of personal characteristics, the main focus in determining
the abnormal problems in the singing process is to compare
with the original songs. We address the main problems in
the singing process of singers and classify these audios into
seven main categories of abnormal problems: pale vocaliza-
tion (singing without emotion) Shuaiwu [1], Zhufeng [2],
inability to keep up with the rhythm Hongzi [3], Jing [4],
out-of-tune, insufficient breath Jianyang [5], Lin [6], unclear
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spittingMaimedi [7], narrow range (not going up in the treble
and not coming down in the bass) Shuaiwu [1], Kun [8],
and true-falsetto voice problems. Manually, these datasets are
calibrated and classified.

For the field of music classification, from the use of tra-
ditional classical classifiers, Kostrzewa et al. [9] used KNN
classifiers to classify music by genre; Silla et al. [10] used
machine learning to achieve the automatic classification of
music genres. In the field of deep learning, Choi et al. [11]
proposed a migration learning method for music classi-
fication and regression tasks; Lim et al. [12] proposed
a convolutional neural network (CNN) based method for
audio event classification. Choi et al. [13] used convolu-
tional recurrent neural networks to classify music; Gunawan
and Suhartono [14] used convolutional recurrent neural net-
works to implement a recommendation system for music
genres; Wenkang [15] used a deep learning approach to
classify music genres; Li and Bin [16] proposed a music
content-based classification method that applied long and
short-term memory networks (LSTM) in deep learning
to classify music genres, combining different neural net-
work approaches to explore music genre classification.
Ahmad et al. [17] used hybrid convolutional-recursive neural
network analysis techniques to analyze music genre classi-
fication. Kostrzewa et al. [18] used several deep learning
models (CNN, CRNN, LSTM) for the genre classification
of music tracks. Yi et al. [19] used MFCC as a popular
acoustic feature to achieve the classification of music gen-
res. Zhang et al. [20] used a convolutional recurrent neural
network (C-RNN) to classify music. Liu et al. [21] imple-
mented an unsupervised fault diagnosis method for rolling
bearings using a short-time Fourier transform and generative
neural network. Wang et al. [22] used improved CRNN with
temporal and frequency multi-directional spatial dependence
for music classification. Huan [23] based on the convolu-
tional neural network using inverse spectral coefficients to
extract MFCC features of audio. Youchen [24] proposed
Dense Inception new convolutional neural network architec-
ture for music genre classification. Ashraf [25] studied music
classification using convolutional recurrent neural networks
and residual learning. It is obvious from the above stud-
ies that with the rapid development and widespread use of
artificial intelligence, deep learning models play an impor-
tant role in music genre classification and audio anomaly
detection discriminative classification. Deep learning also
has relevant applications in areas such as anomaly detection
and fault prediction, for example, Lee and Mitici [26] and
Namdari et al. [27], in using deep reinforcement learning
to achieve fault prediction for aircraft and lithium-ion bat-
teries, respectively, reducing the related maintenance costs,
yet improving the safety of the related equipment. So it
is theoretically and technically feasible to use deep learn-
ing models to achieve the classification of song rendition
abnormal vocalization problem determination.

Secondly, in terms of audio feature extraction, different
problematic audio is bound to have some differences, and

unique features are often considered a key step to achieving
high accuracy in classification Zebari et al. [28]. We mainly
identify the problems in the singing process of the singer,
so we cut out the unnecessary unmanned voice frequencies
such as the intro, and keep only the part with the human
voice. We use Short Time Fourier Transform, MFCC, and
spectral prime to achieve the extraction of this part of audio
features, for Short Time Fourier Transform spectrograms are
widely used for classification tasks Stowell et al. [29] and
MFCC is a more popular feature extraction method for audio
feature extraction Tirronen et al. [30], and also has a good
application in the field of audio classification Deng et al. [31].
We have achieved better results using related feature extrac-
tion methods on music genre classification. In the processing
of data, mostly the whole audio is feature extracted, which
inevitably leads to data loss due to the limited size of trainable
images. Based on the characteristics of music, the songs in
this dataset are 2/4 beats, with each bar has 2 beats and
each beat is about 2 seconds, so we intercepted in pieces
according to the duration of each bar and superimposed the
phases according to 2s per beat, which means that two adja-
cent segments have 50% of superimposed parts, so that we
can achieve the maximum utilization of audio features and
reduce the loss of data, while preserving the continuity and
relevance of data.

For the selection of training models, we use the resid-
ual neural network (ResNet) and efficient neural network
(EfficientNet), and we have achieved better results in music
genre classification using residual neural network and effi-
cient neural network in image classification Tan and Le [33].
We add spatial and channel attention mechanisms in training
to effectively improve the training accuracy, and the best
accuracy of the residual neural network is currently about
87.7%, and the training accuracy of the efficient neural
network is 90.1%.

The main contributions of this paper are (1) the research of
using deep learning techniques to realize the song rendition
problem is proposed, and a large amount of learning training
is conducted using deep learning to couple out the vocal
abnormalities existing in the song rendition process, which
is efficient compared to manual judgment. (2) In this study,
targeted data pre-processing methods and feature extraction
methods are selected to superimpose the data in pieces for the
characteristics of music, enhance the continuity and relevance
of data, and effectively improve the data volume and data
feature utilization. And the extraction of audio features was
realized by using STFT andMFCC, and the images for neural
network training were generated, which effectively improved
the effect of analysis and judgment of song interpretation
problems. (3) The analysis and judgment of song rendition
problem is realized by using residual neural network and
EfficientNet, and the attention mechanism such as adding
space and channel is optimized to improve the classification
accuracy. As Table 1 shows the application scenarios and
advantages and disadvantages of the neural network models
mainly used in this paper.
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TABLE 1. Introduction of the main neural network models used in this paper.

II. MATERIALS AND METHODS
The dataset in this paper is made for neural network training
requirements, and diverse dataset feature extraction methods
are selected, combined with different deep learning models,
and adjusted and optimized on this basis, with the ultimate
goal of trying to use different feature extraction methods
combined with different deep learning model frameworks to
explore the best results for achieving anomaly classification
of song renditions.

In this subsection, we focus on the dataset and hardware
setup; then the method and process of audio feature extrac-
tion, to generate visual images for possible deep learning
model training, and finally followed by an introduction to
the optimization and architecture of the main deep learning
models used in this paper.

The main research method of this paper used is the deep
learning method, realizing the judgment and classification of
abnormal vocal problems existing in the singing process of
song singers. With the development of information technol-
ogy and the rapid entry of mobile Internet into people’s lives,
many music APPs support personal music singing and shar-
ing, and even singing teaching, but we found that the effect of
singers’ songs singing and the scoring results are not exactly
equal. We have tried to find that, according to the same music
song sung with different words, as long as the pitch can
keep up with the scoring line given by the APP, the rating is
generally not very bad, and it does not completely show one’s
singing level. In addition, traditional music singing teaching
is mostly one-to-one instruction, which leads to high teaching
costs and a low service population. So we resorted to using
computerized deep learning to achieve an automated clas-
sification judgment of abnormal problems in song singers’
singing, which could be a guide to online music teaching.

A. DATA SET AND HARDWARE SETUP
When we explored the use of deep learning methods to
achieve judgmental classification of song rendition anoma-
lies, we did not find a relevant publicly available dataset,
so we teamed up with music professional researchers to help
us produce a relevant dataset.

Song Anomaly Dataset (SAD) is a collection of audio of
the same song sung by different people. We asked profes-
sional researchers to compare the audio of the song with the
original song and classify the abnormal singing problems,
which are divided into seven categories: singing pale without
emotion, poor rhythm, lack of breath, unclear spitting, out of

TABLE 2. Data set categories and numbers.

tune, narrow range and inaccurate switching between true and
false voices. The SAD dataset contains a total of 300 tracks,
with each 197 seconds long and each audio sample type is
44100Hz dual-channel.

1) DATA PRE-PROCESSING
The model has a limit on the size of the images that can be
input for training, and we process the audio according to the
same image size, which inevitably leads to the compression of
the unsliced audio features, resulting in a large loss of relevant
data features. In addition, the number of data sets is too small,
so it is difficult to achieve better results, and the experiments
also prove that the training effect is bad with an accuracy
rate of only about 30%. The piecewise overlay processing,
which cuts the long audio into short audio, can show more
information in the same size picture when feature extraction,
maximizing data utilization, and the overlay processing can
eliminate the loss of data edge features, which can effectively
improve the training efficiency. As Table 2 shows the number
of songs in each category of the dataset as well as related
categories and the number of each category after binning.

The beat refers to the regular and periodic repetition of
strong and weak beats of the same time value. It is the pre-
sentation of themusical structure and the lowest foundation of
the musical composition. The song performer can effectively
control the rhythm of the song (e.g., at what beat point the
singer starts singing) through the beats to prevent problems
in the process of singing. Therefore, slicing by beat duration
can effectively obtain audio key node feature data. We based
on the characteristics of music, this dataset song for 2/4 beats,
each bar has 2 beats, and each beat about 2 seconds, so we
slice interception according to the length of each bar, but
because slicing will certainly lead to the loss of some edge
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FIGURE 1. Extraction of features for each category of audio clips.

data, and unsliced audio each audio independent relevance
is not large, so and choose the superposition processing,
according to 2s per beat for phase superposition, that is, two
adjacent segments have 50% of the overlapping part. The
50% overlapping part between different clips can not only
increase the data volume but also reduce the data loss and
enhance the data features and data correlation, which also
achieved better results in the experiment.

Because of the inconsistent frequency of anomalous prob-
lems in the song rendition process, the number of different
categories is unbalanced when collecting and producing the
dataset. In order to reduce the impact that the unbalanced
dataset may bring to the final training results, this paper
adjusts on the traditional cross-entropy loss function. N is the
total number of datasets; Pn,j is the probability that category
j appears in the nth sample in the dataset.

Loss = −
1
N

∑N

n=1
log(Pn,j) (1)

In this paper, we add the weight Yn to the traditional
cross-entropy function, if the number of samples with the
largest amount of data in the dataset is X, and the number
of other category data sets is Ti (i is other category data),
so the weight data coefficient will be Yn = X/Ti, and the
category weight with the largest amount of data in the dataset
here is 1. After such a weight is given, in the neural network
training process, it will be selectively skewed to try to balance
the overall training and learning.

YLoss = −
1
N

∑N

n=1
Ynlog(Pn,j) (2)

2) FEATURE EXTRACTION
We mainly extracted three different features for each frag-
mented audio: Short Time Fourier Transform, Mel-frequency
spectral coefficients, and spectral prime maps. The following
figure shows the effect of feature extraction for each type of
fragment of the original music audio and the three feature

FIGURE 2. Short-time fourier transform audio feature extraction process.

extraction methods. The data sets produced by the three fea-
ture extraction methods we named as SAD-Stft, SAD-Mfcc,
and SAD-Sc. As shown in Figure 1.

B. FEATURE EXTRACTION
1) SHORT TIME FOURIER TRANSFORM (STFT)
Short-time Fourier transform has a relatively wide applica-
tion in the field of audio feature extraction and can better
reflect the features of different music genres Elbir et al. [34].
In Figure 2, the original audio is first binned (50% over-
lapping between adjacent segments), and the STFT feature
extraction is performed on the binned audio to generate
images.

The concrete steps of STFT: First of all, starting from the
starting position of the audio signal, t = t0 is the center
of the window function, and we add window processing to
the audio signal, and we set n_fft, the FFT window size,
to 1024 here.

y (t) = x (t) · ω (t − t0) (3)

Fourier transform again:

X (ω) = F(y (t)) =

∫
+∞

∞

x (t) · w (t − t0) e−jωtdt (4)

The resulting spectral distribution X (ω) of the first seg-
mented sequence is obtained, and after completing the FFT
operation on the first segment, the window function is shifted
to t1 Shao et al. [32]. The distance the window is moved is
referred to as the hop_ length: i.e., the frameshift, which we
set to 512.

Repeat the above operation, keep sliding the window, FFT,
and finally get the spectrum results of all segments from
t0 ∼ tN: finally, we get S, which is the result after STFT
transformation.

2) MEL-FREQUENCY SPECTRAL COEFFICIENTS
MFCC is a further extension of the Mel spectrogram
and Mel-Frequency cepstrum coefficients Gupta et al. [35]
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FIGURE 3. Schematic diagram of short-time fourier transform.

FIGURE 4. MFCC feature extraction process diagram.

is another representative method after audio clip spectrum
compression. The original audio is first binned first (50%
overlapping between adjacent clips), and the feature extrac-
tion of the binned audio is performed to generate the image.
As Figure 4 shows the MFCC feature extraction process
diagram, firstly, the initial audio signal is pre-emphasized to
compensate for the high-frequency audio signal to improve
the recognition rate; then the window is added, the window
size is set to 1024, and the frameshift is set to 512; then
the discrete Fourier transform Gonzalez [36] is performed
to map the audio signal from the time domain to the fre-
quency domain; then theMeier filtering is performed and then
the logarithm; then inverse Fourier transform, i.e., cepstrum
analysis; differential selection of the first 14-dimensional
cepstrum coefficients and energy for the 15th-dimensional
features.

3) SPECTROSCOPIC MASS SPECTROMETRY
The spectral centroid is one of the important physical param-
eters to describe the timbral properties and is the centroid of
the spectral distribution Han et al. [37], which is the center
of mass of the signal frequency weighted by energy and
reflects the objective distribution of sound energy in Hz. It is
important information about the frequency distribution and
energy distribution of the sound signal. The spectral center
of mass has a good rationale for audio feature extraction in
the field of music classification Sihan [38]. In the field of
subjective perception, the spectral center of mass describes
the brightness of a sound; sounds with a gloomy, low quality
tend to have more low-frequency content and a relatively
low spectral center of mass, and those with a bright, cheerful
quality mostly focus on high frequencies and have a relatively

FIGURE 5. Resnet network structure diagram.

high spectral center of mass Huang et al. [39]. This parameter
is commonly used in the analytical study of the sound color
of musical instruments. As the following equation where
SC (Hz) is the spectral center of mass, f maximum and f mini-
mum are the limit values of the signal frequency range, E (f )
is the corresponding frequency domain energy spectrum of
the continuous time domain signal transformed by the short
time Fourier transform, and f is the corresponding frequency
E (f ) Xu et al. [40].

SC =

∫ fmax
fmin

fE (f ) df∫ fmax
fmin

E (f ) df
(5)

C. NEURAL NETWORK MODEL
1) RESIDUAL NEURAL NETWORK
The network architecture of the Resnet model with the
addition of the over-convolutional block attention mod-
ule (CBAM) is shown in Figure 5. CBAM is a simple and
effective attention module that is mainly used for feedfor-
ward convolutional neural networks and is a lightweight
general-purpose attention moduleWoo et al. [41]. The Resnet
residual neural network protects information integrity by
directly bypassing the input information to the output that
protects the integrity of the information, and the whole net-
work only needs to learn the part of the input and out-
put difference, simplifying the learning goal and difficulty,
which can be stacked can constitute a very deep network
and has a high training efficiency. We also implemented
adding channels and spatial attention mechanisms to the net-
work to improve the model training accuracy He et al. [42].
In the experiments one can input images generated byMFCC,
STFT, or spectral prime feature extraction, first by a convo-
lutional layer stride of 2, then by a 3 × 3 maximal downsam-
pling layer stride of 2, then a CBAM module containing a
spatial attention mechanism and a channel attention mech-
anism, immediately followed by four residual blocks, then
another CBAM module connected to the same. Finally, the
average downsampling layer and the fully connected layer are
used as outputs, along with softmax processing, to achieve
training classification of audio categories.

The following table 3 shows the settings of network data
parameters and related adjustment parameters for the resnet-
101+CBAM model. In this experiment, the input image size
is imageinput: 224 × 224 × 3; the number of iterations is
epochs = 150; the size of each batch called batch_size = 16;
the selection of optimizer and related data settings
Adam:lr = 0.0001, these are the relevant parameters settings
for the best training results.
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TABLE 3. Resnet-101+cbam network structure and related parameter
settings.

TABLE 4. EfficientNet_B7 network structure and related parameter
settings.

2) EFFICIENTNET
EfficientNet has a good application in the field of image
classification Ase et al. [43] and is one of the more advanced
models in the ImageNet classification problem. Most of the
neural network optimization enhancements are done in three
ways: first, increasing the number of convolutional kernels;
second, increasing the depth of the neural network and build-
ing deeper and more layer structures; and third, improving
the image resolution of the input neural network. The Effi-
cientNet network is optimized to improve the performance
of the network from all three perspectives simultaneously,
as shown below for the baseline network and the compound
scaling method, it is obvious to see that the compound scaling
increases both the number of convolutional kernels and layers
of the network depth compared to baseline, and there is a fur-
ther improvement of input image resolution has been further
improved Tan and Le [33], that is, EfficientNet achieves more
efficient results by scaling the depth, width, and resolution
evenly while shrinking the model Atila et al. [44]

The following table 4 shows the EfficientNet_B7 network
structure and related parameters settings. In this experiment,

the image input size is imageinput: 600 × 600 × 3; the
number of iterations is epochs = 150; the data size of
each batch call is batch_size = 8; the selection of the opti-
mizer and related parameters are set as Adam:lr = 0.0001,
weight_decay = 1E-4. These are the relevant parameter set-
tings for the best training results.

All experiments are conducted on a desktop computer
with the following hardware configurations: CPU-Intel
Core (TM) i7-9700K, RAM-32GB RAM, GPU-NVIDIA
GeForce GTX 2080 SUPER 8GB GDDR5.

III. RESULTS
Initially, we planned to perform feature extraction of the
whole music directly without processing the original audio
and tried STFT for feature extraction of music to produce a
dataset for deep learning training. However, many problems
were found, firstly, the amount of data was too small; sec-
ondly, the data utilization was low, the loss was large, and
the image size that could be learned by the deep learning
model was limited; there was also unnecessary audio data
interference; finally, the training accuracy was extremely low
and the loss could not be lowered.

We made targeted improvements for the problems that
emerged in the experiment. During the song-singing process,
not every lyric had abnormal problems, but overall each
fragment had some of the same problems, plus the music
had a beat rhythm, so we sliced the music according to
the bars, so that the original data became close to 50 data,
and the amount of data increased by 50 times, but it was
found that there would be loss of data edge in the cropping
process, and it led to little correlation, so we realized the
superposition of music fragments according to the length of
the bars to enhance the continuity and correlation of the data.
We also remove some of the audio from unvoiced singing to
reduce irrelevant interference. Then finally, according to the
characteristics of the deep learningmodel, we set specific size
images during feature extraction to improve the utilization
of data features to enhance the training effect. The final
dataset we produced is nearly 90 times larger than the initial
experiment compared to the data volume, which effectively
supports the subsequent experiments.

A. QUANTITATIVE RESULTS
The data is divided into three parts: training data, validation
data, and test data, which are divided into 80% training data,
10% validation data, and 10% test data. The data pieces can
be called randomly for training.

The following figure 7 shows the training accuracy of
calling the SAD-Stft dataset and using various models. The
lowest accuracy of the AlexNet neural network is 77.4%, and
the highest accuracy is using EfficientNet_b7 neural network
dataset image size 600 × 600 size accuracy, which is 90.1%
as shown in the red part of the figure, and the overall accuracy
is above 77%. In contrast to EfficientNet_b7, using the image
size of 224 × 224 to 600 × 600, there is a significant
improvement in the training accuracy, which shows that the
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FIGURE 6. Baseline network and compound scaling method.

FIGURE 7. STFT features training accuracy of various models.

FIGURE 8. Model training accuracy comparison chart.

feature image size has a greater impact on neural network
training.

The following figure shows the model training accu-
racy comparison chart. We choose the number of iterations
150 times, compared to AlexNet and GoogleNet neural net-
works, other neural networks in the iteration to about 30 times

FIGURE 9. Model loss comparison chart.

FIGURE 10. Training accuracy of different feature extraction methods.

accuracy has reached about 80% training accuracy improve-
ment is relatively fast, and the latter is more stable. Efficient-
Net neural network in the late improvement is relatively large
improvement close to 10%.

The following figure shows the comparison of the train-
ing model loss. Except for the EfficientNet neural network,
other neural network gradient decline relatively fast, and the
DenseNet network decline trend is relatively good, but finally,
each network’s final loss is down to about 0.3.

After the training comparison test using various types of
neural networks on the dataset made by the STFT feature
extraction method, we found that the residual neural network
plus CBAM and efficient neural network (Resnext + CBAM
andEfficientNet) can achieve better results than other types of
neural networks in comparison, so these two types of neural
networks were mainly used when training with SAD-Mfcc
and SAD-Sc datasets.

As shown in Figure 10, the accuracy of the models
trained by SAD-Stft, SAD-Mfcc, and SAD-Sc data using
Resnext101_32x8d+CBAM and EfficientNet_b7 neural
networks, respectively, can be seen from the figure that the
STFT feature image training effect is relatively good accuracy
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TABLE 5. Prediction accuracy of the validation set fragments.

FIGURE 11. EfficientNet_b7 validation confusion matrix.

is the highest, followed by MFCC also reached 80% or more,
while the best result of Spectral Centroid is only 64.2%.

The main reason is that the spectral mass method is more
friendly to linear data and less effective to nonlinear data, and
the spectral mass method is also more susceptible to noise,
so it is less effective.

B. QUALITATIVE RESULTS
The following figure shows the best model confusion matrix
using the EfficientNet_b7 neural network under STFT feature
extraction, due to the difference in data volume, not every
category validation set number is the same, only rhythm and
Narrow number is less 252 and 359 respectively, but as shown
in the figure, the higher prediction accuracy of each category
is concentrated in the diagonal line.

As shown in Table 5 are the prediction accuracies of the
above validation set segments. Among them, the accuracy
of Unclear enunciation reached 97.6, and the accuracy of
all categories was above 90% except Insufficient breath and
rhythm which were close to 90% achieving better results.

The following table 6 shows the Precision, Recall, Speci-
ficity, and F1 scores for each category. Insufficient breath is
relatively low in each category, but the performance indica-
tors are above 80%, while the performance indicators of the
remaining categories are above 90%, especially the Unclear
enunciation category is above 96%.

Figure 12 shows the flow chart of song interpretation
problem analysis and judgment. Firstly, the submitted audio
is sliced and overlaid and filtered out the audio that is not
related to the human voice, and then the feature extraction
is performed on the sliced audio to generate the relevant
feature extraction image, and then the image is input into
the trained deep learning model, and the model performs
automatic analysis to determine whether there is a relevant

FIGURE 12. Analysis and evaluation flow chart.

TABLE 6. EfficientNet training effect.

abnormal vocal problem in the segment and gives the problem
category and its related accuracy.

IV. DISCUSSION
In this study, the judgment classification of abnormal vocal
problems existing in the process of music singing was imple-
mented, the audio sung by nearly 500 people was collected
and professionally calibrated and classified by professional
music researchers, and a rich and effective dataset was pro-
duced by using three ways of audio feature extraction: STFT,
MFCC, and spectral mass center. We also used a variety of
neural networks for comparative training tests to establish
the best training model, and successfully achieved the effi-
cient judgment and classification of the song-singing vocal
anomaly problem. The most important thing in this paper is
that we achieved the highest accuracy rate of 90.1%.

An advantage of this paper is the novel perspective and the
richness of the data set. Music classification is a relatively hot
field, but mostly the classification of music genres, we pro-
pose a classification for the determination of abnormal vocal
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problems during song interpretation, which can provide a
reliable reference for distance music singing teaching. The
dataset is the singing of nearly 300 different people, and the
dataset is rich and diverse with different level dimensions,
which avoids the interference of homogeneous singing of the
same people, and such a dataset is more reliable.

Another advantage of this paper is the method of data
processing, which reduces the interference of irrelevant infor-
mation, enhances the continuity and relevance of data, and
effectively improves the amount of data and data utilization.
For neural networks, the amount of training data affects the
effectiveness and accuracy of learning, and the size of the
image classification image and the number of features pre-
sented determine the final effectiveness. We firstly filter out
the unmanned part to reduce interference; secondly, slice pro-
cessing to increase the amount of data; thirdly, superposition
processing according to the characteristics of music beats to
reduce data loss and enhance data continuity and correlation;
fourthly, random selection during training.

Another advantage of this paper is the variety of feature
extraction methods and matching model requirements. Three
feature extraction methods are used, and again the parameters
related to the three feature extraction methods are tested and
adjusted, and matching image sizes are made for different
model demand sizes to reduce data loss.

Another advantage of this paper is the diverse neural net-
works. We try to use Resnet50, Resnet101_32x8d, Densenet,
Efficientnet_b7, Alexnet, and Googlenet a variety of net-
works for training tests on data sets with different character-
istics, and Resnet101_32x8d network is adjusted to optimize
the addition of attention mechanism to effectively improve
the accuracy of training, and finally achieve the classification
of the best network model, and achieve a high accuracy rate.

V. CONCLUSION
This section is not mandatory but can be added to the
manuscript if the discussion is unusually long or complex.

The purpose of this paper is to provide a new and effective
classification judgment method for singing vocal anoma-
lies in the field of music singing teaching, to help music
pedagogues or self-learning learners to assist in teaching or
self-correction for improvement. In this study, we investigate
from the perspective of song-singing vocal abnormalities and
innovatively propose a classification judgment for this type
of problem. We collected relevant data extensively and had
music research professionals spend a lot of time on calibra-
tion, and searched for a suitable dataset production method in
the process of continuous experimental exploration. We slice
and superimpose the data according to the characteristics of
music audio and according to the length of the bars, which
reduces the data loss caused by generating images of the
whole music, and at the same time enhances the utilization
rate of the data and improves the different segments between
continuity and correlation; and filtering out the drone part
to avoid the interference of unnecessary data and improve
the recognition rate. The STFT, MFCC, and spectral prime

feature extractionmethods are used to produce feature images
that can be used for neural network learning, and the relevant
parameters are adjusted to improve the feature extraction
effect. And use Resnet50, Resnet101_32x8d, Densenet, Effi-
cientnet_b7, Alexnet, Googlenet, and other neural networks
to adjust the test to find the suitable neural network model,
and through a large amount of data, training to generate and
retain the best training model of Efficientnet_b7 and finally
use the best trainingmodel for prediction judgment classifica-
tion to achieve better prediction results. In the future, we will
work to achieve real-time monitoring of abnormal problems
in the singing process.
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