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ABSTRACT Scene text recognition (STR) plays an important role in various computer vision activities.
STR has been a desirable research topic in the computer community, and deep learning-based STR methods
have gained tremendous outcomes over the past few years. Earlier state-of-the-art scene text recognition
approaches even deliver a notable quantity of inaccurate yields when applied to images caught in real-world
environments. Because these images lose precise text content information, previous methods generate less
robust features and semantic information about text content. To address this issue, we propose a new approach
called Residual Multi-Feature Pyramid Network(RMFPN), which integrates ResNet and Multi-Feature
Pyramid Networks to grab multi-level relations, enrich the functionality, and generalization of the feature
extractor. We build RMFPN with two convolutional pyramids as a feature extractor, which improves the
robustness of features and semantic information to endure scene text recognition of various scales. Com-
prehensive experiments on diverse datasets demonstrate that our proposed method can acquire significant
performance accuracy. The proposed RMFPN acquires a 0.61%, 1.2%, 1%, and 0.2% improvement on SVT,
IC15, SVTP, and CUTE datasets.

INDEX TERMS Scene text recognition, deep learning, convolutional neural network, transformer, multi-

feature pyramid network.

I. INTRODUCTION

In many languages, the text is used to communicate, record,
and inherit culture. It is one of the more effective innovations
of humans and has played a significant function in learning
knowledge. The main goal of scene text recognition (STR)
is to determine characters and text in natural scenes. Scene
text recognition precisely accesses and utilizes textual infor-
mation in the natural scene. It has several real-world applica-
tions, such as autonomous vehicles, partially sighted person
assistance, robot navigation, instant translation, navigation,
and document analysis. The challenging problem is recogniz-
ing text from natural scene images due to severe blur, perspec-
tive distortion, irregularity, and diversity of text shapes. Scene
text recognition of irregular text from naturalistic images and
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recognizing text from low-resolution images have become
seductive research subjects in the computer vision society
after a resurgence of neural networks and improvement in
publicly available vision datasets. The recent ICDAR robust
reading competitions have shown the incipiency of advanced
deep learning techniques.

Recently, several deep learning strategies have reached
state-of-the-art achievement on scene text recognition, which
performs well only with normal (regular) text that is often
plane and frontal. However, irregular texts are arbitrarily
oriented and curved. Most of the recent works [2], [3], [4],
[12], [16], [19], [30], [31], [35] have endeavored to enhance
the performance of scene text recognition using deep net-
works, such as super-resolution [2], [5], [7], [9], [12], the
attention approach [4], [16], [23], elevating the backbone net-
works [4], [19], [30], and rectification modules [3], [21], [24],
[30], [62]. Scene Text Recognition methods [31], [37], [39]
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FIGURE 1. Sample images from the public datasets.

perform well, but their performance significantly falls with
low-resolution and partially occluded images. As shown in
Fig 1, the public datasets contain different kinds of images,
such as normal images, low-resolution images, and partially
occluded images. Low-resolution text images may be present
in multiple cases, such as a photo taken with fewer focal
cameras or an image squeezed to reduce disk usage. Pro-
posed recognition methods usually use interpolation methods
(bicubic, bilinear) when addressing low-resolution images.
However, upsampled images are still blurred.

Existing super-resolution-based text recognition meth-
ods enrich the grade of low-resolution images and text
recognition accurateness. Tran et al. [32] embraced LapSRN
[7] to improve image quality and text content details.
Wang et al. [12] and Bilkova and Hradis [9] utilized a
GAN-based approach with perceptual losses and CTC
loss [36]. In these strategies, the bicubic and downsampling
operations are used to generate low-resolution images from
suitable quality images for the recognition process, while
real-world images are more degraded and tricky. Recently,
Wang et al. [33] presented a TSRN approach and a new
dataset for low-resolution images. The gradient profile loss
is utilized to capture sharp text boundaries. Ma et al. [45]
introduce a TPGSR by orienting the categorical text prior
details into the model training process.

The MORAN [62] trained using weak supervision, which
allows it to be more flexible and adaptable than tradi-
tional methods. It can rectify images that have complicated
distortions without being limited by geometric constraints.
Qian et al. [35] proposed a deep learning-based framework
using the upsampling approach as a preprocessing task
to improve image resolution. Wang et al. [31] proposed a
VisionLAN framework where linguistic knowledge is fused
with a vision model and accelerates the speed. However,
the framework needs an extra training process to achieve
a linguistic ability or deep structure to ensure recogni-
tion accuracy, hindering its efficiency. Fang et al. [37] inte-
grated language knowledge and used parallel prediction. Still,
the existing framework’s performance falls on low-quality
images.

Scene text image includes semantic (linguistic) informa-
tion and visual texture about the text content. The recent
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NLP-based STR method focuses on achieving linguistic
information to encourage the recognition process. Many
frameworks use visual features and semantic information
in two distinct parts, like vision and language models. The
vision model obtains the visual representations of texture
details without assuming the semantic knowledge of words.
The linguistic model illustrates the association between char-
acters via the semantic learning structure. As shown in Fig 2,
previous methods significantly fail to recognize text content
from low-quality images. We introduce a novel framework
using a multi-feature pyramid network to improve the robust-
ness of the visual representations and semantic features.

The recent text and object detection approaches [54],
[56], [58], [59], [61], [63] have shown the effectiveness of
local features from different layers and multi-scale feature
aggregation. Huang et al. [54] propose a framework using
feature aggregation that focuses on overcoming the disad-
vantages of CTC and attention-based decoders. Yu et al. [56]
have shown the effectiveness of feature aggregation from
distinct layers to more suitably merge semantic and spa-
tial information for recognition, localization, and detection.
Tang et al. [55] presented a text detection network employing
the FPN approach to improve the feature capability of texts
of distinct scales and enrich detection accuracy. Dang and
Lee [53] proposed a boundary feature-guided approach uti-
lizing multi-task learning for text segmentation, which used
both local feature information and transferred global features
to acquire detailed structural feature information. The Quad-
box framework, introduced by Keserwani et al. [S8], uses
quadrilateral geometry. The approach uses indirect regres-
sion, where all points in the quadrilateral are moved to the
center, and vector regression is applied. Wu et al. [61] devel-
oped a feature fusion pyramid network that addresses the
issue of combining low-level and high-level features by using
two attention modules and a residual network based on FPN.
Liu et al. [59] proposed FTPN, a network that combines FPN
and Bi-LSTM to improve recall rates by leveraging multi-
scale features. In contrast, Xie et al. [63] proposed SPCNET,
which integrates FPN and instance segmentation and uses the
semantic segmentation branch to capture context information
and guide the detection branch.

Previous methods have achieved promising results on sev-
eral benchmarks. However, there are some challenges, such
as recognizing the text from low-quality images and differ-
ent fonts. To address these challenges, we focus on these
problems to capture robust visual and semantic information.
We propose a framework using a multi-feature pyramid net-
work approach, which mainly embraces a ladder network and
produces multi-scale features with several layers to improve
the robustness of semantic features and the ability of visi-
ble representation of different scales. The feature pyramid
network (FPN) [34] has features from top to bottom and
combines them. It gradually merges them with semantic fea-
tures to obtain multi-scale features of the input image. The
proposed RMFPN method enhances insufficient extracted
features in the recognition process and improves accuracy.
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FIGURE 2. Failure outcomes from the previous framework, such as 1)
VisionLAN [31] and 2) ABINet [37]. The wrong prediction is presented in red, and

accurate predictions are presented in black.

We utilize a feature pyramid for upsampling visual features
and combine these features to capture the text content. The
formula for the aggregation function Fn combines informa-
tion from a sequence of layers (y;,...,y,) that become
progressively deeper and more semantically significant. The
function express in Eq. 1, where f is the integration node.

y1 ifn=1
Fn(f(y1,y2), ...

RMFPN framework incorporates multi-scale features to
facilitate the network’s ability to capture meaningful infor-
mation from both shallow and deep layers. First, resize
all extracted features as resizes as the initial layer of size
R4 where h is the height, w is the width, and d is the
channel size. The convolution pyramid also enhances the
features on various scales. Then the convolution pyramid
is employed to enrich the features on various scales. The
proposed framework increases the feature extractor’s ability
to generate robust visible features about the text content that
rapidly boosts the recognition performance and overcomes
false positive outcomes.

The primary contributions of this work are three-fold:

,Yn) otherwise

Fn(yl,...,y,,)zi

1) The proposed robust framework can effectively over-
come false positives and improve recognition accuracy.

2) RMFPN approach significantly enriched the semantic
information and visual feature ability of text content
from indiscernible and degraded images.

3) The RMFPN framework outperforms state-of-the-art
approaches on various standard benchmarks containing
text image samples of distinct forms, such as horizontal
and irregular text.

Il. RELATED WORKS
A. SCENE TEXT RECOGNITION

Computer vision research has long focused on scene text
recognition (STR). STR research has achieved considerable
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advancement over the last few years. Generally, previous
Scene text recognition (STR) work is classified into two
classes, the first Language-free approach, and the second
language-aware approach.

The first category is language-free approaches [43], [47],
[48], [51]. Language-free approaches consider text recogni-
tion as a classification task and especially depend on visible
information to predict words. Patel et al. [25] have proposed
a method that generates an extra lexicon for an input image
to increase the performance of the text recognition system.
Zhang et al. [51] proposed a framework that treats the text
recognition process as a visual compare operation. To pre-
dict the text sequence, estimate the similitude between the
input image feature and the predetermined alphabet charac-
ters. Liao et al. [19] introduce a text spotting method, which
detects and recognizes text instances of arbitrary shapes.
The spatial Attention mechanism is employed to predict
the character order in words. Commonly, the language-free
approaches disregard all semantic regulations during the text
recognition process.

Another approach is language-aware methods [3], [12],
[18], [50]. In this category, the proposed methods follow all
semantic rules to guide the recognition task. Wang et al. [31]
introduced the VisionLAN method. VisionLAN is a vision-
language-based framework where linguistic knowledge is
fused with a vision model and accelerates the computational
cost. Lee and Osindero [49] employ the recurrent neural net-
work (RNN) to capture the sequential dynamics in words. The
MORAN [62] trained using weak supervision, which allows
it to be more flexible and adaptable than traditional methods.
It can rectify images that have complicated distortions with-
out being limited by geometric constraints. Xue et al. [60]
introduced the I2C2W framework, which breaks down text
recognition into two tasks that are interconnected to reduce
the impact of geometric and photometric distortions. The
accuracy of the model may decline under certain conditions,
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FIGURE 3. The architecture of the proposed RMFPN, RMFPN consists of two parts: RMFP, and Reasoning model.

such as an increase in character similarity or a blurred or
low-resolution input image. ASTER [30] performs a recti-
fication process first. Then use a Recurrent neural network
to grab the semantic details by utilizing the outcome of the
earlier step. Such a sequential process in RNN restricts the
computational capability and the performance of semantic
reasoning [13]. These approaches reach appreciable results in
the scene text recognition technique. Previous methods focus
on deep features instead of semantic information from shal-
low features. Different from the previous framework, we uti-
lize shallow features from multiple layers. Thus, RMFPN
is feasible to enrich visual and semantic information from
degraded images.

B. LINGUISTIC REASONING PREDICTION

VILBERT [21] strategy considers textual and visual inputs
separately and trains their network employing two processes.
BERT [11] introduces a task based on the transformer
method to mask the tokens of input sentences, which is
effective for long-range dependencies representation. Some
researchers use this approach to address the vision-and-
language task [21], [25], [31], [39]. Luetal. [21] propose
a visual-linguistic method, which carries both visible and
semantic information as input.

lll. PROPOSED METHOD
The detailed architecture of the proposed framework is shown

in Fig 3. We integrate ResNet-50 and Multi-Feature Pyramid
Networks. The backbone takes input as an image and extracts
visual features. Then, the cascade pyramid and convolutional
pyramid take extracted features as input to upscale features
and enrich semantic information. Finally, Linguistic Reason-
ing parallelly predicts characters.

A. RESIDUAL MULTI-FEATURE PYRAMID MODULE (RMFP)
The RMFPN proposed to solve the problems of low-
resolution, complex backgrounds. Our objective is to upgrade
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FIGURE 4. The architecture of residual multi-feature pyramid module.

the feature-capturing ability of the method and overcome
false outcomes. As illustrated in Fig 4, a multi-feature pyra-
mid network constructs multi-scale features with different
layers to improve the representation capability of visible
features of different scales and the robustness of semantic
information. Multi-scale features are adopted in our frame-
work to encourage the network can bind semantic details
from shallow layers to deep ones. The cascaded pyramid
combined with the ResNet-50 and a cascade approach utilizes
to capture the features of distinct layers to emphasize the
features. Finally, the second convolution pyramid upsamples
features and improves semantic information.

The basic architecture of the RFPN divides into two sec-
tions. A cascade pyramid and a convolution pyramid are
shown in Fig 4. Fy, F1, F;, and F3 have extracted four source
feature layers from ResNet-50. Max pooling operation is
used to minimize the number of parameters and improves
the global feature. Respectively, upsampled features from
different layers (F}, F3, F3) resize to the same size as Fy to
acquire the cascaded features. After that, all resized features
are combined for recognition. This feature map includes
both local and global features. The convolution pyramid also
enhances the features on various scales. The convolution
pyramid also enhances the features on various scales, such
as Pg, Py, P2, and P3. The configurations of the Residual

61895



IEEE Access

R. Mahadshetti et al.: RMFPN: End-to-End Scene Text Recognition Using Multi-Feature Pyramid Network

TABLE 1. Residual multi-feature pyramid module configuration.

Layer Feature map size

Layer 1 192x32 x 32 x 128
Layer 2 192x64 x 16 x 64
Layer 3 192x128 x 8 x 32
Layer 4 192x512 x 8 x 32

Semantic

. Parallel Prediction
Reasoning

Attention layer

FIGURE 5. The architecture of the linguistic reasoning.

Multi-Feature Pyramid module are listed in Table 1. RMFPN
comprises four layers, starting with the default stride value
and gradually increasing it for the subsequent layers.

B. LINGUISTIC REASONING MODULE

We propose Reasoning Module (RM) consider visual and
linguistic information concurrently in a suitable network.
As a pure vision-based structure, The goal of the Reasoning
Module is to use character-level information from the visual
context to infer word-level predictions from features. The
architecture of RM demonstrate in Fig. 5. It includes two
parts, The Semantic Reasoning (SR) and the Parallel Pre-
diction (PP) layer. SR layer holds N number of transformer
units, which proves helpful for capturing the long-range
dependencies in modern computer vision methods. Position
encoding uses to perceive the pixel location information.
The transformer units are employed in the RM to generate
sequence order. Then, the Parallel Prediction layer proposes
to predict the characters in parallel. To fulfill the lingustic
modeling ability w; = f(wy,...... , W1), the reasoning
procedure of the i character requires information about other
characters. SR layer is a guide to signify the reliances between
visual features to reason the semantics of characters.

C. LOSS FUNCTION

The comprehensive loss estimate is in two parts: RMFP loss
and reasoning loss. We train our proposed approach using the
following loss function:

L = A Ly + A2.Lyy 2

where L, is a loss in RMFP module, and L;, is a loss in
LR module. We set A1 = A> = 0.5 for L, Ly, and utilized
cross-entropy loss function specify in Eq. 3 to calculate the
loss. pt is the prediction of the model, gt is the ground truth,
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and N = 25.

1 N
L= = > log(pilg) 3)
t=1

IV. EXPERIMENT

In this section, We illustrate the persuasiveness of the
RMFPN approach. The detailed discussion begins with the
datasets utilized for training and analysis. Then present
implementation details of the proposed model and evaluation
facts. Next, we compare the proposed framework against
SOTA approaches on standard public datasets consisting of
both regular and irregular text images.

A. DATASET

The RMFPN used SynthText and SynthText90K datasets for
training. Six datasets use to evaluate the framework (three
regular (IC13, SVT, IITSk) and three irregular datasets
(IC15, SVTP, CUTESO0)).

SynthText [14] dataset has relatively 8-million syn-
thetic word samples. SynthText90K [8] dataset contain of
9-million images covering 90k English word instances.

ICDAR 2013 (IC13) [26] includes 857 testing images.
It covers data images from the IC03 dataset and grows the
dataset with new images.

ICDAR 2015 (IC15) [22] contains 1811 testing images.
The dataset has created with Google Glasses without consid-
ering accurate placement and focus.

IIT 5K-Words (III'T5K) [29] is gathered from the various
websites and comprises 3000 testing image samples.

Street View Text (SVT) [17] has 647 cropped testing
image examples from Google Street View. Noisy images are
created by applying image processing operations.

Street View Text-Perspective (SVITP) [10] is snipped
from Google Street View. The SVTP dataset includes 645 test
images. The dataset contains perspectively distorted images.

CUTES0 (CUTE) is introduced in [6] for irregular and
crooked text recognition. The dataset has 288 testing images,
which crop from full images using annotated words.

B. IMPLEMENTATION DETAILS

The proposed RMFPN method trained end-to-end utiliz-
ing Adam optimizer with learning rate le-4. We employ
ResNet-50 as a feature extractor. Initially, we initialize the
default stride value then it assigns 2 for stages 3 and 4 to
pare the feature map dimension. We utilize default weights.
The recognition process covers 37 characters, including a-z
alphabets, 0-9 numbers, and an end token symbol. The max-
imum length of the outcome order (N) is assigned to 25.
All input images rescale into 64 x 256. The data augmenta-
tion process consists of color jittering, random rotation, and
perspective distortion. The proposed framework train from
scratch without finetuning on diverse datasets and experi-
ments using Label smoothing and warming up. We perform
the experiment on 2 NVIDIA GTX 2080ti GPUs with batch
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TABLE 2. Scene text recognition accuracy compared with other STR methods on six standard benchmarks.

Method Language | IC13 SVT IITSK IC15 SVTP CUTE
Model

GTC [64] X 94.30 92.90 95.50 82.50 86.20 92.30
TextScanner [52] X 92.90 90.10 93.90 79.40 84.30 83.30
CAFAN [48] X 91.40 82.10 92.00 - - 79.90
ACE [47] X 89.70 82.60 82.30 68.9 70.10 82.60
Mask TextSpotter [19] X 95.30 91.80 95.30 78.20 83.60 88.50
SE-ASTER [15] v 93.80 89.60 92.80 80.00 81.40 83.60
Cheng et al. [1] v 93.30 85.90 87.40 70.60 - -

VisionLAN [31] v 95.80 95.70 91.70 83.70 86.00 88.50
MORAN [62] v 93.20 88.30 91.20 77.80 79.70 81.90
ABINet [37] v 97.30 93.50 96.20 86.00 89.30 89.20
ASTER [30] v 91.80 89.50 93.40 76.10 78.50 79.50
RPI [57] v 92.90 91.70 95.10 78.10 84.80 91.70
12C2W [60] v 95.00 91.70 94.40 82.80 83.10 93.10
SynthTIGER [25] v 87.90 84.50 89.80 69.50 74.60 74.00
S-GTR [40] v 95.80 94.10 96.80 87.90 84.60 92.30
CornerTransformer [38] v 96.40 94.60 95.90 86.30 91.50 92.00
MVLT [28] v 97.30 94.70 96.80 87.20 90.90 91.30
LevOCR [42] v 96.85 92.89 96.63 86.42 88.06 91.67
MGP-STRF [41] v 97.32 94.74 96.40 87.24 91.01 90.28
SVTR-L [46] v 97.20 91.70 96.30 86.60 88.40 95.10
Zhang et al. [27] v 97.70 94.30 96.50 85.40 89.30 91.30
Baseline+FPN v 96.30 95.00 96.10 87.80 89.00 93.90
RMFPN v 97.38 96.31 96.79 89.10 92.50 95.30

size 192 and 8 epochs. PyTorch is used to implement the
proposed network.

C. DATA AUGMENTATION

Data augmentation is a necessary operation in many com-
puter vision applications, such as object detection, text clas-
sification, semantic segmentation, and image classification.
Specifically, the data augmentation process is utilized in the
training phase. We experiment and prefer common operations
such as random rotation, color jittering, and perspective dis-
tortion. As described in Table 4, applying the data augmen-
tation approach, the average performance accuracy improves
by 1.7%, which specifies that data augmentation is vital to
scene text recognition like different strategies.

D. ABLATION STUDY

1) THE EFFECTIVENESS OF FPN

To demonstrate the significance of shallow features and
robust semantic information, we apply Feature Pyramid Net-
work to capture semantic information from the various layers.
Table 3 depicts the average accuracy performance of the base-
line and other tasks. The average accuracy of FPN increases
by 0.9% as compared to the baseline, which shows its benefits
of shallow features, the superiority of the upsampled features,
and the capability to capture detailed feature information.

2) THE EFFECTIVENESS OF RMFP

In this section, we explore the significance of the pro-
posed approach to capturing the robustness of semantic
information and shallow layer feature. Ablation studies are
conducted on IC13, IC15, SVT, IIT5k, SVTP, and CUTE
dataset, which is accountable for evaluating performance
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TABLE 3. The comparisons between baseline, FPN, and RMFPN. Six
standard benchmarks utilize to estimate the average accuracy. The
performances are compared during the identical training phase.

Methods Average accuracy(%)
Baseline 92.25
Baseline+FPN 93.69
RMPN 94.69

TABLE 4. Ablation study of data augmentation. “DA” means data
augmentation.

Methods Average accuracy(%)
RMFPN(without DA) 92.99
RMFPN+DA 94.69

on regular and irregular images. Table 3 displays the aver-
age recognition accuracy of RMFP, the baseline, and the
baseline with a Feature Pyramid Network. We apply Multi-
Feature Pyramid Network to capture robust features. Here,
we evaluate the STR average accuracy. As demonstrated
in Table 3, the proposed RMFPN remarkably enhances
the average recognition accuracy by 2.44% on the base-
line and 1.0% on the baseline with FPN. The proposed
method significantly considers shallow features and deep fea-
tures together, which precisely recognize text from degraded
and low-resolution images. Comparison of outcomes on
degraded images from the previous framework, such as
1) VisionLAN [31] and 2) ABINet [37] and the proposed
framework shown in Fig. 6. The RMFPN method effec-
tively recognizes text from degraded images. The results
presented in Figure 7, showcasing different epochs, suggest
that employing the proposed method can help achieve higher
accuracy.
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FIGURE 6. Comparison of outcomes on degraded images from the previous framework, such as
1) VisionLAN [31] and 2) ABINet [37] and the proposed framework. The recognition result
strings of RMFPN are depicted beside each image. The first row and second row represent the
output of ABINet and VisionLAN, respectively. Green characters are precisely predicted by our

method.
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FIGURE 7. Accuracy and loss at different epochs are depicted during the
training and testing stages.

E. RESULTS AND ANALYSIS

We equate the RMFPN framework with earlier state-of-the-
art approaches on Six standard datasets in Table 2. Typically,
the language-aware approaches achieve more promising than
language-free approaches. While compared to language-free
and language-aware frameworks, The proposed RMFPN
delivers state-of-the-art accuracy across the six standard
public benchmarks by adaptively considering the shallow
feature and semantic information for feature enhancement.
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Our method can be easily used on various scene text recogni-
tion datasets without requiring any specific adjustments. The
experimental outcomes demonstrate that our approach out-
performs the existing methods. Compared to language-based
methods, the proposed RMFPN method shows improvements
of 0.61% on regular datasets such as SVT. For irregular
datasets, the performance improves by 1.2%, 1%, and 0.2%
on IC15, SVTP, and CUTE respectively. Our method provides
a more intuitive way to utilize the shallow features with
deep ones for scene text recognition. The RMFPN method
is flexible in considering both robust visual and semantic
information in the visual space.

We have evaluated the performance of RMFPN against
the current state-of-the-art methods on three curved datasets
(CUTE, SVTP, and CUTE) that have scene text images with
noticeable geometric distortions. The results are presented
in Table 2, which clearly shows that our RMFPN approach
outperforms the existing state-of-the-art methods. The three
curved datasets contain many images with severe geometric
distortions, diverse shapes, and complicated and noisy back-
grounds. Such challenges often cause misalignments of visual
features at noisy time steps in previous methods, whereas
our RMFPN method successfully avoids these difficulties.
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The RMFPN framework can acquire more promising results
than RPI [57], ASTER [30], SCRN [3], and MORAN [62]
on an irregular benchmark, which embraces the rectification
methodology used to correct perspective distortions and other
forms of irregularities before recognition. As depicted in
Tab. 1, the PMFPN framework gained 10.9%, 7.7%, and
3.6% for [57] and 11.30%, 12.80%, and 13.4% for [62]
on IC15, SVTP, and CUTE datasets, respectively. For [3],
the network achieved 10.4%, 11.7%, and 7.8% on irregu-
lar datasets. Our method effectively works on regular and
irregular datasets and significantly achieves promising results
compared to state-of-art methods.

V. CONCLUSION

In this paper, we presented a novel, efficient, and end-to-
end scene text recognition framework based on blending
shallow features with deep ones, enriching the semantic
and visual information, which can enhance the recogni-
tion performance of heavily degraded images. We claim the
importance of the relationship between shallow features and
recognition. Robust, accurate visual features and semantic
knowledge plays an important part in scene text recognition.
The RMFPN framework effectively improves the ability of
the feature extractor, which generates robust visual features
and semantic information. Compared with the earlier model,
RMFPN demonstrates a stronger feature capability. The pro-
posed method archives pledging results on a different dataset.
We will explore the potential of STR approaches in the future.
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