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ABSTRACT Diagnosing cardiac conditions require careful examination of an electrocardiogram (ECG).
However, a significant issue arises when capturing an ECG due to interference from various noises. Noises
like power line interference (PLI) and muscle artifact (MA) change the morphology, making it difficult
to interpret the original signal. Our research proposes an improved variational mode extraction (IVME)
technique using a Heap-based optimization (HBO) algorithm and an automatic wavelet interval-dependent
thresholding (AWIT) method to eliminate such noises. First, HBO uses the envelope entropy spectrum (EES)
as the objective function to find the best fitness value for optimizing the VME parameter, known as penalty
factor α. Then, we extract a specific mode using the optimal α value in VME to accurately remove PLI from
the signal. Finally, the AWIT method automatically computes the intervals and their respective threshold
values to remove excessive MA noise from the PLI-filtered ECG signal. We evaluate the efficiency of ten
random real-time ECG signals from the MIT-BIH arrhythmia database. The result analysis proves that our
algorithm can accurately extract the mode containing PLI and eradicate MA from the noisy ECG signal.
It also shows improvement in signal parameters like signal-to-noise ratio (SNRimprovement), mean square
error (MSE), and correlation coefficients (CC) with 36.7968 dB, 0.00030901, and 99.7278%, respectively.

INDEX TERMS Automatic wavelet interval-dependent thresholding, electrocardiogram signal, envelope
entropy spectrum, heap-based optimization algorithm, muscle artifact, power line interference, variational
mode extraction.

I. INTRODUCTION
Electrocardiogram (ECG) signal is susceptible to artifacts and
noises, which could contribute to signal distortion, affecting
the morphological structure [1]. The noises such as elec-
tromyographic noise (EMG) or muscle artifact (MA), pow-
erline interference (PLI), baseline wander/drift (BW), elec-
trode motion noises (EM), and white Gaussian noise (WGN)
alter the frequency information of the ECG signal. PLI and
MA are the most prevalent artifacts interfering with ECG
signal recording [2]. Due to patient movement during ECG
recording, EMG or MA noise may reach 20% of a
typical peak-to-peak ECG amplitude, whereas PLI has a
frequency component at 50 Hz created by the power sup-
ply or AC source. Therefore, researchers have suggested
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novel approaches to remove these unwanted noises from
ECG signals. Decomposition methods like empirical mode
decomposition (EMD), ensemble EMD (EEMD), complete
EEMD (CEEMD), variational mode decomposition (VMD),
and variational mode extraction (VME) help to analyze and
decompose the signals. However, these methods have their
pros and cons for filtering the noise. EMD is a recursive
technique that breakdowns a signal producing different fre-
quency bands [3], [4], [5]. It causes a mode mixing problem.
EEMD overcomes this problem by adding random white
noise to an input signal [6], [7]. CEEMD can also address
the mode mixing problem to some degree, but they intro-
duce new complications, such as significant residual noise
and spurious artifacts after decomposition [8], [9]. VMD is
the non-recursive technique using a center frequency of the
signal to retrieve constrained modes simultaneously [10],
[12], [13]. Unlike VMD, VME extracts only one frequency
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band and considers the spectral overlap and residual [14],
[15]. It outperforms VMD in computation speed and preci-
sion. Before employing VME, two critical factors are nec-
essary: the initial central frequency and the penalty factor.
Also, a few filtering approaches, such as wavelet transforms,
adaptive filtering, Kalman filtering, independent component
analysis, and others, aid in noise elimination [16], [17], [18],
[19], [20]. Combining these procedures contribute to the
excellent interpretation of the ECG signal.

Various metaheuristic optimization algorithms were pro-
posed in the past decade and evaluated on ECG data to opti-
mize signal parameters. For example, optimization methods
like particle swarm optimization (PSO) [21], grasshopper
optimization algorithm (GOA) [22], and grey wolf optimiza-
tion (GWO) [23], [24] are population-based metaheuristic
optimization techniques relying on the collective behaviour
of a group of agents to solve complex optimization prob-
lems. The main objective is to search for a global optimum.
Nowadays, researchers use hybrid optimization algorithms
combined with filtering techniques to deal with the
drawback of individual algorithms to improve the effi-
ciency and accuracy of the filtering process. For example,
S. Balasubramanian et al. proposed a filtering method
using an optimized adaptive hybrid filter and empirical
wavelet transform using the Honey Badge optimization
algorithm [25]. Zaid Abdi Alkareem Alyasseri et al. recom-
mended a fusionmethod of β-hill climbing andwavelet trans-
form to filter noisy ECG signals [26]. Agya Ram Verma et al.
introduced evolutionary algorithms in constructing an adap-
tive noise canceller using PSO [27]. Narinder Singh and
S. B. Singh suggested a hybrid PSO-GWO technique for
improving convergence performance [28]. It overcame the
limitations of both GWO and PSO and achieved optimal
overall performance. Xinming Zhang et al. proposed a new
hybrid algorithm (Hybrid GWO with PSO, HGWOP) for
improved performance on complex functions and K-means
clustering optimization [29].

Moreover, the researchers proved that combining the two
techniques improves optimization productivity and leads to
faster, more accurate, and more robust solutions. Over the
past few decades, nature-inspired optimization algorithms
havemademany improvements. In addition, researchers have
mapped natural processes and occurrences from all aspects
of life on optimization methods. They are of four cate-
gories: evolution-based algorithms, swarm-based algorithms,
physics-based algorithms, and human behaviour-based
algorithms [30].

The results of human behaviour-based algorithms out-
performed the other three groups [31]. As a consequence,
we proposed an improved VME (IVME) technique based on
a novel Heap-Based optimization algorithm (HBO), which
is a human behaviour-based optimization algorithm along
with an automatic wavelet interval-dependent thresholding
(AWIT) for PLI and MA elimination in ECG. The HBO
avoids local optima to obtain the best fitness value to optimize
the VME parameter penalty factor (α). The proper selection

of α is critical for efficiently removing PLI noise from an
ECG signal. We use the minimum envelope entropy spectrum
(EES) [32] as the objective function of HBO. In addition,
the AWIT method helps to clean the corrupted ECG data
from any lingering MA noise. Fig. 1 illustrates the two-stage
filtering approach of our proposed method.

FIGURE 1. Two-stage filtering approach of our proposed method.

The HBO-based approach is easily adaptable to various
ECG datasets. Furthermore, it is more accurate and flexible
than existing methods, showing higher performance with a
faster convergence curve. The VME extracts the specific
frequency component containing PLI noise. On the other
hand, the AWIT method can deal with different non-linear
noises as it is difficult to eliminate using conventional fil-
tering methods. Therefore, the AWIT algorithm helps in the
better reduction of MA. As a result, combining HBO-based
VME and AWIT is a significant step for noise removal with
a two-stage filtering strategy. This article has the following
sections: Section II explains our proposed technique, which
utilizes an HBO algorithm and AWIT technique for VME
parameter optimization to reduce PLI and MA noises; Sec-
tion III describes the results found on the ECG signal param-
eters; Section IV discusses the algorithm’s performance and
efficiency with morphological outputs; and finally, section V
concludes the work.

II. METHODOLOGY
Our proposed work addresses the application of the
HBO-based IVME technique with the AWIT algorithm to
denoise corrupted ECG data. The pseudo-code in Table 1
and the block diagram from Fig. 2 provide a brief idea of
our proposed algorithm. This section contains three following
sections; (A) ECG database and artifacts used for simulation,
(B) proposed IVME Technique using HBO and (C)MA noise
removal using AWIT algorithm.

A. ECG DATABASE AND ARTIFACTS USED FOR
SIMULATION
The MIT-BIH arrhythmia database (mitdb) is a collection
of 48 two-channel ECG signals from Beth Israel Hospital’s
laboratory in Boston [33]. Each contains data from 48 dis-
tinct individuals with approximately a half-hour duration.
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Each signal has 650000 samples. About 60 per cent of the
readings were from inpatients, while 40 per cent were from
outpatients. Real-time signals were bandpass filtered and
digitally captured at a 360 Hz sampling rate by the MIT
Biomedical Engineering Centre. The overall length of each
entry is 30 minutes and 5.556 seconds, but the sum may not
precisely equal 30:06 due to a rounding mistake. The leads
known asmodified limb lead II (MLII) and lead V5, attaching
chest electrodes, were frequently used to sense electrical
impulses. We used those signals in our study because the
MLII-based lead’s features of QRS complexes were more
prominent. We randomly selected ten ECG records of the
first 1000 samples with a gain of 200 dB and added two
types of noises. The first is PLI noise, which has a frequency
of 50 Hz and a 15% peak amplitude value of a clean ECG
signal. The second type of noise is the MA noise, which has
a peak amplitude of 20%, a standard deviation equal to 0.15,
and a mean of 0. This type of noise is generally random.
As reflected in Fig. 3, our study used the ECG record ‘100’
for simulation and a graphical representation.

FIGURE 2. Block diagram of the proposed algorithm.

TABLE 1. Pseudo-code of the proposed algorithm.

B. PROPOSED IVME TECHNIQUE USING HBO
The HBO algorithm is a mathematical approach to determin-
ing the best solution for a problem based on a given set of
criteria. It uses a heap data structure to store the pairs of

FIGURE 3. Input ECG record ‘100’ with PLI and MA noises.

criteria and associated values, with the best possible solution
being determined by a givenminimumvalue of each criterion.

Fig. 4 shows a triangular framework to simulate a mini-
mum heap data structure. We can see that each person has
only one direct boss on the level above them, but all people
on the same level are their co-workers. For example, node H5
only has one direct boss, H2, but its colleague H7 is on the
same hierarchy level. Likewise, H4 is the direct boss of both
H2 and H6. It is the same for all the other nodes in the system
if there are any.

FIGURE 4. Organization chart (OC) with a minimum heap structure.

OC represents the search space in the HBO algorithm.
The process begins by examining the rank hierarchy and
considering the criteria for identifying the optimal structure.
It primarily requires three aspects: the interaction between
the co-workers and their immediate leader, the interaction
between the individual and their co-workers, and the individ-
ual’s self-contribution [30]. HBO can be applied to a corpo-
rate rank hierarchy to maximize efficiency. Table 2 explains
the HBO algorithm with pseudo-code [31]. Here t is the
current iteration number, T is the total number of iterations,
j is the dimension’s position, j [1, D], D is the dimension of
a search space, i is the measure of an individual, i [1, N ] is
the count in the population, N is the population size, p is
random number distributed uniformly in (0, 1) with p1 and
p2 as probabilities values with Eq. (1) and Eq. (2) as follows:

p1 = 1 −
t
T

(1)

p2 = p1 +
1 − p1

2
(2)

The mathematical equations for calculating the updated
positions of all three aspects are in Eq. (3), Eq. (4), and

54072 VOLUME 11, 2023



P. G. Malghan, M. K. Hota: Improved VME Technique via HBO Algorithm and AWIT Method

TABLE 2. Pseudo-code of the HBO algorithm.

Eq. (5) [31]. Compared to traditional optimization algo-
rithms, HBO can identify the best solution quickly and accu-
rately. Moreover, it enhances the performance of a hierar-
chical structure for a given search space. HBO has a more
significant global optimization capacity than PSO, GWO, and
HGWO. The primary distinction between these methods is
that HBO uses the minimum heap data structure by mapping
the OC concept in the optimization procedure. Table 3 shows
the initial values for HBO parameters to optimize VME
parameter α.

X ji (t + 1)

=



X ji (t) , p ≤ p1
Bj + γ λ

j
∣∣∣Bj − X ji (t)

∣∣∣ , p > p1 ∧ p ≤ p2

S jr + γ λ
j
∣∣∣S jr − X ji (t)

∣∣∣ , p > p2 ∧ p ≤ 1

∧ f (Sr ) ≥ f (Xi (t))

X ji + γ λ
j
∣∣∣S jr − X ji (t)

∣∣∣ , p > p2 ∧ p ≤ 1

∧ f (Sr ) < f (Xi (t))

(3)

γ =

∣∣∣∣∣2 −

(
t × mod( TC )

T
4C

)∣∣∣∣∣ (4)

λ
j
= 2r − 1 (5)

Xi represents the worker’s ith position, and the direct boss and
co-worker are represented by positions B and S, respectively.
The scaling factor γ from Eq. (4) value ranges from (0, 2)
depending on the repetition count. λ j is a randomly generated

vector where r is the random number same as p, as seen
in Eq. (5), C is the user-defined parameter to fix the count
of cycles in T iterations, and f is the fitness function used
to calculate individual fitness value for a new location. For
instance, if f (Sr ) ≥ f (Xi (t)), the worker can investigate the
area around Sr , and if f (Sr ) < f (Xi (t)), it permits explo-
ration of the region around Xi. The present worker generates
a new location by updating the position using Eq. (3) updating
strategy.

TABLE 3. HBO initialization for VME optimization.

‘lb’ and ‘ub’ denote the lower and upper bounds, ‘dim’ rep-
resents the dimension of the space, and ‘fobj’ is our objective
function of HBO. ‘noP’ is the total population size, ‘maxIter’
denotes how many iterations to carry out, and ‘τ ’ is the
update parameter. Fig. 5 explains the detailed flowchart of
our proposed algorithm.

FIGURE 5. Proposed flowchart for ECG denoising.
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The first step is to consider a clean ECG signal x (t) added
with PLI noise n1 (t) and MA noise n2 (t) as given in Eq. (6):

X (t) = x (t) + n1 (t) + n2 (t) (6)

Here, X (t) is the noisy signal for filtering. We perform a
comparative simulation between HBO and three other opti-
mization techniques. The main aim is to evaluate the efficacy
of the IVME in parameter tuning. As stated in Eq. (9), the
EES is the objective function used for our research. Using Eq.
(7) and Eq. (8), we obtain EES by calculating the envelope
of X (t) and performing the fast Fourier transform (FFT )

on e(t).

e (t) =

√
X (t)2 + H{X (t)}2 (7)

Ei(t) = |FFT {e(t)}| (8)

EES = −

∑n

i=1
Ei log2 Ei (9)

Here, H represents Hilbert transform, and Ei is the envelope
spectrum of X (t).

A minimum EES value is considered the best fitness value
of the HBO algorithm to optimize α. Therefore, we choose a
limit of 100 iterations for these algorithms and with 50 search
agents. Fig. 6 depicts the comparison outcome. HBO con-
verges to the best fitness score for EES in a few iterations, pre-
cisely at the 9th iteration, whereas PSO, GWO, and HGWO
require 59, 99, and 96 iterations, respectively.

FIGURE 6. Convergence curves of PSO, GWO, HGWO, and HBO algorithms.

TABLE 4. VME algorithm.

HBO helps the VME to achieve the best value for α with
a fast convergence curve, as Fig. 6 shows the HBO algo-
rithm outperforming other optimization methods. Further-
more, compared to PSO andHGWO,HBOhas a reduced EES
value of 1.57626. The HBO algorithm outperforms the other
three optimization methods concerning fast convergence rate.
The best value of α obtained using the preceding method is
1637.3002. We use this value to execute the IVME algorithm
as given in Table 4 to extract PLI present in a specific mode
u (t). However, there is still excessive noise in PLI-filtered
ECG signal y (t). Therefore, we use the AWIT technique to
filter out the residual noise.

C. MA NOISE REMOVAL USING AWIT ALGORITHM
DWT transform is a method that uses multiresolution filter
banks like low and high-pass filters with specified mother
wavelets. The most common types of DWT filtering are
single-stage and multi-stage DWT. The filtering technique
divided the input signal into the low-pass and high-pass com-
ponents with downsampling, yielding approximation (A1 and
A2) and detail (D1 and D2) coefficients. A multi-stage DWT
method lets us choose the decomposition stages to obtain
multiple frequency bands. As depicted in Fig. 7, our work
implements a two-stage wavelet decomposition analysis for
the noisy signal to filter out the MA noise at the last stage
efficiently. The wavelet interval thresholding method is a
filtering process where the filter here is a wavelet, an oscil-
latory signal modified for a precise application. The filtering
process involves dividing a signal to obtain frequency compo-
nents, also known as intervals. Interval thresholding is setting
a minimum and maximum value for the signal to determine
whether it falls within a specified range [34]. Eq. (10) gives
the formula for interval thresholding:

F (x) =

{
1, if x > t1 ∧ x ≤ t2
0, otherwise

(10)

x is the input data for testing; the lower and upper threshold
values are t1 and t2, respectively, and the output is the binary
value 1 or 0.

FIGURE 7. A two-stage wavelet decomposition to filter MA noise.

But in the case of AWIT, it is an automated process that
detects and removes noise from signals without requiring
the user to determine whether to keep or discard the com-
ponents manually. This process is beneficial in signal and
image processing applications, where the manual selection
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of components is often time-consuming and error-prone.
Table 5 thoroughly explains the pseudo-code of the AWIT
technique [35]. AWIT automatically calculates the intervals
and the thresholds for all the detected intervals rather than
manually setting them. Finally, the process concludes by per-
forming the thresholding process for each interval detected
with their specific threshold values to remove excess noise,
then reconstructing and illustrating the final signal.

TABLE 5. Pseudo-code of the AWIT algorithm.

In our work, after removing the 50 Hz PLI noise from
the noisy ECG signal X (t) using IVME, the signal y (t)
undergoes wavelet thresholding to decompose the signals
into wavelet coefficients. Then, the AWIT algorithm auto-
matically computes the intervals in each coefficient. First,
it calculates the t1 and t2 values using Eq. (10) depending
on the length of the ECG signal. Then, replacing two per
cent of the highest values of input vectors with the mean,
AWIT automatically finds the breakpoints in each interval,
as Table 5 mentions. Finally, it computes the threshold values
for every interval obtained to execute the soft thresholding
of coefficients. We reconstruct the signal using the wavelet
coefficients A1, A2, and D2 to obtain a noise-free ECG
signal Y (t).

III. RESULTS
This section demonstrates a thorough simulation to assess
our proposed technique for the ECG filtering process by
tabulating the results. We performed all the simulations on
a recent MATLAB 2022a software. We use ten randomly
selected real-time ECG signals from theMIT-BIH arrhythmia
database (ECG records: 100, 102, 105, 111, 115, 118, 205,
213, 220, and 230) at a sampling frequency of 360 Hz and
200 dB gain.We estimate the ECG signal quality at the output

using the performance metrics such as signal-to-noise ratio
(SNR), mean square error (MSE), and correlation coefficient
(CC). To visually analyze the proposed research’s efficacy,
we take an ECG record ‘100’ by limiting it to 1000 samples
for the study. The mathematical formulae for these perfor-
mance metrics are as below:

SNRin = 10log10

∑N
n=1 [x (n)]2∑N

n=1 [X (n) − x (n)]2
(11)

SNRout = 10log10

∑N
n=1 [x(n)]

2∑N
n=1 [Y (n) − x(n)]2

(12)

SNRimprovement
= SNRout − SNRin (13)

MSE =
1
N

∑N

n=1
[e(n) − y(n)]2 (14)

CC =

∑N
n=1 (x(n) − x̄(n))(Y (n) − Ȳ (n))√∑N

n=1 (x(n) − x̄(n))2
√∑N

n=1 (Y (n) − Ȳ (n))2

(15)

N denotes the total samples, x(n) is a clean ECG signal, X (n)
is the noisy signal contaminated with PLI and MA noise,
Y (n) is the filtered output, x̄(n), and Ȳ (n) are the means of
clean and filtered signals, respectively. Tables 6, 7, and 8
show the simulated performance metrics regarding SNR,
MSE, and CC, proving that our technique efficiently removes
both noises. Table 6 shows SNR improvement results and
the optimal fitness values obtained using the HBO algorithm.
ECG record ‘105’ has the best fitness value of 1.1761, giving
an optimal α value of 1775.4642. We had set the initial range
of α to [1000, 10000] for parameter optimization of the VME
algorithm. HBOprovides the best value compared to PSO and
the other two algorithms due to the fast convergence criterion.
Using the optimal α value, we calculated the signal parame-
ters of the filtered ECG after performing VME, VME-Single
value Thresholding (VME-ST), and our proposed method.
As a result, we obtained significant improvement in SNR
with 36.7968 dB on an average of ten random ECG signals.
Furthermore, from Table 7 and Table 8, MSE and CC results
with a value of 0.00030901 and 99.7278% show a better
performance in filtering PLI and MA noises.

IV. DISCUSSION
Before evaluating the currently available approaches, we use
the EMD approach to decompose the noisy signal X (t) into
intrinsic mode functions (IMFs). The mode mixing impact is
the main disadvantage of EMD. When multiple oscillations
of different time scales mix in a single frequency band or
when assigning oscillations of the same time scale to different
IMFs, we say that there is mode mixing. The EEMD and
CEEMD techniques came into existence to counteract this,
which involve gradually adding white noise to the signal
to cancel out the mode-mixing impact. The ECG data were
filtered using a combination of SWT and those other tech-
niques. In addition to the two techniques in Table 9, we also
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TABLE 6. Improvement in SNR for ten ECG signals from the ‘MITDB’ database.

TABLE 7. MSE estimation of ten random ECG signals.

compared the CEEMD-SWT method. When comparing the
final filtered outputs from EMD-SWT, EEMD-SWT, and
CEEMD-SWT, it successfully filters out high-frequency PLI
noise and maintains the QRS peak, but it cannot filter out
the MA noise effectively. To effectively eliminate noisy data,
the NLM filtering approach helped many researchers. These
methods effectively reduce MA noise. However, data loss is
a significant problem. After processing, the R-peak informa-
tion in the ECG signal is not up to the mark.

Signal decomposition in the VMD-DWT technique, which
is superior to the EMD-based method, needs fixed K and α.
The decision of which values to use is purely experimental.
Randomly picking values is never a good idea. To over-
come the shortcoming, optimizationmethods like PSO,GOA,
GWO, and HBO are put into place to determine the best
possible numbers of K and α.

TABLE 8. MSE estimation of ten random ECG signals.

FIGURE 8. SNRimprovement chart of all methods.

While the flexibility of VMD approaches based on intel-
ligent algorithms is high, their poor operational efficiency
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TABLE 9. Comparison of the proposed algorithm with existing methods.

FIGURE 9. CC chart of all methods.

severely limits their use for filtering particular noise. VME
is a cutting-edge filtration method that efficiently separates
a narrow-band mode from a signal with multiple compo-
nents. Therefore, we use this strategy with HBO to quickly
identify the α. DWT thresholding is a standard method for
signal filtering and smoothing. However, the requirement of
thresholding values is also mandatory. The AWIT method
overcomes this requirement problem and effectively filters
out unwanted noises by automatically finding intervals and
their respective threshold values.

The proposed technique is compared with various filter-
ing methods such as EMD-SWT [36], EEMD-SWT [36],
EMD-NLM [37], EEMD-NLM [37], DWT-NLM [37],
VMD-DWT [38], PSO-VMD-DWT [22], and GOA-VMD-
DWT [22] to validate its denoising capabilities. Fig. 8 and
Fig. 9 represent bar charts of the improvement in SNR and
CC parameters. Table 9 shows the significant results of all
ten ECG record’s average values. Compared to all the fil-
tering approaches, our suggested methodology has the best
SNR, MSE, and CC values of 36.7968 dB, 0.00030901, and
99.7278%, respectively. Fig. 10 shows the graphical repre-
sentation of the ECG record ‘100’ after removing 50 Hz PLI
noise n1 (t)with the help of HBO andVME algorithms. How-
ever, MA noise n2 (t) remains in the output signal obtained
after the VME process. Therefore, wavelet thresholding is
a must for removing excess noise. Finally, we compare the

FIGURE 10. ECG signal after 50 Hz PLI removal using the IVME method.

FIGURE 11. ECG signal after MA removal using the VME-ST method.

FIGURE 12. ECG signal after MA removal using the proposed method.

AWIT method with the traditional ST algorithm, as depicted
in Fig. 11 and Fig. 12. A residual after performing ST con-
tains the MA noise. Although the ST method removes the
MA noise, it cannot wholly denoise the signal due to noisy
components at different intervals.

Hence, AWIT is the best method to decompose the signal
y (t) into relevant frequency components using a two-level
wavelet decomposition. First, we feed the noisy signal to
the AWIT algorithm to automatically compute intervals
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containing noise and their particular threshold values. We use
‘sym4,’ the mother wavelet, for the wavelet denoising pro-
cess, as it plays a crucial role and completely resembles the
QRS peak in an ECG signal. We then apply soft thresholding
to each interval with computed threshold values. Finally,
from Fig. 12, we observe that the MA noise gets eliminated
efficiently by choosing the appropriate wavelet coefficients
for reconstructing the signal Y (t).

V. CONCLUSION
This research article proposed an improved VME technique
for ECG signal denoising by combining the heap-based opti-
mizer with the automatic wavelet interval-dependent thresh-
olding technique. The method accurately estimated the opti-
mal penalty factor α for the VME algorithm to extract PLI
noise from the corrupted ECG signal. The envelope entropy
spectrum as an objective function for the HBO optimization
proved to have a fast convergence speed compared to PSO,
GWO, and HGWO. Furthermore, AWIT helped to eliminate
MA noise from the ECG data with greater efficiency leading
to improved signal quality in terms of SNR, MSE, and CC.
The results showed that our proposed method outperformed
all existing algorithms. Our method may be effective for ECG
signal denoising applications in cardiac health monitoring
devices and help the physician or a doctor to diagnose the
arrhythmias flawlessly.
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