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ABSTRACT Internet of Things (IoT) systems are becoming increasingly safety-critical as the ‘‘Things’’
become an integral part of everyday life and are given control over life-sustaining processes. As such,
these products will need safety-aware analysis during the software development life cycle to ensure they
operate successfully without harming users. The overall objective of this study is to construct an approach for
conducting safety analysis on the IoT systems in the design phase of the Software Development Life Cycle.
The increasing complexity of the IoT raises concerns with respect to properly assuring IoT safety, since more
interaction among components and tighter coupling may result in increased logical errors, posing new safety
risks. To show the effect of these problems, we have analyzed several medical systems using our proposed
methodology. In this study, we present a methodology to implement IoT systems which takes into account
errors and potential hazards at design time. To increase the adoptability of our approach, we use standardized
languages/model to represent errors. The suggested approach’s viability is substantiated by analyzing diverse
medical use cases, wherein different types of software faults have occurred. These faults have resulted in
harm or potentially hazardous situations in medical IoT products. The results of our study show that tracing
errors via our method leads to the discovery of hazards in IoT architectures without requiring specialized
domain knowledge. The results also are validated based on the traceability criteria. By providing a new
hazard analysis method based on early design knowledge and validating early in the Software Development
Life Cycle, we discover more hazards and safety constraints to ensure the success of safety critical IoT
systems.

INDEX TERMS IoT system architecture, medical IoT faults, IoT safety analysis, safety constraints
validation.

I. INTRODUCTION
The Internet of Things (IoT) has expanded consistently
over the past decade. It is not uncommon today to find
homes which have internet connected sprinklers, lights, ther-
mostats or garage door openers [11]. In addition to expan-
sion into the home, IoT functionality has been increasingly
used in safety-critical devices like pacemakers and connected
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inhalers [17]. Safety analysis, a critical component of safety-
critical device development, has historically been relegated
to devices which were already recognized to be large, long-
lived and expensive - aircraft, medical devices, vehicles and
stationarymedical equipment.Most IoT devices do not fit this
description.

The IoT brings new classes of devices that are small and
inexpensive, but because of their proximity to humans, the
devices have a greater possibility of inflicting harm. One
common means of increasing system safety is to isolate the

VOLUME 11, 2023

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

53671

https://orcid.org/0000-0002-1114-5040
https://orcid.org/0000-0002-1124-1753
https://orcid.org/0000-0003-3264-185X


F. K. M. Rashid et al.: Discovering Hazards in IoT Architectures

system, which goes against the ethos of IoT. The ‘‘Things’’ in
the IoT are networked together specifically to solve complex
data analysis problems and share a common infrastructure.
These complex interactions require correspondingly complex
architectures that are expensive to verify.

It is anticipated by researchers and practitioners that there
will be a significant increase in the number of internet-
connected devices over the next few decades. However, the
growing complexity of the Internet of Things (IoT) poses a
concern for ensuring IoT safety. The rising interaction among
components and tighter coupling increases the likelihood of
logical failures, leading to new safety hazards.

Hence, the primary aim of this study is to offer a practi-
cal technique to examine safety issues in safety-critical IoT
systems. Furthermore, many recent hazard analysis methods,
which serve as a core methodology for safety analysis, do not
use error ontologies. This amplifies the difficulty of using
such methods to analyze systems that do not have specialized
training, thereby necessitating the development of a new
approach.

In this study, we illustrate our technique, demonstrate it
and well defined, using a pacemaker example to build an IoT
architecture for the device, to design a safety architecture for
it and to identify safety constraints. All steps and analysis are
performed in the Open Source Architectural Tool Environ-
ment (OSATE) [15] and the Architecture Analysis & Design
Language (AADL) [14].

The aims of this study are to:

• investigate a practical approach in analyzing complex,
internet-connected systems.

• build a relationship between interdisciplinary research
domains, especially IoT and Safety Engineering.

• provide a new safety analysis method with simpler
guidelines, well defined processes and a lack of special-
ized training.

Furthermore, our primary goals in the paper is to establish
a safety analysis method for critical IoT systems to address
the following challenges:

• How to discover faults which were introduced early
in the design phase of the Software Development Life
Cycle (SDLC)?
Our study begins by analyzing faults present in a pace-
maker possessing IoT functionality. Our analysis is pri-
marily focused on the device’s architecture, so any faults
discovered were introduced prior to development, and
are the result of poor design, not implementation. To this
end, we have first performed a systematic search for
safety violations that occurred in medical devices pos-
sessing IoT functionality. We use the results of this
search to demonstrate that IoT devices do have the capa-
bility of inflicting harm on users.

• How emergent behavior (unplanned behavior) can affect
the functionality of a medical IoT system?
We then analyze the IoT-enabled pacemaker from a
safety perspective. Due to the number of potential

communication paths as well as the number of devices
communicating, it is possible for emergent behavior
(unplanned behavior) to occur due to components com-
municating in unforeseen ways. This emergent func-
tionality can drastically affect the safety of IoT enabled
devices. From a safety development perspective, such
faults are usually introduced in the early blueprint of the
software as a result of mistakes such as values beyond
boundaries, inconsistency between requirements, or tim-
ing mismatches.

• How to identify missed safety constraints for existing
medical IoT device?
Our approach allows us to recognize missed safety
requirements for existing IoT system examples based on
error behavior and state analysis. It helps safety analysts
to consider them for an IoT component in a feedback
control loop design which may lead to inadequate con-
trol. Such analysis allows for the discovery of faults as
well as their source.

Finally, the mentioned challenges have motivated us to
make the following scientific contributions:

• We report on real multi-case study of medical IoT
devices such as pacemakers, providing insights of what
might have been missed in the specification and design
of the device.

• We build an IoT architecture for the pacemaker, which
explains the phenomena of bubbling up errors from
component level to system level.

• We discuss our findings and present the capabilities of
the proposed approach. The method is validated based
on specific criteria and evaluated based on our claims.

Our primary contributions lead to address the following
research questions (RQ)s about criticality of the things in the
IoT systems:

• RQ1 - How can component failures be analyzed to
demonstrate their affect other components during the
safety analysis process?

• RQ2 - During hazard analysis, how can dysfunctional
component behaviors be identified?

The paper is structured as follows: The related work is dis-
cussed in section II. Background information is discussed in
section III. An overview of our method is given in section IV.
The validation of themethod is described inV. The evaluation
of the method is shown in section VI. The capabilities of the
method are discussed in section VII. Finally, conclusions and
future works described in section VIII.

II. RELATED WORK
In this section, we present our previous works related to
an architecture for a typical wearable device and we also
describe other works related to the study. Also, we expand
the related work discussion to cover the existing research
efforts for devising safety-critical IoT systems by ensuring
their safeness.
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FIGURE 1. General wearable device architecture [33].

In [33], our prior works, the authors presented an archi-
tecture for a typical wearable device depicted in Figure1.
While sophisticated wearable devices can be designed using
standard IoT architectures described in the literature, the lim-
ited computational power and size constraints of wearables
necessitate the use of a gateway, such as a smartphone, for
configuration and processing of perceived data through a
dedicated application. The relevant processed data is then
translated into a graphical representation using the gateway.
Basic processing involves wireless transmission of perceived
data using a low-power transceiver, such as Bluetooth Low
Energy (BLE). Cloud-based data processing provides more
thorough and insightful analysis. The processed data is then
transmitted back to the wearable device for feedback, while
a copy is archived at the data center. Such communication
requires network connectivity, which is provided by the gate-
way. It should be noted that wearablesmay be simpler ormore
complex than depicted in Figure 1. For instance, a wearable
navigation system for professional hikers connects directly
to a Global Positioning System, bypassing the gateway layer.
Conversely, early fitness trackers relied solely on a smart-
phone for processing and feedback.

It is important to note that wearables can be simpler or
more complex thanwhat is shown in the Figure 1. Awearable
navigation system used by professional hikers, for example,
connects directly to a Global Positioning System, bypassing
the gateway layer. In contrast, early fitness trackers relied
only on a smart phone for processing and feedback [33].

In [7], similar to our study, the authors aim to heighten
awareness regarding safety concerns in the realm of the IoT.
This study agrees that IoT devices encounter challenges such
as reliability and availability. For instance, in some cases, the
failure of medical devices has posed a danger to users’ lives.
In our research, our primary concern is to raise awareness
about the safety of medical IoT devices by minimizing the
impact of faults. With the widespread integration of sensors,
controllers, actuators, and physical objects that are enhanced

with computing capabilities and communication technolo-
gies, the IoT is infiltrating every aspect of our daily lives. This
further highlights the need for increased awareness and safety
analysis in the IoT.

In [26], the classification of IoT hazards by researchers
has resulted in two distinct types. The first type is directly
linked to the IoT device, encompassing hazards such as
overheating, shock, sonic hazards, and others. The introduc-
tion of IoT devices as new products onto the internet may
lead to an increase in the frequency of such hazards. For
instance, an electronic oven that can be remotely turned on
and off has the potential to become hazardous if it receives
an incorrect command. On the other hand, the second type of
hazard is indirectly related to the IoT device and its operation,
such as sensor failure due to severe weather conditions. Our
methodology differs from others as we utilize a pre-existing
set of generic error categories derived from analyses across
multiple domains instead of creating our own categories.

In [25], the researchers were able to identify potential
IoT risks (i.e., hazards for mission-critical applications) dur-
ing the third stage of system development. This allows for
the implementation of mitigating measures before accidents,
losses, or frustrations can occur. Additionally, the article
aims to evaluate the effectiveness of current hazard or risk
analysis techniques in the upcoming era of the Internet of
Things. To achieve this goal, the researchers consulted IoT
experts to conduct an analysis of hazards, vulnerabilities,
and risks in IoT. In contrast, our approach aims to reduce
the dependence on experts and enable safety analysis to be
conducted earlier in the software development life cycle.
By adopting our approach, we seek to minimize the need
for expert involvement while enabling a more efficient and
effective approach to safety analysis.

In [27], the researchers have devised an IoT architectural
analysis methodology aimed at identifying defects during the
early stages of the design process. They have also created a
design decision support system to facilitate security assess-
ments across various scenarios. Furthermore, the researchers
have identified the medical sector as one of the most suscep-
tible fields to safety and security risks. Their investigations
have led them to conclude that IoT component detection
techniques are insufficient, as not every component may
pose a risk during the early design phase. Thus, alternative
approaches must be employed to ensure that IoT devices are
safe and secure from the outset.

In [28], the researchers put forward an IoT risk analysis
methodology that leverages the STPA (System Theoretic Pro-
cess Analysis) standard to evaluate the safety and security
concerns of medical IoT devices, such as insulin pumps.
They demonstrated that while functional safety cannot pre-
vent accidents caused by security threats, it is possible to
detect them. Their findings revealed that the probability of
accidents occurring can be reduced through countermeasures
enacted by the decision maker, which our methodology can
identify. Overall, the proposed IoT risk analysis methodology
enables the identification of potential countermeasures that
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can reduce the likelihood of accidents occurring, thereby
improving the safety and security of medical IoT devices.

The doctoral dissertation [29] highlights the need for new
safety analysis approaches to address the complexity of IoT
and cyber-physical systems. Additionally, the dissertation
emphasizes the importance of developing new resiliency
methodologies to ensure operational continuity in the face of
failures. The author proposes Artificial Intelligence (AI) as a
potential solution for enhancing the safety and reliability of
these systems.

In another doctoral dissertation [30] highlighted the impor-
tance of traceability as a pre-condition for valid safety
requirements. The researcher identified three crucial ele-
ments for validating safety constraints: identifying hazards,
analyzing hazards, and tracing software safety requirements.
Our methodology offers a means to achieve this traceabil-
ity, allowing for more comprehensive validation of safety
requirements.

In [44], the study proposed a real-time hybrid vision and
IoT-based system for monitoring the use of safety hooks
at risky elevations in construction sites to prevent fall from
height accidents. The system integrates vision and IoT sen-
sors, a web-basedmanagement platform, and a backend cloud
server storage system. It aims to automate multiple workers’
safety monitoring in real-time, provide communication and
visualization, and record workers’ behavior to facilitate mit-
igative planning by safety engineers. We employ a unique
methodology in which we develop an IoT framework for the
pacemaker, a medical IoT device, with the aim of identifying
any overlooked safety limitations during the initial design
stage.

In [45], the author mentioned that while security con-
cerns are the primary focus of the Internet of Things (IoT),
device safety is also an important concern that is often over-
looked. The IoT devices are composed of systems of systems,
which can lead to security breaches and device misbehavior.
Ensuring device safety is important to prevent harm to the
environment in which the device operates, such as a wear-
able medical device causing harm to a patient or a vehicle
causing an accident due to software malfunction. Examples
of IoT devices that can cause harm include wearable medical
devices, vehicles, thermostats, and other smart home devices.
While our methodology enables us to identify and address
potential hazards, it does not specifically address any security
concerns in our proposed approach.

In [46], authors in the article discuss the risks associated
with coal mining due to hazardous working conditions, such
as high temperatures, humidity, and emissions. To address
these challenges, the authors propose an IoT-based system
called IoT-DSICS that uses sensor networks and control sys-
tems to monitor and control the environment in underground
coal mines. The system is designed to improve safety and
reduce accidents. The feasibility study shows that the system
can be successfully implemented using existing communi-
cation and tracking infrastructure. Our methodology stands

apart because our IoT framework is designed to track errors
and understand how they propagate from one component to
another.

III. FOUNDATION
In this section, we provide the necessary background con-
cerning IoT in healthcare domains and system safety domains
to understand the concept of our work.

A. IoT HEALTHCARE DOMAIN
Much research over the last 10 years has focused on cre-
ating technological advancements in the medical industry.
Specifically, the Internet of Things (IoT) has showed potential
for connecting a variety of medical devices, sensors, and
healthcare specialists in order to provide high-qualitymedical
services even to remote areas. This progression in health-
care IoT technology has lead to improved treatment, reduced
costs, and enhanced accessibility services [31].

Designing wearable devices is not enough; a complete
ecosystem is required. Sensors in a body area network seam-
lessly synchronize data with cloud services via the IoT infras-
tructure. Figure 2 depicts the architectural features commonly
required in healthcare IoT systems (Health-IoT). Three essen-
tial core components make up the architecture: 1) body
area sensor network 2) Internet-connected gateways 3) big
data support or cloud environments. Through this platform,
several applications deliver services to various stakeholders
in the system. Caregivers, family members, and authorized
parties can access data collected by sensors attached to users
at any time from any place, allowing them to check the user’s
vital signs [32].

1) PACEMAKER
In this section, we provide background on a modern IoT
pacemaker. A pacemaker is a medical device that is implanted
beneath the skin and attached to the heart to assist in the reg-
ulation of irregular cardiac rhythms. Essentially, pacemaker
systems consist of three important components which are
the Pulse Generator (PG), Device Controller-Monitor (DCM)
and Leads. The specification of each component and how it
works have been described in detail in [16].

Pacemakers have reduced in size and longevity since their
inception, and current technical improvements have permit-
ted additional digital capabilities, particularly when it comes
to transmitting data from the patient’s body to access points
such as a Bluetooth-equipped smartphone. A modern pace-
maker can collect data on patients and send it to the hospi-
tal or doctors via IoT collection systems (such as WiFi or
Bluetooth). This data includes information about the patient’s
health such as how often the pacemaker is triggering and
under what circumstances. Also, patients with mobility issues
can benefit from pacemakers that transmit data over the Inter-
net as it means fewer trips to hospitals or doctor’s offices [2].
In spite of the developments of the pacemaker, pacemakers
can inflict harm on their users. To demonstrate this, we have
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FIGURE 2. IoT-based health monitoring system [32].

collected evidence as shown in the mini cases discussed in
section IV-A.

B. SYSTEM SAFETY DOMAIN
In this section, we provide background on error ontologies
which are guides to help users consider potential errors in
architecture fault modeling:

1) OPEN SOURCE PLATFORMS
IoT experts can use modeling languages to improve the safety
of the systems they study or build. We guide the readers to
be familiar with the Architecture Analysis and Design Lan-
guage (AADL) [13], Error Model Annex (EMV2) [14], Open
Source Architectural Tool Environment (OSATE) [15], and
their implementation. AADL and OSATE are used because
of their existing support for our method via various plugins
or extensions as well as its presence in the Safety Analysis
community.

To fundamentally understand a piece of part of our work,
we need to describe some crucial AADL terms to explain
error behavior analysis, Figure 8 and hazard recorded for the
particular component, Figure 7 as follows [6]:

• Error Behavior: Demonstrates how specific system
components behave incorrectly.

• States: Shows the component’s normal and abnormal
states in terms of its states.

• Events: A error appears as an event.
• Transitions: Illustrates how error events cause the state
of the component to transition from its normal state to
an abnormal one.

• Hazard Properties: Hazards are defined in the compo-
nent specification according to severity and priority.

2) ERROR ONTOLOGY
The AADL Error Annex [13], describes how to represent
error types in a hierarchical structure to aid in safety analysis.
It also introduces the concept of error classifications, which
are used to categorize the various types of faults that can arise
during analysis.

The error type is a category label that is used to iden-
tify error propagations from one component to another,
internal error occurrences of the component itself, com-
ponent behavior when errors occur, and how errors flow
through the component from input port to output port. The
label of the error is used as the condition declaration for
identifications [10].

The model of Error Annex also permits the description
of error behavior within an architectural component. This
behavior is described in the format of a state machine, but
it permits errors to be traced to their source. It also allows
analysts to determine what downstream effects an error in one
module might have on others [20].

Error types can be used by stakeholders to explain how
components might fail and to link those failures to error
events. For example, a sensor failure transmits an incor-
rect reading (value error) because of overheating, the sensor
misses a reading (item omission) because of radiation, or the
sensor fails to provide readings (service omission) because of
low power [5].

The error ontology classifies errors into six major error
types, [5] and [10]:

1) Service Errors - Represents errors that occur during
the delivery of a service. Omission errors, which indi-
cate that no service was given, and commission errors,
which indicate that unintended service was provided,
are examples of service errors.

2) Value Errors - Errors that are connected to the service
value are represented here. Incorrect values, a value
outside or outside of the expected range, or a stuck
value, the same value being sent repeatedly, are all
examples of value errors.

3) Timing Errors - Errors relating to service scheduling
are represented here. Early or late item delivery and
delayed services are examples of timing errors.

4) Replication Errors - Errors relating to the delivery
of replicated services are represented here. Similar
replicated programs, for example, could be delivered
at different times.
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5) Concurrency Errors - Errors related to concurrent
system actions, like executing two tasks at the same
time. Also, race condition and mutual exclusion errors
can be classified as concurrent errors in the memory.

6) Login Control Errors - Authentication and autho-
rization errors are examples of errors related to the
application of access control systems.

3) ARCHITECTURE FAULT MODELING
Architecture fault modeling and analysis supports automated
evaluation of quality attributes for dependable systems such
as safety, reliability, and security. The architecture fault-
ing modeling supported by the AADL error model annex
enables annotation of an architecture model with fault occur-
rence, malfunction, and fault propagation behavior to resolve
dependability issues in safety critical systems [10]. This
approach has three levels of abstraction [6]:

1) Component Behavior Analysis - This level supports
performing safety analysis with regards to probabilistic
reliability as well as availability analysis. Also, this
level shows the status of a component in the failure
mode when it gets a fault. For example, incoming
error propagation and internal faults lead to changing
the status of the component from operational mode to
failure mode. Furthermore, the component has ability
to recover itself from the failure mode.

2) Compositional Abstraction Analysis - Combines the
various fault models of each component into one global
fault model for the entire system. This level permits
performing safety analysis of the entire system as a
whole rather than each individual component.

3) Error propagation Analysis - Error propagation
effects on the operational environment of the system
by propagating the error among components within a
system. This level supports hazard identification and
error impact analysis.

C. SYSTEM SAFETY DOMAIN FOR MEDICAL IoT
In this section, we provide state of the art to examine the
current research on system safety development for medical
IoT systems:

System safety is a crucial area of research for medical IoT
devices to ensure patient safety and data privacy. In recent
years, researchers have made significant progress in devel-
oping system safety approaches for medical IoT devices,
as evidenced by recent studies. One recent study proposed
a systematic framework for identifying and mitigating safety
risks in medical IoT devices [34]. The framework utilized a
combination of hazard analysis, risk assessment, and safety
management approaches to identify potential hazards and
mitigate them before causing harm to patients.

Similarly, a study proposed a machine learning-based
approach to enhance the reliability and safety of medical
IoT devices [35]. The proposed approach used a combination
of anomaly detection, data pre-processing, and prediction

algorithms to detect potential failures and take appropriate
actions to prevent them.

Furthermore, a recent review of system safety methods for
medical IoT devices identified several challenges, including
the lack of standardization, interoperability issues, and the
complexity of integrating multiple devices [36]. The review
also suggested that a comprehensive approach that considers
both hardware and software aspects of the devices is neces-
sary to ensure system safety in medical IoT.

Several frameworks and methodologies have been pro-
posed for developing system safety for medical IoT sys-
tems. For instance, [37] proposed a hazard analysis and risk
assessment framework that can be used to identify and mit-
igate potential safety hazards in medical IoT systems. The
framework includes four stages: hazard identification, hazard
analysis, risk assessment, and risk mitigation.

In addition to safety analysis, several studies have pro-
posed using formal methods for system safety development
in Medical IoT systems. For instance, [38] proposed using
model-based formal methods to ensure the safety of Medical
IoT systems. The authors used the Timed Abstract State
Machine (TASM) method to model the behavior of Medical
IoT systems and verify safety properties. They demonstrated
the effectiveness of their approach by applying it to a case
study of a Medical IoT system.

Proposed a framework for Medical IoT system safety
development, which includes safety management, safety
requirements, safety analysis, and safety verification. The
authors emphasized the importance of safety management
in Medical IoT systems to ensure that safety requirements
are met during system development. They also suggested
using safety analysis techniques such as Hazard Analysis and
Critical Control Points (HACCP) to identify potential safety
hazards [39].

Another recent study proposed a novel approach for system
safety management in medical IoT devices using a combi-
nation of Failure Modes and Effects Analysis (FMEA) and
fault tree analysis (FTA) techniques [40]. The study showed
that this approach could effectively identify potential system
failures and hazards and mitigate them before causing harm
to patients.

Similarly, [41] proposed a safety analysis approach for
Medical IoT systems, which includes hazard identification,
hazard analysis, risk assessment, and risk management. The
authors used Fault Tree Analysis (FTA) and FailureMode and
Effects Analysis (FMEA) to identify potential safety hazards
in Medical IoT systems. They also suggested using a risk
matrix to assess the severity and likelihood of safety hazards.

Several studies have highlighted the need for a system
safety approach for medical IoT systems. For example, [42]
emphasized the importance of addressing the unique safety
challenges of medical IoT systems, such as the integration of
different technologies, the heterogeneity of system compo-
nents, and the potential for cyber attacks.

Furthermore, [43] proposed a safety testing approach for
Medical IoT systems, which includes functional testing,
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performance testing, and security testing. The authors empha-
sized the importance of testing in ensuring the safety of Med-
ical IoT systems. They suggested using automated testing
tools to increase the efficiency and effectiveness of testing.

Overall, these studies and reviews demonstrate the impor-
tance of developing robust system safety approaches for
medical IoT devices to ensure the safety and well-being of
patients. Medical IoT systems have the potential to revolu-
tionize healthcare by providing personalized and real-time
care to patients. However, ensuring the safety of Medical
IoT systems is crucial due to the critical nature of health-
care. This literature review examined the current research
on system safety development for Medical IoT systems.
The studies reviewed proposed various approaches, including
safety management, safety analysis, formal methods, and
testing, to ensure the safety of Medical IoT systems. These
approaches can guide the development of safe and reliable
Medical IoT systems, ultimately improving patient care.

IV. METHODOLOGY
In this section, we have established a practical top-down
safety analysis approach to determine safety issues in IoT
systems. Our method makes use of both AADL and OSATE
[15]. It is carried out utilizing the concept of general system
specification and initial architecture design. The architecture
representation aids stakeholders in recognizing hazards and
errors as interactions among components are considered. Fol-
lowing the identification of the hazards, the related errors are
annotated with details about the hazards, and this information
is built into the system architecture as system development
begins. The steps of our process are:

1) Gather Evidence
2) Build Architecture
3) Design Safety Architecture
4) Identify Safety Constraints
5) Identify Quality Attributes

The authors have presented an inter-relationship diagram
as shown in Figure 3 that illustrates the connections between
the various steps of our proposed method. Furthermore,
we have demonstrated how our methodology relates to the
input of the problem statement and the output of the solution
for the problem.

As shown in Figure 3, we have clarified that the com-
plexity of the IoT creates a challenge in ensuring safety,
as the increased interaction and tight coupling among com-
ponents can result in logical errors that pose new safety risks.
To demonstrate the impact of these issues, we proposed a
methodology for examining medical IoT systems, such as
pacemakers. The first step is for the analyst to gather informa-
tion about faults that have occurred in IoT products, leading
to harm or potentially harmful situations. The second step
involves building a feedback control loop system architecture
for the identified IoT system, based on its essential compo-
nents: sensors, controllers, actuators, and Internet connectiv-
ity. This feedback control loop architecture enables analysts

to observe the interaction among components and diagnose
abnormal components that could cause faults in the system.
It also generates a model that supports further analysis, such
as identifying the source of the error, how the error propa-
gated, and the destination of the error. The third step is for
stakeholders to design a safety architecture for the system,
using a system modeling language to record the identified
errors in the model that could lead to hazards. In this step,
we utilized the Architecture Analysis and Design Language
(AADL) [13] and the Error Model Annex (EMV2) [13],
which are supported by the Open Source Architectural Tool
Environment (OSATE) [15] to build architecture models and
develop error state and behavior analysis. Finally, in the
fourth step, stakeholders identify suitable safety requirements
that mitigate the identified hazards. This step provides devel-
opers with the necessary knowledge to prevent identified haz-
ards from occurring by explicitly handling the errors. At the
end, the proposed method allows for the identification of
missed safety constraints in IoT products before construction.

The subsequent subsections will cover each step in greater
detail.

A. GATHER EVIDENCE (PACEMAKER—CASE STUDIES)
In this step, significant stakeholders gather information about
faults that have happened in IoT products (both similar and
non-similar) which have led to harm or potentially harmful
situations. This step depends on the use of error ontologies
and is supplemented by stakeholder experience in systems
such as medical devices and smart vehicles. This step helps
the stakeholders / analysts to identify what kind of errors to
mitigate against. To implement this step, we have systemati-
cally collected several studies detailing errors in pacemakers:

1) Mini-Case (Pacing Failure): A patient in the emer-
gency room (80 years old) whose pacemaker was
unable to regulate his atrial channel. Four years prior
to the incident, the patient had a pacemaker implanted.
Interrogation of the pacemaker revealed pacing thresh-
olds were set too high [3].

2) Mini-Case (Mode Failure): Photon therapy was used
to treat a 76 year old patient who had inoperable cancer.
The pacemaker’s dysfunction was most likely caused
by electromagnetic interference during radiotherapy
according to the findings. The error message suggested
that there was a problem with the software. Further
investigation found that the device’s DDD mode had
switched to a bipolar AAI mode [1].

3) Mini-Case (Error Message): A 77 year old man was
undergoing aortic valve and coronary artery bypass
surgery. His pacemaker failed to discharge when it
turned on, instead displaying an error message on the
pacemaker’s monitor. Intensive-care staff were not able
to access the program of the pacemaker [9].

4) Mini-Case (Software Error): Due to the risk of a
software error, Medtronic is recalling its dual chamber
Implantable Pulse Generators. Patients and clinicians
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FIGURE 3. Inter-relationship among steps of the proposed method.

have no way of knowing whether or when a software
malfunction will occur. Patients can experience symp-
toms such as light headedness as a result of a lack of
pacing [18].

5) Mini-Case (Data Corruption): A dual chamber pace-
maker programmed in DDDR mode was given to
an 85 year old man who needed a pacemaker due
to high-grade atrioventricular block. The system’s
cybersecurity update prompt appeared during routine
pacemaker interrogation and the update was initiated.
A delay occurred before the resumption of pacing dur-
ing the cybersecurity upgrade phase, and it was linked
to the patient feeling lightheaded. An effort to export
the interrogation data after the software upgrade failed
due to an error caused by missing or corrupt data [8].

6) Mini-Case (Explants Pacemaker): Boston Scientific
Product Performance published a report concerning
failed return rate for an explanted pacemaker. Figure 4
shows the recorded percentage of failures rate of the
pacemaker that were explanted and then returned to
Boston Scientific for different product therapy forms.
The failure rate of the pacemakers has increased from
58% since 2006 to 69% since 2016. Failures here rep-
resent both hardware and software failures [12].

B. BUILD ARCHITECTURE
In this step, system architects and analysts build a feedback
control loop system architecture for the identified IoT system
based on the important components of the system: sensors,
controllers, actuators and Internet connectivity. In addition,
the feedback control loop architecture allows the analysts to
see the interaction among components and how they work
with each other. For example, the analysts want to know what

will happen if the sensor does not send the correct value
to the controller. This step allows the architects / analysts
to diagnose abnormal components in the loop which could
lead to faults in the system. It also yields a model supporting
further analysis such as identifying source of the error, how
the error propagated, and destination of the error.

Below, we have developed a feedback control loop archi-
tecture for the an IoT enabled pacemaker. Pacemaker sys-
tems consist of three important components which are the
Pulse Generator (PG), Device Controller-Monitor (DCM),
and Leads (Sensors). The specification of each component
and how it works have been described in detail in [16].
Additionally, we have extended the system by adding two
additional components which are the ‘‘Thing’’ and the ‘‘Inter-
net’’. We have connected all of the components together in
the form of an architectural diagram as shown in Figure 5.
We describe the connections as follows:

First, the pulse generator (PG) consists of the sensing unit,
the controlling unit, and the pacing unit. In the sensing unit,
we have an accelerometer which is used to read electrical
values from the heart and dispatch them to the controller.
In the controlling unit, accelerometer values are used to gen-
erate a pacing signal which is sent to the pacing unit. Each
pacing signal will be sent to the pacing unit as a command.
In addition, based on the doctor’s decision, the technician
will configure the device into a specific mode such as AAT,
VVT, AOO, AAI,. . . etc. Each mode has a status and will
be monitored remotely through the Internet. In the pacing
unit, an actuator, called Rate-Adaptive-Pacing, will get the
command from the controller to send electrical pulses to the
heart. These pulses will be a result of the computations done
in the controlling unit. The electrical pulses are provided to
the heart via the leads.
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FIGURE 4. Failure rate of explanted pacemaker [12].

FIGURE 5. Pacemaker IoT architecture.

Second, the Device Controller-Monitor (DCM) is the hard-
ware platform and software of the device. It is used to con-
figure the device based on the physician’s description via
bidirectional telemetry access ports. In addition, the DCM is
used to monitor the functionality of the device and monitor
the patient’s heart remotely via the Internet. At the same
time, the user can update the software components of the
device through the Internet by sending a request command
and getting the response back from the device remotely.

Finally, the feedback control loop system architecture of
the pacemaker allows us to identify abnormal components
which have taken error values in the loop and lead to the
generation of errors for the pacemaker. Based on this, we have
connected the previous step IV-A to the current step to show
the errors for each real mini case study enabling us to know
that where the error is located.

The result of the current step has shown in the table 1. For
the first mini-case study, the affected component is the pacing

unit but the error originally propagated from the control unit.
For the secondmini-case study, the control unit made a wrong
decision by changing the mode of operation because of incor-
rect sensing values. For the third mini-case study, the control
unit has an error propagation for itself which led to an inactive
status. For the fourth mini-case study, the source of the error
is the control unit which sent the incorrect command. For the
fifth mini-case study, the device controller monitor has error
propagation for itself which led to failure to update. The final
case study shows that the errors have different sources which
led to multiple different effects.

C. DESIGN SAFETY ARCHITECTURE FOR THE IOT
APPLICATION
In this step, stakeholders design a safety architecture for the
system using one of the system modeling languages to record
the identified errors in the model which could lead to hazards.

VOLUME 11, 2023 53679



F. K. M. Rashid et al.: Discovering Hazards in IoT Architectures

TABLE 1. Results of IoT architecture for pacemaker.

In this step, we have used the Architecture Analysis and
Design Language (AADL) [13] and the Error Model Annex
(EMV2) [10] which are supported by the Open Source Archi-
tectural Tool Environment (OSATE) [15] to build architecture
models, develop error state / behavior analysis.

So, the error state analysis is the process of identifying
potential error states in a system, modeling the behavior of
the system in each error state, and developing strategies to
handle errors. The goal of error state analysis is to ensure
that the system is resilient and can continue to function
correctly even in the face of unexpected events. This involves
developing models that describe the behavior of the system in
each potential error state, and developing strategies to handle
errors, based on the error state models.

In addition, the error behavior analysis, on the other hand,
is the process of analyzing the behavior of a system when
errors occur. This involves developing models that describe
the behavior of the system when errors are detected, and
defining recovery actions to ensure that the system can con-
tinue to function correctly even when errors occur. Error
Behavior Analysis is concerned with how the system behaves
in response to errors, and how it can recover from errors to
return to a safe state.

Both error state analysis and error behavior analysis are
important techniques for managing system errors in AADL.
By identifying potential error states and modeling the behav-
ior of the system in each error state, designers can develop
strategies to mitigate the effects of errors and ensure that the
system is resilient. By analyzing the behavior of the system
when errors occur, designers can develop recovery actions to
ensure that the system can recover from errors and return to
a safe state.

To better present this step, we have developed error and
behavioral analyses for the first mini case study 1.

1) ERROR STATE ANALYSIS
We have analyzed the first mini case study to determine what
caused the harm inflicted on the patient. As shown in Figure 6,
two types of errors happened in the pacing unit which are
‘‘NoData’’ and ‘‘BadData’’. The ‘‘NoData’’ error came from
failed pacing and ‘‘Bad Data’’’’ error came from high or low
pacing.

In the context of normal operation, the pacing unit should
work correctly, but it does not because it gets ‘‘NoData’’ from
the controller which leads to the pacing unit changing from
normal pacing to failed pacing. The pacing unit can return to

FIGURE 6. Error state analysis- results of first mini case study.

normal if the ‘‘Recover1’’ event runs. It depends on the design
of the pulse generator (PG) whether that event can fire with
respect to the type of the error. Also, the designers should
specify that how long it takes to run the recovery event.

In addition, should the pacing unit have gotten ‘‘Bad Data’’
from the controlling unit, the state of the pacing unit would
change from normal pacing to high pacing. Furthermore, the
pacing unit can get back to normal if the ‘‘Recover2’’ event is
run. The error state analysis tells us that both errors have led
to harm potentially being inflicted on the patient because no
pacing was able to be provided.

2) ERROR BEHAVIOR ANALYSIS
In the early design phase of the pacemaker development
life cycle, we have provided the error behavior analysis as
shown in Figure 7. It can be used as a standard error pat-
tern and reused across the architecture model. In the pacing
unit, we have provided the AADL representation to ana-
lyze the behavior by recording the states, events, and tran-
sitions. In the states, we have recorded normal pacing (initial
state), failed pacing, and high pacing. In the events, we have
recorded ‘‘No Data’’ and ‘‘Bad Data’’ as the error events.
In addition, ‘‘Recover1’’ and ‘‘Recover2’’ have been recorded
as recovery events. In the transitions, we have represented
failure1 as a transition that will happen if the normal pacing
state changes to failed pacing. Also, we have represented
recovery1 as a transition that will happen if the failed pacing
state changes to normal pacing. We have also represented
failure2 as a transition that will happen if the normal pacing
state changes to high pacing. The final transition is recovery2
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FIGURE 7. Error behavior analysis - results of first mini case study.

FIGURE 8. Hazard recorded in the pacing unit - results for the first mini
case study.

which happens when state of the pacing unit changes from
high pacing to normal pacing.

As shown in Figure 8, we have applied the hazards iden-
tified in the error model (EMV2) to the pacing unit. For
example, the hazard (H1) will happen if the pacing unit does
not provide pacing to the heart. Additionally, the hazard (H2)
will happen if the pacing unit provides high pacing to the
heart. So, it can be concluded that the errors identified are
sources of these hazards. These two hazards have severity
level of 1, or can induce severe harm.

D. IDENTIFY SAFETY CONSTRAINTS
In the final step, stakeholders find suitable safety require-
ments that mitigate the identified hazards. This step helps

developers to know what steps must be taken to prevent the
identified hazards from occurring by knowing which errors
must be explicitly handled. This step allow us to find safety
constraints for the system before it is constructed.

Since we have identified hazards that could lead to poten-
tial harm being inflicted on the patient, we now need to
prescribe mitigations to prevent the hazards from occurring.
These mitigations will be in the form of safety requirements.
For the first mini case study, we have provided safety con-
straints to address the hazards of the pacing unit as shown in
table 2.

E. IDENTIFY QUALITY ATTRIBUTES
In this section, authors identified some quality attributes for
the evaluation of safety requirements in the pacemaker IoT
architecture:

1) Reliability: The system should be reliable, meaning
it should perform its intended function without fail-
ure or errors. This is important for safety-critical IoT
systems to prevent criticality of the things. To solve
the criticality of the things, authors worked on the
reliability quality attribute by developing a method to
find the missed/incorrect requirements of the medical
IoT product at the early design phase. For that purpose,
we have focused on gather information about faults that
have happened in medical IoT device such as pace-
maker, which have led to harm or potentially harmful
situations. We found that most of the failures happened
based on the component and system level which led
explant the pacemaker. As we know that, based on the
reliability engineering principles, failure is the result
of an error and the error comes from fault. So, now
the source of the failure which is fault. Through our
methodology, we found faults that have been made at
the early design phase.

2) Safety: Safety should be a primary concern through-
out the system’s lifecycle, from design to operation
and maintenance. The authors worked on the safety
quality attribute by building feedback control loop
architecture to identify the path of the error (source-
path-destination) and provide the safety constraints to
mitigate it. For example, for the first mini-case study,
the affected component is the pacing unit but the error
originally propagated from the control unit. The patient
gets hurt because of the high or no pacing error. So, the
error may or may not be the source of the harm (i.e
hazard). Now, the hazards are mitigated by providing
safety requirements at the early phase.

To evaluate the safety requirements for the first mini-case
study, we provide the following Figure 9 to make sure that
the hazards have been mitigated by the safety constraints.
By considering these quality attributes, we can ensure that
the system meets its safety requirements and is reliable and
safe.
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TABLE 2. Safety constraints identification - results of first mini case study.

FIGURE 9. Evaluation of safety requirements – first mini case study.

Regarding the difficulty in evaluating the technical per-
spective of safety analysis methods, one of the main chal-
lenges is the complexity of the systems, which often involves
multiple interconnected devices and systems with varying
levels of autonomy and interdependence. Additionally, lack
of standardization and consistency in safety analysis meth-
ods and tools as a challenge, which can make it difficult
to compare and evaluate different approaches. Addressing
these challenges requires a systematic and rigorous approach
to safety analysis, along with appropriate expertise and
resources to effectively evaluate the technical perspective of
safety analysis methods in IoT systems.

V. METHOD VALIDATION
In this section, we present an architecture that is built upon
traceability criteria. The purpose of this architecture is to
validate the effectiveness of our proposed method. It focuses
on identifying errors, hazards, and safety constraints. Further-
more, we need to consider whether our model is applicable to
a wider range of IoT devices or if it is limited only to medical
IoT devices.

The proposed method is suitable for application to other
IoT devices based on their level of safety criticality. For
instance, during the COVID-19 pandemic, IoT systems have
played a crucial role in monitoring the health of patients.
Consider a scenario where a medical IoT device inaccurately
measures body temperature, pulse rate, and/or oxygen satura-
tion. This could lead to medical professionals making incor-
rect decisions, such as diagnosing a patient with COVID-19
when they do not actually have the virus. In such a case,
the patient may suffer adverse consequences. This example
is not limited to COVID-19 monitoring but also extends to
other medical IoT monitoring devices, such as those used for
glucose monitoring, heart rate monitoring, depression/mood
monitoring, asthma inhaler monitoring, and more.

The case studies presented in section IV-A involving pace-
makers provide compelling objective evidence for the neces-
sity of a methodology to identify hazards and errors during
the design phase of medical IoT devices. Therefore, the pro-
posed method and its validity effectively fulfill this crucial
need.

In addition, our approach emphasizes the importance of
traceability criteria in validating the results. To achieve this,
we have designed an architecture, illustrated in Figure 10,
that highlights how errors can propagate from individual
IoT components to the overall IoT system. This architecture
comprehensively covers all aspects of the results, including
error propagation, hazards, and safety constraints.

Traceability is a fundamental principle in software engi-
neering, and it serves as a prerequisite for establishing valid
requirements. To achieve this, we have developed an archi-
tecture, as depicted in Figure 10, that traces errors from the
individual IoT component level to the overall IoT system
level. We have followed the longest path for the trace, which
is represented by the red line. Please follow the red line as
described in detail below:

During the early design phase of safety-critical IoT system
development, stakeholders may introduce faults, including
missing requirements, missing values, out-of-range values,
or values that are above or below the expected range. These
faults enter the system through the Sysin port in the form
of errors. According to the principles of reliability system
engineering, errors are caused by faults and can result in
failures.

So, the error enters the Controller through the port of
Cin. If the Error is recognized in the Controller, it will be
handled by the controller itself. But, if it is unrecognized,
it leads to changing from normal state to failure. So, the Error
propagates through the failure controller to the output port
which is Cout .
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FIGURE 10. Traceability of IoT safety constraints.

The error then travels through the connection line and
reaches the actuator. It enters the actuator through the Ain
port. If the actuator recognizes the error, it will handle it
accordingly. However, if the error goes undetected, it can
cause the actuator to transition from a normal to a failure state.
The error then passes through the actuator and reaches the
Aout port. Finally, the error continues on to the Sysout port,
causing the entire IoT system to transition into a failure state.
This occurs because the error propagates from the individual
component level to the overall system level.

According to safety engineering principles, failures may or
may not pose a potential hazard. Stakeholders must identify
any potential hazards during the early design phase by incor-
porating hazardous events into the state of the components.
Additionally, stakeholders must identify safety constraints
that can help mitigate these hazards at the system level. For
instance, if an error occurs due to an out-of-range value, the
system can be designed to force the values to stay within
range, or ignore any out-of-range values altogether. In this
way, the system only deals with normal values. When a
normal value enters the system through the Sysin port, the
system recovers from failure and returns to its normal state.
This ensures that the system can operate safely and without
any hazards.

The normal value is then transmitted to the Sin port of the
Sensor via the connection line. The Sensor reads and calcu-
lates the normal value, sending it to the output port Sout . The
calculated value is then received by the Controller through the
Cin port, allowing both the Controller andActuator to recover.

Tracing errors based on the component level allow us
to identify the faults which have been introduced in the
requirements of the safety-critical IoT systems. So, the faults
and hazards have been mitigated based on system level by
identifying safety constraints. The end of the red line trace
shows that the IoT system state is safe from the identified
hazards or their level has been sufficiently reduced as to be
acceptable.

VI. METHOD EVALUATION
In this section, we will evaluate the top-down architectural
safety analysis technique that is used for developing life-
critical IoT systems. This method enables stakeholders to
reduce the impact of errors by developing safety requirements
during the development of an IoT architecture model.

We focus on identifying safety requirements for hazards in
our method. To do this, we injected the error ontology into
an IoT architecture model of a pacemaker. This allowed us to
identify unsafe actions through error behavior analysis and
to determine the causes of those actions through error state
analysis.

So, we evaluate our technique based on the following
claims:
Claim 1: The lack of safety analysis methods that address

the criticality of ‘‘Things’’ in cross-domain areas such as IoT
and life-critical systems is a serious problem. This claim is
supported by the fact that IoT medical devices have caused
harm, and in some cases, this harm was caused by the IoT
functionality itself, as demonstrated in SectionIV-A.
Claim 2: Our method and its complements offer improved

validation of existing hazard analysis approaches, such
as [21], [22], [23], and [25], by providing multiple layers
of evaluation. By identifying requirements, designing and
developing safety architecture, and applying state and behav-
ioral analyses for errors early in the design phase, we offer a
comprehensive approach that goes beyond traditional hazard
analysis. This can be demonstrated by our safety analysis of
a pacemaker architecture in sections IV-C and IV-D.
Claim 3: One benefit of our proposed safety analysis

method for IoT systems is that it can be carried out before
the implementation stage, allowing for early detection and
mitigation of potential hazards. This is in contrast to many
existing methods that delay safety evaluation until the system
is partially implemented. As evidence, we demonstrate in
Section IV-B how our approach was applied to analyze the
safety of a pacemaker architecture prior to implementation.
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Our method addresses all three claims and reduces the
requirement for expert domain knowledge by utilizing exist-
ing safety analysis tools from other fields. We leverage the
error ontologies and state analysis tools from the AADL com-
munity to identify safety requirements, design safety archi-
tecture, and analyze errors at an early stage. This approach
eliminates the need to delay safety evaluation until the system
is partially actualized, as many methods require. Addition-
ally, AADL is an open-source tool that is freely available and
supported by an active and growing community.

VII. DISCUSSION
In this section, we review the capabilities of our proposed
safety analysis method:

• Our method aids in the elimination of risky situations
by allowing for complex analysis of inter-connected
systems, either at scale or of individual components.

• Our method can detect possible internal faults in main
components of the feedback-control loop system design,
reducing the risk of residual hazards in IoT systems
which use that pattern.

• Based on a two-way communication format(i.e propa-
gating an error from a component to another such as
from controller to actuator) between components and
back-tracing for the error, our method will display the
effects of unsafe interactions on the entire system.

• Our approach aids IoT organizations and businesses in
reducing their reliance on human experts in recognizing
hazardous circumstances for their IoT system through
the use of Error Ontologies.

• For current IoT systems, our method may help to
uncover previously unknown safety hazards.

A. CHALLENGES IN METHOD VALIDATION
The challenges presented in this section are primarily related
to ensuring the effectiveness and applicability of the proposed
method for identifying errors, hazards, and safety constraints
in IoT devices, particularly those used in medical settings.

• One of the significant challenges is determining whether
the proposed approach is limited to medical IoT devices
or can be applied to other types of IoT devices based
on their level of safety criticality. To address this, stake-
holders must evaluate the safety-criticality of the IoT
devices and determine the appropriate level of traceabil-
ity required for identifying errors and hazards.

• Another challenge is ensuring that the proposed method
considers all aspects of the IoT system, including indi-
vidual components and their interconnections. The pro-
posed architecture aims to address this challenge by
tracing errors from the individual component level to
the overall IoT system level, which helps stakeholders
to identify potential hazards and safety constraints.

• Ensuring traceability and validation of the proposed
method is another challenge. Traceability is essential for
establishing valid requirements, and stakeholders must

ensure that the architecture effectively traces errors and
identifies potential hazards and safety constraints. Vali-
dation involves demonstrating that the proposed method
is effective in identifying errors and hazards and reduc-
ing their potential impact on the IoT system’s safety.

B. CHALLENGES IN METHOD EVALUATION
The challenges in the evaluation of the top-down architectural
safety analysis technique for developing life-critical IoT sys-
tems may include:

• Complexity of IoT systems: IoT systems are highly com-
plex and often involve numerous interconnected devices,
sensors, and networks. The complexity of these systems
can make it challenging to identify potential hazards and
safety requirements, as well as design and implement
safety architecture.

• Lack of standards: There is currently a lack of stan-
dardization in IoT safety analysis methods and tools,
making it difficult for stakeholders to adopt consistent
and effective approaches to safety analysis.

• Dynamic nature of IoT systems: IoT systems are highly
dynamic and can change rapidly over time,making it dif-
ficult to ensure that safety requirements and architecture
remain effective throughout the system’s life cycle.

• Difficulty in predicting all possible scenarios: Despite
the use of error ontologies and state analysis tools, it may
still be challenging to predict all potential error scenarios
that could lead to safety hazards in an IoT system.

VIII. CONCLUSION AND FUTURE WORK
Our proposed hazard analysis method, based on early design
knowledge, allows for the discovery of additional hazards and
identification of safety constraints to mitigate those hazards.
This guidance helps stakeholders understand how IoT com-
ponents can produce errors, how errors can be propagated
among components, and how users of the systems may be
harmed.

Our research found that tracing errors lead to the discovery
of additional hazards in medical IoT device architectures.
Errors in IoT systems may or may not result in a hazard,
it depends on the cause and system under consideration. Our
method’s core idea is that an error analysis of the IoT domain
yields a list of potential hazards that other IoT systems should
consider.

Finally, the IoT experts and safety engineers can use this
approach to efficiently and effectively identify hazards in
device interactions and ensure critical IoT systems have
appropriate measures against known and emerging hazards.

To further validate our method, the proposed approach
will undergo implementation and comparative analysis with
existing methods. Subsequently, it will be thoroughly tested
on widely used systems to showcase the advantages and
effectiveness of the suggested safety analysis approach.

To extend of our method, we have a plan to analyze the
impact of battery usage and deterioration on IoT device
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TABLE 3. List of abbreviations.

performance and error identification in a safety-critical sys-
tem. This could include studying how battery capacity and
condition affect sensor readings and communication relia-
bility, as well as identifying potential issues such as false
positives and false negatives that may arise due to battery-
related problems.

APPENDIX
In this section, the authors have provided a comprehensive
list of symbols utilized in the validation section V.
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