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ABSTRACT miRNA expression profiles are heterogeneously expressed among cancer types, with miRNAs
serving as highly tissue specific tumor suppressors and oncogenes. Machine learning methodologies have
been used to develop high performance pan-cancer classification models and identify potentially novel
miRNA biomarkers for clinical investigation. However, it is important to understand how such data science
techniques correlate to established biological processes to advance integration into clinical environments.
This research aims to assess how the top miRNA features selected by machine learning models relate
to clinically and biologically verified miRNA biomarkers. We developed Support Vector Machine and
Random Forest machine learning models for cancer classification, iteratively adding cancer classes to the
multiclass models. The relationship between the selected top features (miRNAs) and clinically verified
miRNA biomarkers was assessed through percent relevance, i.e., the number of verified miRNAs vs the
number of selected features. We found that as the number of cancer classes increased, the performance
metrics decreased, yet the percentage relevance of the miRNA feature selection signature slightly increased
before stabilizing. Additionally, after conducting principal component analysis, the non-cancer tissues from
all samples had very similar expression visualizations, while all cancerous tissues had unique profiles. The
results indicated that models with a greater number of cancer classes shift towards focusing on cancer-diverse
miRNAs of greater relevance with characterized functionality. This work suggests that miRNAs may be
highly unique to specific cancerous tissues and can be strong biomarkers for detection and classification, but
current verified biomarkers fall toward more cancer-wide miRNAs when detecting cancer.

INDEX TERMS Cancer classification, cancer detection, miRNA expression, principal component analysis
(PCA), random forest, support vector machine.

I. INTRODUCTION
MicroRNAs, or miRNAs, are a class of small non-coding
RNAs that play an important role in regulating gene expres-
sion [1]. miRNAs achieve gene regulation by targeting spe-
cific messenger RNAs and marking them for degradation or
translational repression [1]. Previous studies have shown that
miRNAs play an important role in the development of numer-
ous human pathologies. Ha reviewed the role of miRNAs in
cardiovascular disease, stating that miRNAs are important for
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regulating cardiomyocyte self-renewal and differentiation,
as well as for normal cardiac structural integrity [2]. Chen
et al. associated miRNAs with nervous system functions,
highlighting that a deficiency of miR-133b can be observed
in the midbrain of Parkinson’s patients [3]. They further
found that various high-profile diseases, such as diabetes,
Alzheimer’s disease, cardiac hypertrophy, acquired immune
deficiency, and numerous cancers are closely associated with
miRNA functionality [3].

Cancer, in particular, is one of the most devastating
diseases in the United States, accounting for more than
$209.9 billion in total care costs in 2005 and surpassing
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heart disease as the leading killer of Americans under the
age of 85 [4]. The promising association of miRNAs with
cancer development has fueled significant research interest in
understanding any potentially causal links. Numerous studies
have documented the role of miRNAs in controlling biolog-
ical functions such as cellular proliferation, differentiation,
and apoptosis [3], which form the basis of cancer develop-
ment. Moreover, Esquela-Kerscher and Slack have shown
that miRNA expression profiling can serve as a more accurate
method of classifying cancer subtypes than protein-coding
gene expression profiling [5]. Notably, such classification
is enabled by the heterogenous miRNA expression patterns
among cancer types, with miRNAs serving as highly tissue
specific tumor suppressors and oncogenes [6]. This has led
to an effort to categorize and understand the miRNAs within
cancer expression profiles that most significantly contribute
to cancer development. Fu et al. summarized breast cancer
miRNA biomarkers and the functional pathways that had
been identified [7]. Various other studies have similarly sum-
marized potential miRNA biomarkers for cancers such as
lung, kidney, liver, and colon among others [8], [9], [10],
[11]. Unsurprisingly, this has spurred interest in investigat-
ing miRNA expression profiling data as a potentially less
invasive diagnostic tool for early detection. With the devel-
opment of large publicly available miRNA datasets such as
the NCI Genomic Data Commons (GDC) Data Portal [12]
and the NCBI Gene Expression Omnibus [13], the challenge
of miRNA diagnostics has been approached from a data
analytics standpoint.

Recently, numerous machine learning approaches have
been developed for classifying various cancers based on
miRNA expression profiles. Kalecky et al. used the Cancer
Genome Atlas dataset to distinguish between basal-like 1 and
basal-like 2 triple negative breast cancers [14]. Yang et al.
created a 16-miRNA signature based diagnostic model for
lung adenocarcinoma [15]. Various studies have also devel-
oped successful classifiers for esophageal squamous cell car-
cinoma, stage-2 colon cancer, and kidney cancer subtypes
among others [16], [17], [18]. Besides specific single-cancer
studies, the emergence of large miRNA databases such as
the Cancer Genome Atlas have enabled studies to investi-
gate the feasibility of multiclass cancer classification. Telo-
nis et al. utilized binarized isomiR profiles to distinguish
between 32 TCGA cancers with an average sensitivity of
90% [19]. Lopez-Rincon et al. utilized a 100-miRNA sig-
nature to classify a dataset of 8023 samples of 28 differ-
ent types of cancer [20]. They aimed to identify reliable
miRNA signatures that can be used for clinically relevant
prediction tasks. Other studies attempted to classify smaller
subsets of cancers, ranging from 21 TCGA cancers utilizing
a support vector machine in one study [21], to 20 differ-
ent tumor anatomical sites using a deep neural network in
another [22]. These previous studies demonstrate the feasi-
bility of miRNAs to be used as biomarkers for cancer clas-
sification, as well as the importance of further exploring the

role of miRNA signatures in improving clinical classification
applications.

This research aims to understand potential factors involved
in creating a multiclass cancer classifier based on miRNA
expression data. To better understand the implications of
creating a multiclass miRNA cancer diagnostic tool, we uti-
lized Support Vector Machine (SVM) and Random Forest
models to distinguish between an increasingly large subset
of cancerous tissues. For each iteration of our methodology,
we added another cancerous tissue class to the models, utiliz-
ing a single class for all non-cancer tissues. The 20-feature
miRNA signature was established using feature extraction
techniques, and the accuracy, precision and recall frommodel
cross validation is reported for each iteration. The purpose of
this study is threefold; to understand the change in success
metrics as more cancer types are introduced to the subset,
to understand how the 20-miRNA signature changes as more
cancer types are introduced to the subset, and to understand
the characteristics of the full dataset via principal component
analysis. Unlike previous studies which have only focused
on miRNA feature signatures for a final multiclass dataset,
this study tracks changes in clinical and biological relevance
after each addition of a cancerous tissue type. This provides
insights into potential relationships between the overall clin-
ical relevance of the feature extraction signature and the suc-
cess metrics of the models. Additionally, this study analyzes
the feasibility of using amulti-tissuemiRNA cancer signature
as a generalizable signature for single class cancer detection
in a number of prominent cancers.

II. MATERIALS AND METHODS
Our methodology utilized an iterative process that applied
several key techniques to a continually increasing dataset of
miRNA expression quantification data. The techniques that
were used are described in the subsections below and the
procedure used is described in the final subsection.

A. DATASET
The data that we used for this project was obtained from the
GDC data portal [12]. We selected all miRNA expression
quantification data from TCGA projects that had at least
100 samples to ensure that sufficient data is available to
model each class. The data was separated into classes based
on the primary sample site. Overall, 20 data classes were
used from the GDC data portal, including samples origi-
nating from the breast, kidney, corpus uteri, thyroid gland,
bronchus and lung, prostate gland, brain, ovary, stomach,
colon, skin, bladder, liver and intrahepatic bile ducts, cervix
uteri, soft tissue, retroperitoneal and peritoneum, esoph-
agus, adrenal gland, pancreas, and testis. Table 1 shows
the number of cancerous and non-cancerous samples for
each primary sample site. Each data sample originally had
four features associated with each of 1881 miRNAs. These
features were miRNA_ID, read_count, reads_per_million_
miRNA_mapped, and cross-mapped. We removed all
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TABLE 1. Distribution of samples across classes.

features except the reads_per_million_miRNA_mapped and
miRNA_ID so that the models could use the concentration of
miRNA for each miRNA to create the classification model.
Finally, the data was encoded so that 0 signified the joint
non-cancer class and integers starting at 1 signified the
respective cancer class for each primary sample site.

B. FEATURE SELECTION
Feature selection was performed to identify the miRNAs that
were the most influential in separating the classes. This is
important because it allows us to compare how the most

relevant miRNAs change as more primary sample sites are
added to the classification model. The feature selection
method that we used was based onmutual information, which
measures the dependency between two random variables. The
mutual information for two continuous random variables is
described by (1), where the marginal density of X is described
by (2) and the marginal density of Y is described by (3) [23].
In order to perform feature selection, the mutual information
between the class labels and data points was maximized
using a subset of the total features. The 20 best features
were selected and used for comparison with biologically and
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clinically relevant miRNAs as described in subsection G of
materials and methods.

I (X ,Y ) =

∫∫
dxdyµ (x, y) log

µ(x, y)
µx(x)µy(y)

(1)

µx (x) =

∫
dyµ(x, y) (2)

µy (y) =

∫
dxµ(x, y) (3)

C. DATA PREPROCESSING
Data preprocessing was performed before proceeding to fea-
ture selection or model training. First, a transformation spec-
ified by (4) was applied to each data point. Next, the data
was standardized to a mean of zero and a unit variance, and
the parameters used to standardize the data were obtained
from the training data and applied to both the training and
test datasets.

log2(x + 1) (4)

D. CLASSIFICATION MODELS
A SVM model and a random forest model were used for
this purpose. These models are classical supervised machine
learning approaches that have been successfully used to clas-
sify miRNA expression profiles in a number of studies [19],
[21]. A SVM seeks to separate two or more classes using
hyperplanes to create decision boundaries that maximize the
width of the gap between the classes. The SVM that we used
was configured using a linear kernel since we did not find
any significant improvement with other kernels. A Random
Forest model uses the aggregate decision of several deci-
sion trees to determine the classification of the datapoint.
We decided to use 200 decision trees for each Random Forest
model based on our experimentation that showed a high level
of performance using 200 trees.

E. K-FOLD CROSS VALIDATION
AK-fold cross validation procedurewas used to evaluate each
model for each iteration of the study. We utilized 5-fold cross
validation, in which the data is shuffled, and 5 subsets are
created. Then, 80% (4 subsets) of the data samples are used
for training and the remaining 20% (1 subset) for testing, and
this process is repeated five times by changing the subsets
that are used for testing and training. This ensures that all
samples are tested at least once, and it mitigates any incon-
sistencies that may occur in a classical 80-20 train test split
due to imbalances in our relatively small dataset [24]. Cross
validation was also used in accordance with steps outlined
in the Data Analysis Protocol which is part of the US-FDA
MAQC-II initiative that aims to establish best practices for
reproducibility across different technologies and laboratories
and evaluate the utility of these technologies in clinical and
safety assessments [25]. The accuracy (5), precision (6), and
recall (7) performance metrics are reported based on the
cross validation results using the following measures: true
positive (TP), false positive (FP), true negative (TN) and

false negative (FN).

(TP+ TN )/(TP+ TN + FP+ FN ) (5)

(TP)/(TP+ FN ) (6)

(TP)/(TP+ FP) (7)

F. PRINCIPAL COMPONENT ANALYSIS
Principal component analysis, or PCA, is a type of dimen-
sionality reduction technique that was used to visualize the
miRNA data and has been previously shown to effectively
reduce redundant information in miRNA expression data
[26]. The miRNA expression profiles in our dataset have
1881 different features, therefore visualization utilizing all
features would be infeasible. Thus, PCA attempts to embed
the features distributed in the higher dimensional space into
a lower dimensional space that can be visualized. In our
case, we conducted and graphed a two dimensional and three
dimensional PCA analysis, allowing us to visualize the space
occupied by each class in two and three dimensions.

G. RETRIEVAL OF CLINICALLY RELEVANT MIRNAS
A literature review was performed to create a list of identified
miRNA biomarkers for cancer. First, a review was conducted
using the PubMed database to find miRNA biomarkers that
have robustly studied biological roles and well-established
associations with cancer. The resulting miRNA biomarkers
were organized into a table for further analysis with our
miRNA feature selection signatures to establish the percent-
age relevance. For the purposes of our study, we define
clinical (or biological) percentage relevance as the fraction of
miRNAs identified in the 20-miRNA feature selection signa-
tures that are present in the list of clinically (or biologically)
verified biomarkers from literature.We performed another lit-
erature review using PubMed to create a comprehensive list of
all biomarkers identified through established biological, non-
data science, methodologies such as northern blotting, qRT-
PCR, digital PCR (dPCR), microarrays, and next generation
sequencing (NGS) techniques [27]. This list was then used to
establish the percentage relevance for each dataset’s feature
extraction in our iterative methodology.

H. PROCEDURE
In this study, we iteratively added classes to a classifica-
tion model. We started by only adding two classes, non-
cancer and breast cancer. The data was then preprocessed
according to the preprocessing outlined in subsection C of
materials and methods. The mutual information of top-20
feature selection was executed on the dataset and the rele-
vant miRNAs were recorded. An SVM and Random Forest
with the parameters outlined in subsection D of materials
and methods were trained separately using the 5-fold cross
validation procedure. The accuracy, precision, and recall of
each model were recorded. The top-20 features were also
compared with miRNA biomarkers identified in the relevant
literature and the percentage relevance described in subsec-
tion G of materials and methods was calculated. This process
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TABLE 2. Best-characterized cancer-associated microRNAs [28], and [29].

was repeated for a total of twenty times with each iteration
adding one more dataset with samples being derived from
a different primary sample site. The non-cancerous samples
were all grouped into one class while the cancerous sam-
ples from different primary sample sites were grouped into
separate classes. The iterations were completed by adding
first breast followed by kidney, corpus uteri, thyroid gland,
bronchus and lung, prostate gland, brain, ovary, stomach,
colon, skin, bladder, liver and intrahepatic bile ducts, cervix
uteri, soft tissue, retroperitoneal and peritoneum, esophagus,
adrenal gland, pancreas, and finally testis. After the twenty
iterations were completed, a 2D and 3D PCA was visualized
on the last iteration dataset. Finally, using all the available
data, all cancerous samples were grouped into one class and
all noncancerous samples were grouped into another. The
mutual information top-20 feature selection was calculated
again on this dataset and the features were used to train
two binary classifiers using only the breast cancer data and
thyroid cancer data.

III. RESULTS
The following subsections report the results of the experi-
ments outlined in the methods section. The results show the
outcomes of all twenty iterations as well as two additional

experiments that were conducted on the twentieth iteration
dataset.

A. RETRIEVAL OF CLINICALLY RELEVANT MIRNAS
Table 2 shows the best characterized (clinical) cancer-
associated miRNAs along with their functionality and biolog-
ical role identified through literature. ThemiRNAbiomarkers
are based on two review studies that identified well charac-
terized miRNAs with extensively documented associations
to cancer development [28], [29]. To further confirm the
robustness of each miRNA biomarker, we determined the
biological role of the miRNA biomarkers identified through
the review articles, with the associated study shown in the
table. The biological functionality studies affirmed that the
well characterized miRNA biomarkers had associations with
general, non-tissue specific cancer development processes.
Fig. 1 shows the biologically derived miRNA biomarkers
identified through literature. These miRNA biomarkers are
based on four review studies that comprehensively identified
all miRNAs that have been identified as cancer biomarkers in
previous research [27], [30], [31], [32]. All biomarkers were
identified through biological-based methodologies such as
the analysis techniques outlined in subsection G of materials
and methods.
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FIGURE 1. Experimentally identified miRNA Biomarkers [30], [31], [32], and [27].

FIGURE 2. Accuracy vs number of cancer classes.

B. CLASSIFICATION MODEL SUCCESS METRICS
Fig. 2-4 show the accuracy, precision, and recall as a func-
tion of the number of classes included in the classification
model. The figures show that overall, across all metrics, as the

number of classes increases, the metrics decrease. While
this trend is generally true, there are exceptions at certain
iterations. Furthermore, the results show that the models in
all iterations were able to classify the data to a high degree
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FIGURE 3. Precision vs number of cancer classes.

FIGURE 4. Recall vs number of cancer classes.

of success. The random forest model at the final iteration
achieved a 0.9367, 0.9249, and 0.9002 accuracy, precision,
and recall respectively. The SVM model at the final iteration
achieved a 0.9527, 0.9366, and 0.9348 accuracy, precision,
and recall respectively. Finally, the SVM performed better
than the random forest model on most iterations across all
three metrics. From now on, we will focus on using SVM as
a classification tool for our investigation unless it is clearly
stated otherwise.

C. FEATURE SELECTION VS RELEVANT MIRNAS
Table 3 shows the top-20 features identified for each iteration
through feature selection. The features were also compared

to the miRNAs identified in the relevant literature to com-
pute the percentage relevance of the features identified as
described in subsection G of materials and methods. Fig. 5
shows the relevance as a function of the number of classes
included in the classification model. The results show that
both biological and clinical relevance increased from the first
iteration to the last iteration, starting at 50% biologically
relevant and 25% clinically relevant, and ending at 65%
and 35% respectively. Relevance (biological and clinical)
is defined in subsection G of materials and methods and
subsection A of results, with biological relevance utilizing
the miRNAs identified in Fig. 1 and clinical relevance uti-
lizing the miRNAs identified in Table 2. Although Fig. 5
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TABLE 3. Feature selection across different cancers sets.
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TABLE 3. (Continued.) Feature selection across different cancers sets.
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TABLE 3. (Continued.) Feature selection across different cancers sets.
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TABLE 3. (Continued.) Feature selection across different cancers sets.

does show a slight upward trend in the percentage rele-
vance, the increase eventually stabilizes as the number of
classes increases for both biological and clinical percentage
relevance.

D. PCA ANALYSIS AND VISUALIZATION
Fig. 6 shows the results of a 2D PCA on the dataset containing
20 cancer classes (i.e., full dataset) and Fig. 7a-7c show the
results of a 3D PCA on the dataset from different viewing
angles. The PCAs show the relative space occupied by each
class after reducing the dimensionality of the feature space
to 2 and 3, respectively. The PCA graphs show that the space
occupied by the primary sample sites varied. Each sample site
had a specific pattern ofmiRNA expression that led to distinct
areas within the PCA. Furthermore, all the non-cancerous
samples, regardless of the primary sample site, occupied a
distinct area near the origin of the PCA visualizations. This
is more clearly seen on the 3D PCA visualizations where all
the non-cancerous samples create a spine-like area near the
origin. The cancerous samples branch out from this area in
distinct ways.

E. TOP 20 FEATURE SELECTION ON THE FULL DATASET
FOR BINARY CLASSIFICATION
Table 4 and Fig. 8 show the results of the top 20 selected
features executed on the full dataset as a binary classification
problem, in which all cancer samples from different cancer
classes were grouped into one and all non-cancer samples are
grouped into the other. The 20 miRNAs identified through
the feature selection are shown in Fig. 8. The performance
metrics of the binary classification test using only the 20miR-
NAs identified are shown in Table 4 for two cancer types. The
results show that the binary breast cancer classificationmodel
achieved an accuracy, precision, and recall of 0.9892, 0.9645,
and 0.9585 respectively with the SVM model. Addition-
ally, the binary thyroid cancer classification model achieved
an accuracy, precision, and recall of 0.9669, 0.9152, and
0.9164 respectively for the SVM model.

IV. DISCUSSIONS
This study focused on exploring characteristics of creating a
multi-cancer diagnostic model using miRNA expression pro-
files. Previousmachine learning approaches tomiRNA-based
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FIGURE 5. Relevance vs number of cancer classes.

FIGURE 6. 2-Dimensional PCA of the full dataset.

TABLE 4. Binary classification results based on Top-20 features of the full dataset.

cancer classification have identified numerous miRNAs
through feature extraction techniques as potential targets for
biological research [20]. ThesemiRNAs ranked highly during

feature extraction processes, identifying them as candidates
for potential biomarkers. However, many of them do not have
any noteworthy biological role or significance, making them
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FIGURE 7. a 3-Dimensional PCA of the full dataset. b Another view of the 3-Dimensional PCA of the Full Dataset. c Yet
Another view of the 3-Dimensional PCA of the Full Dataset.
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FIGURE 8. Top-20 features of the full dataset.

improbable for use in any approved clinical applications.
miRNAs have significant promise for future diagnostic tests
because they can be detected directly from biological fluids,
such as blood, urine, saliva, and pleural fluid, as well as
the availability of high-quality measurement techniques for
miRNAs [27]. This makes understanding and characterizing
the biological basis behind potential miRNA classification
tools crucial for integration into clinical environments.

In this research, we attempt to iteratively classify cancer
types and link leading miRNAs identified with a data science
approach to those with clinical and biological means. Firstly,
the results show a clear decrease in accuracy, precision, and
recall as more classes are added to the machine learning
model. This is an expected trend when increasing the number
of classes in a multiclass classifier, as more cancer classes
will introduce more complex miRNA expression patterns to
model. Thus, the graphs illustrate a steady decline in per-
formance as the number of classes are increased. Notably,
the SVM did perform better than the random forest overall,
ending at an accuracy of around 95%while the random forest
had an accuracy of around 94% by the 20-cancer-class model.
However, the differences between the SVM and random
forest are marginal for our purposes, and importantly both
models follow the same trend in performance as the number
of classes increase. Regarding clinically relevant miRNAs,
the percentage of relevance increased from the first iteration
to the last iteration for both clinical and biological relevance
among both the SVM and random forest. This means that
the decrease in model success associated with the increase in
classes does not parallel the trend in relevance. Thus, no cor-
relation can be established between a decrease in success and
a decrease in relevance. However, the increase in relevance
may be due to the increased generalizability of the 20-miRNA
feature extraction signature as the model adapts to classify
more cancer classes.

The list of biologically relevant miRNAs is a comprehen-
sive record from robust studies that identify common miRNA
biomarkers in multiple studies. The studies attempted to com-
prehensively identify potential miRNA biomarkers experi-
mentally recognized through established biological analysis
procedures; however, many are not clinically relevant, and
associations may not be well established to cancer. On the
other hand, the list of clinically relevant miRNAs represents
only well characterized cancer associated miRNAs, many
of which are involved in clinical applications and therapies.

These miRNAs have well studied roles and relationships
between the miRNA and function/role in cancer across mul-
tiple studies. Additionally, the miRNAs in the clinically rel-
evant table serve a diverse range of cancerous tissues and
represent general biological roles important for cancer for-
mation such as cell metabolism, proliferation, differentiation,
and apoptosis. Thus, the trend of greater percentage rele-
vance as more cancer classes are added may be attributed
to an increase in model focus on such broad-scope clinically
relevant miRNAs. Initially, when the model only needed to
classify a single tissue, it would focus on specific patterns
relevant to only that cancer type. However, a larger set of
cancers rendered such single tissue specific miRNAs less
important, focusing more on miRNAs variably expressed by
all cancer classes, such as those identified in the clinical and
biological relevance table. We found in this study that the
maximum relevance occurred at 65% for biological relevance
and 35% for clinical relevance. The results show that models
use significantly more than just biologically identified miR-
NAs, illustrating that more research is needed on biomarker
miRNAs identified through data science techniques without
established biological research.

To investigate if the feature extraction signature was
becoming more generalizable as the number of classes
increased, we used the 20-miRNA feature extraction signa-
ture from the full-dataset binary model to create a binary clas-
sifier for breast and thyroid cancer. The models performed
with a rough accuracy of around 96% and 99% across both
models for thyroid and breast cancer respectively, showing
the feasibility of using this multi-cancer signature as a general
cancer signature for a single cancer type. The 20-miRNA
feature extraction signature was established using 20 dif-
ferent classes of cancer combined as a single cancer and a
single non-cancer class. This allowed the model to focus on
miRNAs that had similar expressions among all cancerous
tissues and among all non-cancerous tissues but differed
when comparing any one cancerous tissue to a non-cancerous
tissue. Thus, the success of using this general cancer miRNA
signature to classify a specific tissue type as cancerous or
non-cancerous shows that there are similarities in the change
in miRNA expression that occurs when any tissue becomes
cancerous.

Finally, our PCA graph of the 20 cancer classes showed the
distinct separability of each type from one another. Notably,
all non-cancerous data was similarly clustered closer to the
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origin of the PCA graphs, illustrating that all non-cancerous
tissues regardless of origin may have similar expressions
of important miRNA features. The specific areas occupied
by each primary sample site show that each tissue-specific
cancer type changes its miRNA expression profile in distinct
ways. This may indicate that cancers from different tissues
impact cells in different ways, but cancer among a specific
tissue type follows a pattern. The differentiated space shown
in the PCA visualizations also highlight the differentiability
of the classes that allowed for the high degree of classification
success shown across all iterations.

Although our study demonstrated trends in miRNA rele-
vance and accuracy through an iterative approach of increas-
ing cancer classes, our data was based on the TCGA dataset
from the GDC data portal. The data was notably unbalanced,
with some classes having no non-cancerous tissue expression
data points. Additionally, many tissue classes had relatively
few data points as the iterations increased compared to the ini-
tial classes, as shown in Table 1. Additionally, when conduct-
ing the literature review to identify miRNA biomarkers for
our relevance comparison, the methods used to analyze and
identify biomarkers differed between studies. Studies have
shown that the choice in analysis technique can influence
expression measurements to the point where a lack of corre-
spondence between platforms have been caused when using
the same sample source [27]. Thus, the identified biomarkers
may have a degree of variability, causing us to potentially
omit identified biomarkers due to different quantification
standards used in different studies.

V. CONCLUSION
This study explored the relationship between the relevant
miRNAs identified through feature selection and the per-
formance metrics of the classification models across twenty
iterations. Each iteration added another primary sample site
to the multi-class models, increasing the number of cancer
types involved. The results showed that despite a decrease in
performance metrics across the iterations, the twenty cancer
types can be classified to a high degree of success. Further-
more, the relevance increased from the first iteration to the
last iteration for both biological and clinical relevance. This
shows that as more cancer classes are involved, the model
generalized towards cancer as a whole. The PCA also showed
that each class occupied a distinct spatial region. Further
research is needed to explore the significance of the miRNAs
that were not considered biologically and clinically relevant
but were still identified in the feature selection. The relation-
ship between model generalizability, expression differences
between cancer types, and model performance can be further
investigated using different datasets without the limitations
discussed.
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