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ABSTRACT Aspect-context sentiment classification aims to classify the sentiments about an aspect that
corresponds to its context. Typically, machine learning models considers the aspect and context separately.
They do not execute the aspect and context in parallel. To model the contexts and aspects separately,
most of the methods with attention mechanisms typically employ the Long Short Term Memory network
approach. Attention mechanisms, on the other hand, take this into account and compute the parallel
sequencing of the aspects-context. The interactive attention mechanism extracts features of a specific
aspect regarding its context in the sequence, which means aspects are considered when generating context
sequence representations. However, when determining the relationship between words in a sentence, the
interactive attentionmechanism does not consider semantic dependency information.Moreover, the attention
mechanisms did not capture the polysemous words. Normally conventional embedding models, such as
GloVe word vectors, have been used. In this study, transformers are embedded into the attention mechanism
approaches to overcome the semantic relationship problem. For this reason, the BERT pre-train language
model is used to capture the relationship among the words in a sentence. The interactive attention mechanism
is then applied to the model’s distribution of that word. The final sequence-to-sequence representation in
terms of context and aspect is used into general machine learning classifiers for aspect-level sentiment
classification. The proposed model was evaluated on the two datasets, i.e., Restaurant and Laptop review.
The proposed approach has state-of-the-art results with all attention mechanisms and attained significantly
better performance than the existing ones.

INDEX TERMS Aspect-context level sentiment classification, transformer based interactive attention
mechanism, BERT, BERT interactive attention representation, aspect-context feature extracted data, machine
learning classifiers.

I. INTRODUCTION
Opinions and reviews by gazillion of people are expressed on
products, offers, services, etc., [1] via online platforms such
as social networks, blogs, wikis, and discussion chatbots.
With the arising of social networks, specifically social media,
public reviews are constantly generated about something (like
a particular political situation, a public person, a product,
or a movie). These reviews are generated worldwide and
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are easily accessible via the web. The public follows the
opinions on social media, blogs, tweets, YouTube, and many
companies evaluate product reviews, preferences, or client
satisfaction via these sources. So naturally, the extraction of
these types of information, i.e., expressed opinions, has to
be significant for marketing, businesses, professionals, and
researchers [2], [3].

Society has long been involved in public opinion. Sen-
timent Analysis (SA) [4], [5], also called Opinion Mining,
is a great challenge [6], [7], [8] and it is the most active
area for Research in Natural Language Processing (NLP) and
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Deep Learning (DL)/Machine Learning (ML) [9]. It collects
personal information from text such as evaluations, senti-
ments, appraisals, opinions, semantics relationships, and atti-
tudes [2], [10]. Classifying text into negative, positive, and,
sometimes, neutral is a major interest for research purposes.
However, sometimes we do multi-classification according to
the given scenarios, and such classification tasks are known as
polarity classification problems. This research focuses on the
sentiment polarity discovery related to its aspects and context
by getting the contextualized embedding.

The aspect-level sentiment classification targets the
reviewer’s sentiment learning of a product or a service
based on a said review phrase. It’s more comprehensive
subtask of the sentiment analysis [9]. Precisely, aspect-level
sentiment classification is supplementary fine-grained than
document-level sentiment classification [4], [5]. In many
real-world applications, it is more valuable because of its
aspect-based sentiment polarity, specifically focused on a
specific aspect. Usually, an opinion contains many aspects
with relevant sentiments present in complex contexts [11].
40% of the prediction errors in sentiment’s polarity are given
by Jiang et al. [12], and these are originated when the opinion
targets (aspects) are not reflected in their relevant context.
That is why the main challenge in aspect-level sentiment
classification is how to get specific aspect-level sentiment
polarity concerning its context when there is a mixture of
multiple aspects and context-level sentiments.

Attention-based Long Short Term Memory (LSTM) net-
work has been stated good results, and these methods’ results
depend on the attention mechanismwith the specified aspects
in its context [13], [14], [15], [16]. However, attention-
based LSTM fails to capture a word close to its particular
aspect with relvant context. Such as typical attention-based
LSTM network, i.e., Interactive Attention Network (IAN),
it employs hidden states for aspects and context sepa-
rately [15]. Attention mechanism networks with LSTM are
time-consuming as LSTM takes more time to train a lengthy
text data set. Aspect Context Interactive Attention (ACIA)
network proposed by [11] leverages all word pairs between
context and aspects. This approach enables the network to
better understand final-representations by getting aspects and
context relations in fine-grained word-level sentiment polar-
ity. To state the major research challenge of aspect-level sen-
timent polarity by only the network architecture containing
the attention mechanism is proposed by Vaswani et al. [17]
and Wu et al. [11]; they use the same approach along with
interactive attention mechanisms.

It is applicable when forming the aspect phrases,
i.e., an aspect with multiple words, to get shared class of
multiple aspect reviews phrases. However, with attention
mechanism and typical word embedding, modeling repre-
sentations regarding its aspects-contexts skip the correspon-
dence among words in the similar sentence. The existing
models have not considered the semantic relationship among
the words in a phrase to get the context with its aspects.
It also used the existing word embedding models, which do

not capture polysemous expressions, i.e., the disambiguation
of words with multiple meanings [11], [17], [18]. So these
models also do not solve the problem of polysemy in context.
Therefore, in response to these problems, attention mech-
anisms merged with Bidirectional Encoder Representation
from Transformers (BERT) pre-trained language models to
capture the relationship among the words to improve the abil-
ity to have aspect-level sentiment classification. Moreover,
aspect-context extracted data frame never used in general ML
classifiers for evaluation [19], [20], [21]. The three classifiers,
namely Support Vector Machine (SVM), Naive Bayes (NB)
and Random Forest (RF), were deployed for extended evalu-
ation on extracted aspect-context features [21], [22].

This research proposed a novel pre-trained interactive-
attention-based modeling method for extracting aspect-
context-level information for positive, neutral and negative
sentiment classification purposes. Comprehensively, our
foremost contributions are encapsulated as follows:

• The BERT embedding is utilized here to get the contex-
tualized words and word relationships from sentences.
Then, BERT-MultiACIA can capture the contexts by
considering specific words from a sentence linked with
its relevant aspect. Here, this task is performed parallel
so that training time can be reduced.

• The proposed BERT-based interactive attention mech-
anism can give the final representation for sentiment
classification, which contains core aspect phrases from
the sentences. These aspect phrases were retrieved by
considering the relevant context in the previous feature
extraction step.

• Our model results reveal that BERT-MultiACIA experi-
mentation on the Restaurant data set is slightly improved
and the Laptop data set experiment is also giving com-
petitive results as compared to the state-of-art model.
Moreover, SVM performed significantly better among
ML classifiers on both data sets with aspect-context
feature representations than the RF and NB.

This article proposed an aspects-context level information
extraction using the BERT-ACIA mechanism, which is fur-
ther used for sentiment classification via ML classifiers.
We initiate by defining the relevant background informa-
tion in Section II along with all sub-topics of the proposed
methodology. Section III gives us the overall picture of a few
related, existing models for aspect-context level sentiment
classification. In addition, Section IV is explaining overview
of the whole methods of our study in detail. We show the
results of B-ACIA along with ML classification outcomes
and interpretation of comparison with other state-of-the-art
models in Section V. Finally, we have concluded our study in
Section VI with some limitations and future research ideas.

II. BACKGROUND
A. SENTIMENT ANALYSIS
Sentiment analysis is another term used to look at users’
expressions and analyze their emotional tendency from many
subjective reviews over the Internet [3], [23], [24]. It also
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refers to analyzing public opinions, attitudes, and appraisals
towards any entity or product or any challenging discus-
sion on social network platforms [5], [25]. Emotions aka
sentiments are purely dependent on the individual’s experi-
ence regarding that specific product or event etc. Moreover,
at some point, sentiments can also be defined as some attach-
ment to that thing/event or reflects a memory, which is associ-
ated when we are giving some opinion about that thing [26],
[27], [28]. The same scenario considers when opinions can
be expressed. For example, the following expression could
be judged in many ways.

This advanced laptop is bad!

The obvious meaning from the review is that the user
dislikes the advanced laptop. Moreover, sentiment analysis
also looks into the depth to check its aspect and context
by considering the other parameters such as the time (for
instance, the previous model of the laptop is working well
till this advanced laptop came into the market. or at the
review moment, the user is not in a mood to comment about
this laptop.) at which the review has been expressed, the
surroundings in which he is currently and expressing his
opinions, anything regarding its features or something about
its working. However, as mentioned earlier, the statement
does not express the sentiment analysis according to some
specific context and aspects regarding that advanced laptop,
and it shows only the negative polarity in general [29]. Here
the polaritymeans inwhich context the review has been added
against that laptop. It purely based on the other parameters
such as the word ‘bad’ used in the negative context so this
review has negative polarity aka opinion.

B. ASPECT-CONTEXT LEVEL SENTIMENT ANALYSIS
Despite considering the opinion mining into a single classi-
fication problem, aspect-level sentiment analysis focuses on
getting the reviewers’ statements’ tendency which consists
of a series of tasks, and this mechanism is referred to as
fine-grained presentation of the expression [11], [30], [31].
For instance, figure 1 gives the detail of the given expression
according to its specific terms to catch the aspects and con-
text. Underline colors shows the polarities (opinions) accord-
ing to the context (the other parameters which are affecting
the main theme of the review), such as a blue line for neutral,
a red line for negative and a green line for positive polarity.
Overall, it shows a positive review of the laptop. However,
evaluating its depth by exploring its terms and their relevant
polarities provides the Aspect-Context level sentiment anal-
ysis from the targeted sentence.

C. ATTENTION MECHANISM
Attention mechanism emerged as an enhancement over
NLP’s encoder-decoder-based translations system neural
machine. It is a core part of a neural architecture that allows
focusing related features of the input dataset asynchronously,
and in NLP, it gathers a sequence of textual data elements [32]

traditionally. Interactive attention captures how the consid-
ered word relates to the other words in the said sequence. This
mechanism can work in both cases, i.e., on the raw input or
to its higher level final representation [33].

D. BERT
Bidirectional Encoder Representations from the transformer
(BERT) [34] is a state-of-the-art language representation
model. There are two stages in the framework of BERT
(i.e., pre-training and fine-tuning). As the name implies, the
model is trained on different pre-training tasks in the first
pre-training stage. The data used to train the model was not
labeled. In the second fine-tuning stage, the model initializa-
tion is done with the pre-trained parameters. The fine-tuning
of all the parameters is conducted by utilizing the labeled
data from downstream tasks. Every task has distinct fine-
tuned models, although they were initialized with similar
parameters. The architecture of the BERT language model is
unified in different working problems.

It is a bidirectional transformer encoder that has multiple
layers. The number of transformer blocks (layers) is denoted
by the letter L, the hidden size is represented by H , and
the self-attention head count is denoted by the letter C . The
two models are BERTBASE and BERTLARGE . The BERTBASE
has 12 layers (L), a hidden size (H) of 768, an attention
head (C) size is 12, and the total parameters are 110 million.
The BERTLARGE has 24 layers or transformer blocks; the
hidden size is 1024, 16 self-attention heads, and 340 million
parameters.

III. REVIEW OF LITERATURE
During the last years, neural network-based models have
been used for aspect levels sentiment classification, such as
Recurrent Neural Network (RNN), recursive neural network,
gated neural network, and Convolutional Neural Network
(CNN) [35], [36], [37]. Hybrid neural networks, including
the Bi-Directional LSTM (Bi-LSTM) and CNN, are pro-
posed by [38] for event detection for multiple languages.
A Gated Convolutional network is presented with aspect
embedding to get the Aspect Based Sentiment Analysis
(ABSA). Here, ABSA is divided into two further sub-
tasks. One is Aspect Category Sentiment Analysis (ACSA),
and the other is Aspect Term Sentiment Analysis (ATSA).
This model comprises two approaches: CNN and a gating
mechanism [39].

With the help of attention-based network models, calcu-
lated weights can be assigned to separate words by direct-
ing the importance of the significant parts of the sentence.
So these networks can easily be used to enhance the effi-
ciency of aspect-level sentiment classification [15], [40].
The sentence-level sentiment analysis using word embed-
ding (WEMB) proposed by Hayashi et al. [41] is a machine
learning-based approach to sentiment analysis considering
word importance in a sentence [16]. LSTM and the attention
mechanism concentrated on the words of sentiment polarity
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FIGURE 1. A Laptop review example. Aspect-context based polarities provides deep insight into the
sentiment analysis. We have underlined the words according to their polarity such as Blue underline shows
the neutral polarity, Green color shows positive polarity and Red color shows the negative polarity.

similar to their existing context. However, getting aspect-level
sentiment classification based only on some phrase embed-
ding stitching is inefficient.

Interactive attention mechanisms are proposed by Ma et
al. and Huang et al. [15], [42] used to have the aspect-level
sentiment classification with regards to its context. These
interactive mechanisms using LSTM can generate senti-
ment polarities by generating aspect-based context informa-
tion and context-based aspect representations. Multi-layer
Aspect-Context Interactive Attention (MultiACIA) model
was proposed to classify the sentiments with both aspect-
context [11]. It relies on the interactive attention mechanism
to produce the sequence representations of views in both
context and aspects categories. It showed whether, compared
with LSTM and LSTMwith other attention mechanisms, this
method is more appropriate for the aspect level sentiment
classifications than the LSTMbaselinemethod. But, the order
information of aspects and context sequencing is ignored
here. Without capturing the relationship among the words,
i.e., semantic dependency in a sentence, this context-aspect-
based approach is insufficient to improve the aspect-level
sentiment classification accuracy. The pre-trained language
models can effectively combine with the Interactive attention
mechanisms to improve the accuracy of aspect-level senti-
ment classification.

To transfer the knowledge, He et al. [43] and Chen et al.
[44] used pre-training and capsule networks, respectively.
Other pre-trained language models signified by the BERT
have been shown in the mentioned studies [23], [34], [45].
On many NLP tasks, these models are constantly getting
state-of-the-art results. On aspect-level sentiment classifica-
tion, various models along with the BERT obtained strong
results [14], [23], [46], [47], [48]. The following table 1
provides a comprehensive summary of the related state-of-
the-art models and we have followed the summarize literature
review strategy of the authors of [49].

The relationship extraction model via the BERT [56],
a model to have the word-relation tasks for the sentiment
classification. This study focused on the effectiveness of the
BERT model and interactive attention mechanisms to have

the relationship information among the words in a sentence.
Hence, it is natural to extend the BERT for word relation
tasks. With the help of self-attention transformers in the
BERT architecture, it is easy to perform a words-relation task
for the aspect-level sentiment classification.

IV. METHODOLOGY
This section presents the BERT transformer based Aspect-
Context Interactive Attention (B-ACIA) mechanism to get
users’ opinions towards the aspect-context level. We pro-
posed an architecture based on the combination of BERT
and deep learning approaches (i.e., attention mechanisms).
The features were extracted using deep learning and then
machine learning based classifiers were also used to classify
the sentiments for further comparison. Figure 2 demonstrates
the main steps of the proposed methodology workflow.

A. B-ACIA
We used BERT language model to get the word embedding.
Each word was preprocessed and fed into BERTBASE to get
the real-valued vector

bw ∈ Rdw×|V | (1)

where |V | is the size of vocabulary and dw is the embed-
ding dimension and a matrix of pairs of keys and values
with respective relationships. The classification problems
that includes the aspect level of sentiments, the conventional
approach is to handle particular aspects as queries. The values
and the keys are mapped from the context. The architecture
of ACIA [11] is based on calculating the interactive attention
between contexts and aspects. It works by assigning weights
to words in the context and aspect at the same time. In addi-
tion to this, the contextualized embedding are added and also
the model has an integration structure so there is no need of
two distinct attention mechanisms as it is in IAN (interactive
attention network) [15]. The main architecture B-ACIA is
following the BERT embedding outputs in the first phase
of methodology. So this research proposed the hybrid model
BERT-ACIA or B-ACIA and its extraction used for further
contributions.
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TABLE 1. Overview of transformer models with attention mechanism approaches used for aspect-context sentiment analysis.

BERT used the positional embeddings in its structure,
which considers the words before the verb (verb means the
main word used to express the sentiment/review) or after the
verb. In this way, we can have the polarity (negative, positive
or neutral) by considering the context or aspect of the review.

Figure 3 shows the proposed architecture of B-ACIA.

S = [bw1 , bw2 , · · · , bwn ] (2)

In the equation 2, S represents the Sentence.

Ai = [bwj , · · · , b(wj+m−1)] (3)

In the equation 3, A represents Aspects.

In order to calculate the attention, the Sentence S and
Aspect A is mapped by utilizing the fully connected layer.
It will produce the pairs of keys and values. Those pairs can
be represented as < keyS , valueS > and < keyA, valueA >.

The parameters for mapping are such as W and b are
weights and biases and ReLU is the activation function. After
calculating the keys and values, the dot product of keyS and
keyA is computed. It will produce pair-wise matching matrix
product which can be seen in the figure 3.

All the entries in product depicts the relevance of words
between context and aspect. these values are converted into
probabilities by using the softmax function. The probabilities
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FIGURE 2. Overview of the proposed methodology.

FIGURE 3. Proposed B-ACIA architecture.

range from zero to one. The large value of probabilities
indicates the stronger relation. The softmax function can be
represented in the 4 and 5:

γij =
exp

(
productij

)∑m
i=1 exp

(
product ij

) (4)

ηij =
exp

(
productij

)∑n
j=1 exp

(
productij

) (5)

Here γ denotes the column-wise softmax of the correlations
of contexts and aspects. And η represents the correlations
based on row-wise softmax.

The final weights of all the aspects are obtained by taking
the row-wise average of γ . Similarly, the final weights of the
sentences are determined by taking the column-wise average
of η.

γavg ∈ Rm×1 and ηavg ∈ Rn are the final weights. After that
the weighted sum of valueS and valueA is computed to get
the weighted representation of aspects and contexts. Aspects
a after calculating γavg multiply with valueA and contexts s
attained after ηavg multiply with valueS .

The multiple groups of pairs of < keyS , valueS > and
< keyA, valueA > were generated for the operations of
B-ACIA. It is based on the concept of Multi-head attention
in B-ACIA, called Multi-BACIA. The aspects-contexts were
projected via various groups of fully connected layers. So,
various sets of< keyLS , value

L
S > and< keyLA, value

L
A >were

generated. After generating multiple sets, the operation of
B-ACIA is performed in parallel. With this, multiple outputs
are produced which are concatenated to generate the final
vector.

Numerous blocks of B-ACIA were stacked to produce the
sequence-to-sequence representation of contexts and aspects.
The residual connection and fully connected layers were
implemented between two blocks of B-ACIA. The training
parameters doesn’t increase by the residual connections but
they serve the purpose of solving the degradation problem.
the degradation problem arises when the number of layers in
the network increases.

The normalization layer is also applied to enhance the
training speed and also it improves the ability to generalize.
In between the two structures of B-ACIA, a feed-forward
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networkwhich is fully connected is implemented formapping
of representations of aspects and contexts. The feed-forward
network contains two fully connected layers with the activa-
tion function between them.

The activation function ReLU is used in the layers. The
output Snext and Anext are used as input to the next structure.
Finally the sequences representations are averaged and con-
catenated to form the final vector. This vector is used as the
input to the machine learning based classifiers.

V. RESULTS AND DISCUSSION
We used two datasets to experiment with the proposed
method. These datasets are already annotated by their
relavant aspect and context terms. The authors of [57] man-
nually annotated the datasets and we just used this anno-
tated dataset for our experiments. The Restaurant dataset and
Laptop dataset from Sam Eval task 4 [57] were used for
experimentation purposes. These datasets contain reviews of
users. Moreover, the reviews are annotated with aspects. The
Sam Eval task 4 is already annotated by using the existing
corpus, no separate or additional dictionary is defined for the
aspects and context polarities. Although, authors manually
annotated the datasets according to its aspects and context
terms. The distribution of sentiment polarity categories for
the two datasets is shown in Table 2.

TABLE 2. Description of two datasets.

After applying the basic pre-processing steps in our exper-
iments, we employed the transformer-based word embedding
BERT [34]language model to get the word embedding. Each
word was pre-processed and fed into BERTBASE to get the
real-valued vector bw ∈ Rdw×|V | where |V | is the size of
vocabulary and dw is the embedding dimension. The embed-
ding dimension in BERTBASE was 768. Aspects and contexts
of interactive attention representations were formulated using
a heap of four layers, and the model parameters were set to
random initialization.

All the experiments are done using NVIDIA Quardo
RTX 8000 GPUs. The default batch size is used (i.e., 32).
While training all iterations complete their whole epochs and
there is not any stop condition in this phase. Other experimen-
tal settings are in the following table 3:

TABLE 3. Experimental settings for BACIA.

The BERT embedding was used to get the contextualized
meanings of words from the sentences. Here, BERT also cap-
tures the polysemous words and provides the semantic rela-
tionships among words in a sentence. The proposed model
was trained on both data sets by deploying pre-trained based
MultiACIA, and in the last layer, DL classifiers are used
using Adam optimizer with a learning rate set to 0.001. The
first experiment was done on the Restaurant data set, and
the acquired accuracy, i.e., 0.78, decreased by 2%. However,
macro-F1 (average F1 score of all three classes) on all the
classes of this data set is significantly improved by almost
1%. Afterward, the model is run on the Laptop data set,
and it can interpret that accuracy is competitive with the
existing model by a little increment of 0.4%. 3% significantly
improves the overall F1 of this data set on all three classes.
Our proposed model impacts the overall performance of all
three classes of sentiment polarities, and the analysis of the
following results table 2 also interprets this impact.

Figure 4 depicts the comparisons of positive, negative and
neutral sentiment polarity, True Positive Rate (TPR) with
False Negative Rate (FNR) on both data sets by using AUC-
ROC curves. It can be seen in the figure 4a that negative
polarities have higher TPR than the other two polarities for
the Restaurant data set. Among all three classes of senti-
ment classification, the negative class is strongly classified
by 83.6%. However, the positive class is also significantly
competitive, and its TPR is at 83.2%. However, neutral is
not classified as strongly as a positive and negative class, and
80.6% classifies its TPR. In the figure 4b for the Laptop data
set, positive polarities have higher TPR than the other two
polarities. Among all three classes of sentiment classification,
the positive class is strongly classified by 81.1%. However,
the negative and neutral classes are classified close to each
other, just by the difference of 1.6% (Negative TPR = 78.4%
and Neutral TPR = 76.8%).

TABLE 4. State-of-the-art Models’ accuracy and F1 score Comparisons.
All the baseline results are retrieved from the original papers. The actual
multiB-ACIA and BERT-MultiACIA model results are marked with ‘‘∗′′ .
It shows that BERT-MultiACIA is competitively at the same level on both
datasets. However, macro F1 is significantly increased. In bold,
ML general classifiers results are mentioned here; among them, SVM
(marked with ⋆) performed significantly better.

To make our aspect-context level feature extraction out-
comes more concise, we used machine learning-based clas-
sifiers for the classification. The extracted features by
deploying the deep learning-based model, i.e., BACIA, were
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FIGURE 4. DL classifier TPR and FNR results on both datasets.

FIGURE 5. SVM, NB and RF classifier TPR and FNR results on Restaurant datasets.

extracted and then generalML-based classifiers were used for
the further classification outcomes comparisons. The existing
ML classifiers are used with all the default hyper-parameter
settings.

It turned out that ML-based classifiers outperformed.
The three classifiers, namely Support Vector Machine
(SVM), Naive Bayes (NB) and Random Forest (RF), were
deployed [22]. All three models performed better than the
deep learning-based classifier. Out of the three models,
the SVM classifier significantly outperformed by providing
approximately 88% and 86% accurate results on Restaurant
and Laptop datasets, respectively. Moreover, both datasets’
three classifiers’ results are mentioned in the Table 4. Their
TPR and FNR classification are also discussed below with
relevant AUC-ROC outcomes.

So far, SVM proved to be the state-of-the-art classifica-
tion model when applied on the aspect-context level fea-
ture extracted data frame. by giving more than 90% TPR
of classification on all three classes. Figure 5a shows that

negative polarities of the Restaurant data set are classified
more accurately than the other two polarities. However, the
positive class is at the competitive level just by the difference
of 0.2%. The neutral class of the said data set is at 89.7%,
so it can be seen that SVM is giving significant results in all
three classes. Although on the Laptop dataset, only positive
class classification results are improved by 91.7% other two
classes are at the same level and do not give the improved
TPR of classification as compared to the Restaurant dataset
TPR of classification.

NB classifier achieved the highest TPR of positive classifi-
cation, and it is 89.6%. Although, the other two, i.e., negative
and neutral classification results, are decreased by 3% and
5% compared to the positive one. Figure 5b shows the three
classes classification ratio by applying the NB classifier to
Restaurant dataset. However, it can be seen in the figure 6b
that 90.4% TPR more accurately classifies positive polarities
in Laptop dataset as compared to the Restaurant dataset’s
positive polarities. Here, negative and neutral polarities
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FIGURE 6. SVM, NB and RF classifier TPR and FNR results on Laptop datasets.

classification is competitive with each other by just 0.8%
difference. Overall, it can be interpreted from the table 2 that
NB-MultiACIA accuracy is diminishing by approximately
4.5% and nearly at 3% respectively, for both datasets.

RF-MultiACIA overall results are less significant among
all three general ML classifiers, and table 4 shows the accu-
racy comparisons of all ML classifiers along with MultiA-
CIA. It can be evaluated that both datasets’ accuracy by
RF-MultiACIA is either competitive with NB-MultiACIA or
less improved with SVM-MultiACIA. Furthermore, the RF
classifier on the Restaurant dataset gives a comprehensive
TPR classification for positive class, i.e., 89.6%. The class
classification results are observable in the figure 5c. The
negative and neutral classification of the said dataset is nearly
classified with a little difference (3% and 5% respectively).
Despite that, the Laptop dataset achieved higher positive class
classification results than the datasetmentioned earlier, which
is at 91.7%TPR.However, neutral and negative classes are far
less accurately classified than positive ones because both are
decreasing by approximately 11% and 7% TPR, respectively.

We deduced the experimental outcomes from two perspec-
tives; the first is BERT-MutliACIA ( the transformer-based
interactive attention approach ), and the other is general ML
classifier classification results on the aspect-context level
feature extracted data. We have compared the state-of-the-
art models and analysis evaluation inference with the same
sequence shown in Table 4.

VI. CONCLUSION
It is a challenging task to formulate a solution for sentiment
classification. The reason is that a single sentence can have
multiple aspects. These aspects can be varied to their rel-
evant context. To find the mixed sentiments, we proposed
an aspect-context series interactive attention representation
model based on the transformer technique. Our enhanced
model BERT-MulitACIA can capture the contextualized
meanings from the sentences according to their relevant
aspects and context. This approach is collecting the semantic
relationships among the whole review sentence, which will

assist when getting the sequences for aspect-context-based
information from the text and the same for context-aspect-
based information. At first, to validate our proposed model,
we have compared the outcomes with the existing Mul-
tiACIA, and it can infer that BERT-MultiACIA either pro-
vides better or more competitive results. The proposed model
attained better performance on the Laptop dataset regarding
its macro-F1 score, but its accuracy and Restaurant dataset
accuracy proved that the BERT-MultiACIA is competitive.

To make our results more concise, we have also deployed
the final representations from the BERT-MultiACIA model
in the general ML classification models. SVM outper-
forms all three general ML classifiers (the other two are
NB and RF). However, this idea can be explored more by
deploying the aspect-context representations for other gen-
eral ML classifiers. In the end, our proposed framework
achieves better results. However, it will improve by con-
sidering more sequences of aspect-context while deploying
the transformer encoder approaches in interactive attention
mechanisms.Moreover, our study can be experimented on the
other datasets as well, specifically on those which so far do
not have their aspect-context relevant terms.
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