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ABSTRACT The edge detection model based on deep learning significantly improves performance, but
its generally high model complexity requires a large pretrained Convolutional Neural Networks (CNNs)
backbone, and hence large memory and computing power. To solve this problem, we carefully choose proper
components for edge detection, introduce a Multiscale Aware Fusion Module based on self-attention and
a feature-unmixing loss function, and propose a lightweight network model, Pixel Difference Unmixing
Feature Networks (PDUF). The backbone network of proposed model is designed to adopt skip long-short
residual connection and does not use pre-trained weights, and requires straightforward hyper-parameter
settings. Extensive experiments on the BSDS, NYUD, and Multi-cue datasets, we found that the proposed
model has higher F-scores than current state-of-the-art lightweight models (those with fewer than 1 million
parameters) on BSDS500 (ODS F-score of 0.818), NYUDv2 depth datasets (ODS F-score of 0.767) and
Multi-Cue dataset (ODS F-score 0.871(0.002)), with similar performance compared with some large models

(with about 35 million parameters).

INDEX TERMS Deep learning, edge detection, unmixing feature, lightweight.

I. INTRODUCTION

Edge detection is the basic work of image processing and
machine vision. Edge information plays an important role
in object recognition [13], [14], image segmentation [15],
[16], and medical image processing [5]. The goal of semantic
edge detection is to identify pixels belonging to predefined
categories. Early edge detection algorithms interpreted the
problem as one of low-level feature classification using local
image information [1], [2], [3] and manually designed fea-
tures [7], [8]. With the rapid development of machine learn-
ing, some deep learning models have surpassed the recorded
results of human perception in terms of image edge detection
performance [4], [5], [6]. Although significant progress has
been made in edge detection performance, most such work
aims to increase detection accuracy (based on metrics such as
ODS, OIS, and AP) through a new network structure or loss
function. In this case, the network structure is generally very
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deep, and the number of model parameters is huge, which
brings large memory and computing overhead.

However, we believe that overly complex network struc-
tures are unnecessary for edge detection. These large models
cannot be used in real-time on low memory or computing
power devices. Furthermore, edge detection is relatively sim-
ple compared to semantic segmentation and object recog-
nition. While feature extractors are required to recognize
many different object patterns in semantic segmentation, edge
detection only needs to recognize edge or non-edge pixels.

Therefore, we propose a novel architecture called Pixel
Difference Unmixing Feature Networks that is both highly
accurate and lightweight. The proposed method consists of
a backbone network and a side structure, with the backbone
network adopting dense residual connection. The parameters
of the proposed model are only 4% of BDCN [41], while the
ODS scores are almost equal. Figure 2 shows the relationship
between detection accuracy and model complexity (size) of
some methods based on deep learning.

In summary, the contribution in this paper can be summa-
rized as follow:
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FIGURE 1. The overall flowchart of the proposed method.

30 28.80 10
1 . 0820
25 ag7 0788~ -0.788- -0.700- 0. 0796 078 ogos 0808 0812 (3 t 0.8
o757 0p6 077 & A & .
® 2,00
204 20.00 o
= =
= r0.6 @
o 16.30 ©
i 15.70 ]
515 14.70 14.80 £
7
£ w
2 0.4 0
€ 194 o
10 869
r0.2
5
143 =
07l 038 048 1
0- -0.0
& $ o 2 y o
S IFEL F 8 FEE TS
& s8¢ £ g & § & &
& <&
&

FIGURE 2. Complexity and accuracy performance of various edge
detection models.

(1) A lightweight CNN architecture is proposed, which has
just 0.66M parameters compared to 16.3M in state-of-the-art
method BDCN [41].

(2) We propose a multiscale aware fusion module based
on self-attention that can capture receptive fields of different
sizes in feature maps.

(3) A novel feature unmixing loss function is designed,
which fully exploits their respective advantages of differ-
ent loss functions, according to the principle of the Nash
equilibrium.

The remainder of the paper is organized as follows.
Section II reviews the related work of edge detection. Then,
Section III details the proposed method; experimental results
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are presented in Section IV. Finally, Section V provides a
summary of the paper.

Il. RELATED WORK

Since B. Julez completed his work in 1959 [20], there has
much literature on edge detection, and object edge detection
has long been of interest. According to the different ways of
extracting edge features, these methods can be categorized
as edge differential operators, traditional machine learning
methods, or deep learning methods. Early edge differential
operators mainly used the gray value gradient information
between the target object edge and background pixel, such
as the Canny [2], Sobel [13], or Laplace [30] operators,
which use the first- and second-order information of the
image to achieve edge detection. Canny [2] introduced non-
maximum suppression methods to edge detection, and these
have become representative of such methods. Kumawat et al.
proposed a feature-based image registration (FBIR) method
that combines fuzzy logic improved Canny algorithm to
achieve accurate detection of image edges [46]. However,
because this kind of method relies on the manual design of
detection operators, the accuracy on a test set is low.

Traditional machine learning methods usually use the fea-
tures of manual design for supervised learning [3], [17],
[18], [19], [22], [23]. P.Dollar et al. proposed a fast ran-
dom structure forest method [23], making full use of local
edge templates for prediction. Martin et al. [22] proposed the
Pb algorithm, using the low-level image brightness (BG),
texture (CG), and color (TG) channel features, and a logi-
cal regression algorithm. Arbeldez et al. proposed the gPb
algorithm [3], which gives each pixel a global probability
by calculating global features on the basis of multiscale Pb.
However, even if complex feature representation is designed,
the edge information extracted from these methods is still
relatively limited.

Deep learning is the popular method of edge detection,
especially the convolutional neural network, because the
neural network model has the ability of hierarchical fea-
ture learning. Early deep learning-based methods, such as
N4-ield [24], DeepContour [25], and DeepEdge [26], used
block-by-block or pixel-by-pixel strategies, which usually
weakened the effectiveness of prediction. Xie et al. proposed
the first end-to-end edge detection algorithm, HED [27],
which includes encoding and decoding networks and uses
backpropagation for end-to-end training. Liu et al. proposed
the RCF model [28] on the basis of an HED network [27],
which performs feature compression for each convolution
layer with the same resolution, greatly improving the abil-
ity to express image features. Wang et al. proposed the
CED [29] network model, added a residual enhancement
module on the basis of the HED [27] network structure,
and gradually restored the image resolution using sub-pixel
convolution, which improved edge performance. LPCB [4]
improved the loss function, and BDCN [41] trained the neural
network using bidirectional multiscale features to improve
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edge detection accuracy. A new boundary tracking and tex-
ture suppression loss function was proposed in CATS [11],
which effectively solved the problem of mixed pixels and
texture regions near edges. In addition to the above methods,
ContourGan [39], which is based on a GAN network, as well
as the Transformer based EDTER [40] and Dexined [5], [18]
models, have been recently proposed.

The abovementioned models either have low feature
extraction efficiency or require a pretrained backbone net-
work due to their large size, which cannot meet the real-
time application of devices with low computing power. These
shortcomings have promoted the development of lightweight
models (usually with fewer than 1M parameters), which
have achieved satisfactory results. Literature [10] proposed
pixel difference convolution, whose normal version has only
710K parameters, but the F-measures of OIS and ODS reach
0.823 and 0.807, respectively. The FINED [33] and LDC [38]
lightweight network models show improved edge detection
performance.

Ill. PROPOSED METHOD

We describe the architecture of the proposed network model
and the structure of the multiscale aware fusion module,
as shown in Figures 3 and 4, respectively. The model consists
of a feature extraction backbone network and four side output
subnetworks. In addition, we introduce a feature unmixing
loss function training network model.

A. BACKBONE NETWORK

The backbone network is designed to maintain the thinnest
possible structure, to effectively extract target object features.
Therefore, we divide it into four stages, each composed of
four 3 x 3-pixel difference convolutions (the first layer of
the first stage uses the initial convolutional layer). The last
layer of 2 to 3 stages is the maximum pool layer (Maxpool
2 x 2). Each convolution layer is followed by batch nor-
malization and a corrected linear unit ReLLU function. With
the increase in stage number, the dimension of the output
feature map decreases, and the number of channels increases.
We set the number of channels in stages 1 to 4 to reasonable
sizes of 16, 32, 64 and 96, respectively, to effectively avoid
large model sizes. To eliminate gradient disappearance of the
backbone network with increasing numbers of convolution
layers, we use a dense residual connection [31], [32], which
can improve model training efficiency without increasing
the number of parameters. Dense residuals use skip long-
short residual connection methods. The skip short residual
connection is based on the standard ResNet [31] residual
connection, and no new parameters are added. We divide each
of stages 1 to 4 into two blocks, each composed of two 3 x
3-pixel difference convolution layers, and each block (except
the first block of stage 1) adopts a skip short residual connec-
tion, in which the output feature map of each block and the
features transmitted from the skip short residual are averaged.
A skip long residual connection is used between the input
features of the second and third stages and the output features
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of the Max pooling layer. Since pixel-wise summation is
adopted at the skip long residual connection, the two fea-
ture map dimensions must be consistent. Therefore, we add
a 3 x 3-pixel difference convolution layer with stride 2 in
the skip long residual connection path. The skip long-short
residual connection effectively enhances the transmission of
feature information and the use of hierarchical features in the
training process.

B. SIDE STRUCTURE

We adopt the side output structure to learn and enrich multi-
level features [27]. The model has four side output paths,
corresponding to the stages of the backbone network. The
input of a side path is from the average feature map of
each stage, and the output generates an edge map and real
edge labels for deep supervision training through the side
loss function. To capture receptive fields of different sizes in
feature maps, we propose a multiscale aware fusion module
based on self-attention, which is embedded in each stage.
Then sub-pixel convolution is used to restore the feature map
to the original image size, and a 1 x 1 convolution layer
reduces the feature map to a single channel and obtains the
edge map through a sigmoid function. The final edge map for
testing is obtained by fusing the four single-channel feature
maps with concatenation, and then through 1 x 1 convolution
and sigmoid functions.

Multiscale Aware Fusion Module: Figure 4 shows
the structure of the MSAF module. First, we use the
1 x 1 conv 4 ReL.U layer to receive and process the feature
map of the backbone network output. To make full use of
low-level edge map details and high-level edge global context
information with robust texture suppression, we use four par-
allel arranged dilation convolutions to set the division sizes
to 5,7,9, and 11. In PiDiNet [10] and FINED [33], the same
fixed weight operation was used to fuse the feature map from
different size dilation convolutions. Although effective, this
averaging operation will cause side mixing problems because
all pixels in the side image share the same fixed weight
and are equally important in the fusion process. To avoid
feature mixing and make full use of multi-level features
of the dilation convolution output, inspired by CAT [11],
the self-attention mechanism is used in the feature fusion
process to give each output feature different weights. The
number of MSAF receiving channels is the output channel
corresponding to each stage. The number of output channels
generated is uniformly set to 32 filters, which can reduce the
computational complexity.

Let £ = [L1, L2, -+, L] € RWXS £ e REXWXC,
where £ represents edge heatmaps of dilation convolution
output. The self-attention module adopts two 3 x 3conv
+ ReLU and one 1 x lconv + softmax, to derive a
score map M € [mj| R**Y"*S. The weight map W =
Wi, wa, -+, ws] € RE*WXS s calculated by the score map,
where

S
[wiie] = e™ic ) D7 e™ik M
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FIGURE 3. Overall architecture of PDUF network model.

With the weight map, W € RE>WxS Pfinal €an be calcu-
lated as

. . S
Pfinal = Sigmoid Zs:l W ® L ()
where ® denotes the Hadamard product.

C. PIXEL DIFFERENCE CONVOLUTION

In the task of edge detection, to easily extract rich gradient
information, reduce the processing of irrelevant image fea-
tures, and ensure that the deep CNN can learn meaningful

VOLUME 11, 2023

semantic expressions, PiDiNet [10] proposes using the pixel
difference convolution (PDC) method. In this paper, we adopt
the pixel difference convolution. It is similar to vanilla con-
volution, replacing vanilla convolution kernels with pixel
difference convolutions when convolving the original pixels
on local image features. Vanilla convolution and PDC can be
formulated as

y=?(x,0)=2f:f
y=3’(Vx,0):Z

w; *Xx; (vanilla convolution) (3)

@i ¥ (x; —x;) (PDC) (4

(xi,x))ep
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FIGURE 4. Structure of multiscale aware fusion model.

where x; and x; are the input pixels, ®; is the weight in
the k * k convolution kernel p = { (x1.x}), (x2,%5) .-+,

(xm, x;n) } is the set of pixel pairs picked from the current

local patch, and m < k x k.

D. FEATURE UNMIXING LOSS FUNCTION
The loss function is an important part of an end-to-end
CNN training model, as it directly affects the final prediction
results. Therefore, when designing the loss function, we must
pay attention to suppression of confusing pixels and texture
regions near real edges, serious imbalance between edge and
non-edge pixels, accuracy of detection results, and fusion
of multiple loss functions. Based on these considerations,
inspired by BMRN [7], CAT [11], HED [27], and LPCB [4],
we propose a feature unmixing loss function that combines
cross-entropy loss, Dice efficiency loss, the boundary tracing
function, and the texture suppression function through adap-
tive weights, and improves the performance of edge detection.
To effectively solve the serious imbalance between edge
pixels and non-edges in the input image, HED [27] uses a
weight cross-entropy loss function,

Le(W,w) = —y Zjeh logPr(y; = 1|X: W, w)

— A=), logPr(y; =01X; W, w)
®)

where Y, and Y_ represent edge and non-edge pixels,
respectively; y = |[Y_|/|Y|and 1 —py = |Y4|/|Y]; X
represents the input image, and Pr(y;|X; W, w) is the classi-
fication probability obtained after pixel y; passes the Softmax
function.

Deng et al. [4] found through experiments that the edge
of cross-entropy loss function detection was relatively thick,
so they proposed a Dice coefficient loss function,

N N
D i+ 8t

L4 (P.G) = Dist (P, G) =
2>V pig;

(6)
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where p; and g; are the values of the i-th pixel of the pre-
dicted P and G real label graphs, respectively. Since the Dice
coefficient loss function can be used to measure the approxi-
mation of two datasets, the loss function is used to calculate
the approximation of P and G and minimize their distance
through training data. The Dice coefficient loss function does
not need to consider the imbalance between edge and non-
edge pixels and can obtain crisp edges through training.
It is considered to be a picture-level similarity measurement
function.

Boundary tracing and texture suppression functions have
been proposed to solve the problem of confusing pixels and
texture regions near edges CAT [11]. The boundary tracking
function weakens the interaction between the edge and con-
fused neighbors by expanding the response difference of crisp
edge description. It is expressed as

Ly (f/, Y) =— zpeE log (ZieLp y:/ (zieR;\L Vi

where E is the set of all edge points of edge label Y, RIe,
is a small image patch containing edge fragments (e.g., a
5 x 5 rectangle patch), and the small image block is centered
on the edge point p. The set of edge points in image R; is
represented by L.

The boundary tracking function solves the problem of the
mixing of edge and confusion pixels. The texture suppression
function effectively suppresses the remaining texture regions
to make them smoother,

L (f/’ Y) - ZpeY\EIOg (1 - zieRI’,ﬁi/ ’th”) ®)

where Rfu represents an image patch that centered on non-
edge p (e.g., a 3 x 3 rectangle), and E represents a small
image patch that contains all edges and confusion pixels in the
edge tracking function. Based on the analysis of the above-
mentioned loss functions, to fully exploit their respective
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detection performance on the BSDS500 dataset. Running speeds of FINED [33] are cited from the original

paper; the rest are evaluated by our implementations.
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FIGURE 6. P-R curves of different algorithms on BSDS500; our method achieves state-of-the-art results

(ODS F = 0.818).

advantages, according to the principle of the Nash equilib-
rium, L, + BLg + ALy + 6L, is taken as one side of a
game, and the term log (1 + Mﬁ)’ opposite the orig-
inal cost function, is constructed as the other side. Through
end-to-end training of the network model, we obtain the
weight coefficients o, 8, A, and the @ values reach Nash equi-
librium. Then we construct an adaptive weight loss feature
unmixing loss function,

LP,Y)=aLl,+ BLg+ALy +0L,

1
+log (1 + m) )

VOLUME 11, 2023

where L., L4, Lp, and Ly correspond to the loss functions
defined in equations (5)—(8), respectively. In the training
process, larger values of e, B, A, and @ increase the con-
tribution of L, + BLg + ALy + 0L,. The last term,
log (1 + m , is the regularization term of parameters
a,B,A,and 6.

IV. EXPERIMENT

We introduce the datasets and hyperparameter settings.
We used ablation experiments to verify the effectiveness and
versatility of the proposed method, so as to show the influence
of each sub-module and loss function on overall network
performance. Through further experimental comparison with
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FIGURE 7. Qualitative comparison of different detection algorithms on BSDS500. Left to right: original image, ground
truth, HED detection result, CED detection result, our method’s detection result.
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FIGURE 8. Our method achieves best results (F = 0.782) on the NYUDv2
dataset for P-R curves of different algorithms.

state-of-the-art algorithms, the proposed method was verified
to better extract crisp edges of objects.

A. DATASETS

We used the popular Berkeley segmented dataset BSDS500
[3], deep dataset NYUDv2 [24], and Multi-cue dataset [18]
to train and evaluate our model.

BSDS500 contains 500 image labels, which we divided
into training, verification, and test sets, which, respectively,
contained 200, 100, and 200 image-label pairs. To avoid
insufficient training and poor robustness of the model due
to a lack of pictures in the training set, we augmented it to
realize more than 10,000 image-label pairs using the methods
proposed in HED [27] and RCF [28].

NYUDvV2 includes 1449 RGB-D images, which were
divided into 381 image-tag pairs as training sets, 414 as
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verification sets, and 654 as test sets. We augmented the
dataset by rotating each image at four different angles (0°,
90°, 180°, and 270°), and flipping it at each angle.

Multi-cue strictly distinguishes the definitions of boundary
and edge and is composed of the Multi-cue Boundary and
Multi-cue Edge sub-datasets. This dataset regards semanti-
cally meaningful pixels as object boundary points and treats
pixels with abrupt perceptional changes as low-level edge
points. The dataset contains 100 natural scenes, each with
two frame sequences, obtained from the left and right view,
and the last frame of the left view sequence is labeled as the
edge and boundary. According to the HED [27] and RCF [28]
methods, we randomly split 100 labeled scene images, using
80 for training and 20 for testing.

B. EXPERIMENT DETAILS

We adopted the popular open-source PyTorch 1.8.0 frame-
work for deep learning [36] to implement the proposed neural
network model. The parameters of the backbone network
were randomly initialized and trained using the Adam opti-
mizer. Other hyperparameters were set as follows: the min-
imum batch size was 10; the momentum was 0.9; the total
number of iterations on the training set was 20; and the global
learning rate was initially set to 0.005, and decayed in a multi-
step way (at epochs 5, 10, and 15, with decaying rate 0.1). The
initial values of trainable parameters e, 8, A, and 0 were all
set to 1.0. All experiments were performed on an NVIDIA
2070 video card with 8 GB of RAM.

According to previous work, the final edge was obtained
by performing standard non-maximum suppression on the
predicted edge. To compare the performance of different
algorithms, we adopted the widely used evaluation criteria of
Average Precision (AP) and F-measure at both the Optimal
Dataset Scale (ODS) and Optimal Image Scale (OIS) [34],
[35]. To make the edge prediction value match the ground
truth, the maximum tolerance distance was set to 0.0075 on
BSDS500 and Multi-cue, and 0.011 [29] on NYUDv2.
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TABLE 1. Performance comparison between pixel different convolutions
(PDC) and vanilla convolutions (VC) on BSDS500 test set.

Method OoDS OIS AP
vC 0.812 0.828 0.855
PDC 0.818 0.836 0.862

TABLE 2. Quantitative study of impact of different dilation convolutions
on overall network performance. CDCM and DDR are dilation convolution
modules proposed in PiDiNet and FINED methods, respectively.

Method OoDS OIS AP
PDUF+DDR 0.811 0.823 0.853
PDUF+CDCM 0.806 0.812 0.848
PDUF+MSAF 0.818 0.836 0.862

C. ABLATION EXPERIMENTS

We analyzed the effect of PDC and the proposed algorithm
sub-module and loss function on the performance of the over-
all network model through ablation experiments, using the
BSDSS500 training and verification sets to train the network
model, and the test set to evaluate model performance. The
results are summarized in Table 1, which shows that the pixel
different convolution operations in the backbone network
can achieve better output results. Table 2 shows the impact
of different dilation convolution modules on the algorithm
performance in the proposed network model. It can be found
that the proposed multiscale Aware Fusion module performs
better in edge detection than the previous dilation convolution
module [10], [33]. In addition, for the different combinations
of the proposed feature unmixing loss function, a comparative
experiment was carried out on the proposed PDUF model,
with results as shown in Table 3, from which it can be seen
that the proposed feature unmixing loss function has better
output results. Other parameters were set the same during
ablation experiments.
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TABLE 3. Effect of proposed loss function on performance of our
network models. Lc: Cross loss function; L4: Dice coefficient loss
function; L; + Lp: Tracking loss function.

L. Ly L+Ly, ODS/OIS
N x X 0.802/0.816
x N x 0.806/0.821
X x v 0.812/0.828

v v 0.818/0.836

D. COMPARISON WITH STATE-OF-THE-ART

We statistically compared the performance of the pro-
posed method and state-of-the-art algorithms on BSDS500,
NYUDv2, and Multi-cue.

1) PERFORMANCE COMPARISON ON BSDS500

We compared the proposed method with some previous non-
deep learning algorithms and recent deep learning-based edge
detection algorithms, including N4-field [24], DeepCon-
tour [25], DeepEdge [26], HED [27], RCF [28], BDCN [41],
CED [29], BMRN [7], FINED [33], PiDiNet [10], CATS [11],
and traditional edge detection algorithms Canny [2], gPb [3],
SE [23], and PMI [42]. Table 4 shows the experimental
results, with ODS, OIS, and AP as the evaluation crite-
ria. The proposed method achieves better results (ODS =
0.818, OIS = 0.836, AP = 0.862) than the state-of-the-art
lightweight PiDiNet [10] model and exceeds the human
standard on BSDS500 (ODS = 0.803). Figure 5 compares
the model complexity, operational efficiency, and detection
performance of the proposed method and state-of-the-art
methods, from which it can be found that the proposed
method has better comprehensive performance than meth-
ods using the same level parameter. Figure 6 shows the
precision—recall curve of the experimental results. From the
qualitative experimental results in Figure 7, it can be seen
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TABLE 4. Performance of ours and other methods on BSDS500. |
indicates cited GPU speeds; : indicates speeds with our implementations
on NVIDIA RTX 2070 GPU.

Method ODS OIS AP FPS
Canny 0.611 0.676 0.520 28
gPb 0.729 0.755 0.745 1/240
SE 0.743 0.764 0.800 2.5
PMI 0.741 0.769 0.799 -
N*-fields 0.753 0.772 0.802 1/5%
DeepEdge 0.753 0.772 0.787 1/1000F
DeepContour 0.757 0.776 0.790 1/30%
HED 0.788 0.808 0.840 54%
RCF 0.806 0.823 - 53%
CED 0.803 0.820 0.871 30F
LPCB 0.808 0.816 - 30F
BDCN 0.806 0.826 0.847 40%
TIN1 0.749 0.772 - 30F
TIN2 0.772 0.795 - 30F
FINED-Inf 0.788 0.804 74%
FINED-Train 0.790 0.808 661
PiDiNet 0.807 0.823 - 78%
CATS-BDCN 0.812 0.828 0.851 39%
PDUF 0.818 0.836 0.862 821

that the proposed algorithm extracts finer and crisper contours
than PiDiNet [10] and CATS [11].

2) PERFORMANCE COMPARISON ON NYUDV2

NYUDv2 is composed of two sub-datasets, RGB and HHA,
on which all experiments were carried out. The final edge
map of RGB-HHA is obtained from the prediction results
of the average RGB and HHA training models. Compar-
ing the proposed method with several non-deep learning
models (e.g., gPb-UCM [3], gPb-NG [43], SE [23]) and
deep learning models (e.g., HED [27], RCF [28], AMH-
Net-ResNet [44], LPCB [4], BDCN [41], FINED [33],
PiDiNet [10], CATS [11]), all experiments were based on
single-scale input. The quantitative experimental results are
shown in Table 5, from which we can find that the pro-
posed model has higher F-scores than current state-of-the-
art lightweight models, with similar performance compared
with some large models. Figure 8 shows the precision—recall
curves of different algorithms. Figure 9 qualitatively shows
the experimental results of the proposed method and the
lightweight models FINED [33] and PiDiNet [10]. Our
prediction results show crisper edges than the lightweight
models.

3) PERFORMANCE COMPARISON ON MULTI-CUE
The Multi-cue dataset is composed of the Multi-cue Bound-
ary and Multi-cue Edge sub-datasets, on which the proposed
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TABLE 5. Quantitative comparison between proposed method and other
methods on NYUDV2. } indicates cited GPU speeds; } indicates speeds
with our implementations based on an NVIDIA RTX 2070 GPU.

Method ODS oIS AP FPS
gPb-UCM 0.632 0.661 - 1/365
gPb-NG 0.687 0.716 | 0.629 | 1/375
SE 0.695 0.708 | 0.679 5
RGB 0.720 0.734 | 0.734 207
HED HHA 0.682 0.695 | 0.702 207
RGB-HHA 0.746 0.761 | 0.786 107
RGB 0.729 0.742 - 207
RCF HHA 0.705 0.715 - 207
RGB-HHA 0.757 0.771 - 10t
RGB 0.744 0.758 | 0.765 -
AMH-Net-
HHA 0.716 0.729 | 0.734 -
ResNet50
RGB-HHA 0.771 0.786 | 0.802 -
RGB 0.739 0.754 - 307
LPCB HHA 0.707 0.719 - 30
RGB-HHA 0.762 0.778 - 157
RGB 0.748 0.763 | 0.770 25%
BDCN HHA 0.707 0.719 | 0.731 25%
RGB-HHA 0.765 0.781 | 0.813 131
RGB 0. 752 0.765 | 0.776 | 263
CATS-BDCN HHA 0.712 0.724 | 0738 | 26%
RGB-HHA 0. 770 0.783 | 0.824 13%
RGB 0.721 0.736 - 34
FINED-Inf HHA 0.703 0.712 - 341
RGB-HHA | 0748 0.762 - 17%-
RGB 0.728 0.742 - 32%
FINED-Train HHA 0.712 0.724 - 32%
RGB-HHA 0.752 0.769 - 163
RGB 0.733 0.747 - 35%
PiDiNet HHA 0.715 0.728 - 35%
RGB-HHA 0.756 0.773 - 18%
RGB 0. 741 0.756 | 0.772 | 40%
PDUF HHA 0.718 0.732 | 0.741 | 40%
RGB-HHA 0. 767 0.782 | 0.812 | 20%

method, HED [27], RCF [28], BDCN [41], FINED [33],
and PiDiNet [10] were independently tested. Table 6 com-
pares the experimental results. Our algorithm achieves higher
performance than the lightweight models FINED [33] and
PiDiNet [10]. In the task of edge detection, our method
performance is 2.96% and 1.87% higher than that of
FINED [33] and PiDiNet [10] in terms of F-measure ODS,
respectively.
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TABLE 6. Quantitative comparison between proposed and recent methods on Multi-Cue. i indicates speeds with our implementations based on NVIDIA

RTX 2070 GPU.
Cat Method ODS OIS AP FPS
Human 0.760(0.017) - - -
Multicue 0.720(0.014) - - -
HED 0.814(0.011) 0.822(0.008) 0.869(0.015) 123
RCF 0.817(0.004) 0.825(0.005) - 10%
Boundary
BDCN 0.836(0.001) 0.846(0.003) 0.893(0.001) 7%
FINED 0.813(0.002) 0.822(0.003) - 121
PiDiNet 0.818(0.003) 0.830(0.005) - 11%
PDUF 0.828(0.002) 0.846(0.004) 0.885(0.002) 161
Human 0.750(0.024) - - -
Multicue 0.830(0.002) - - 11%
HED 0.851(0.014) 0.864(0.011) - 9%
RCF 0.857(0.004) 0.862(0.004) - 7%
Fee BDCN 0.891(0.001) 0.898(0.002) 0.935(0.002) 6%
FINED 0.846(0.004) 0.851(0.003) - 11%
PiDiNet 0.855(0.007) 0.860(0.005) - 10%
PDUF 0.871(0.002) 0.875(0.003) 0.932(0.001) 181

V. CONCLUSION

We conducted experiments on the BSDS500, NYUD, and
Multi-cue datasets, analyzed edge detection models with dif-
ferent weight levels, and proposed a robust, straightforward,
and practical lightweight network model that is memory-
friendly and has a high inference speed. We introduced a
multiscale aware fusion module, which obtains rich multi-
scale edge information at different stages. To fully exploit
the advantages of different loss functions, we proposed a
feature unmixing loss function, which fuses multiple loss
functions to effectively solve the problem of prediction edge
blurring caused by feature pixel mixing and the imbalance
of edge and non-edge pixels. The proposed model has fewer
than 0.66 million parameters and can achieve state-of-the-
art results comparable to those of current lightweight edge
detection models.
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