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ABSTRACT Accurate prediction of stock prices can reduce investment risks and increase returns. This paper
combines the multi-source data affecting stock prices and applies sentiment analysis, swarm intelligence
algorithm, and deep learning to build the MS-SSA-LSTM model. Firstly, we crawl the East Money forum
posts information to establish the unique sentiment dictionary and calculate the sentiment index. Then,
the Sparrow Search Algorithm (SSA) optimizes the Long and Short-Term Memory network (LSTM)
hyperparameters. Finally, the sentiment index and fundamental trading data are integrated, and LSTM
is used to forecast stock prices in the future. Experiments demonstrate that the MS-SSA-LSTM model
outperforms the others and has high universal applicability. Compared with standard LSTM, the R2 of
MS-SSA-LSTM is improved by 10.74% on average. We found that: 1) Adding the sentiment index can
enhance the model’s predictive performance. 2) The LSTM’s hyperparameters are optimized using SSA,
which objectively explains the model parameter settings and improves the prediction effect. 3) The high
volatility of China’s financial market is more suitable for short-term prediction.

INDEX TERMS Deep learning, LSTM model, stock price prediction, sentiment analysis, sentiment
dictionary, sparrow search algorithm.

I. INTRODUCTION
With the maturity of China’s stock market and the rapid
growth of Internet finance, many people realize the impor-
tance of investment and choose to enter the financial market.
However, the stock market is characterized by massive data
and enormous volatility. Many retail investors need more
data-mining skills to make money. Therefore, accurate stock
price prediction can reduce investment risks and improve
investment returns for investors and enterprises.

Early scholars used statistical methods to construct a linear
model to fit the stock price time series trend. The traditional
methods contain ARMA, ARIMA, GARCH, etc. The ARMA
is established to conduct a time series stock analysis [1].
The ARIMA model is developed based on the ARMA and
predicts the trend of stock price changes [2]. The ARIMA
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model can also introduce wavelet analysis to improve the
fitting accuracy of the Shanghai Composite Index [3]. The
GARCH model provides innovative ideas for stock time
series prediction through a time window [4]. At the same
time, some scholars have combined ARMA and GARCH to
build a new predictionmodel, which provided theoretical sup-
port for the volumetric price analysis of multivariate stocks
[5]. Generally speaking, these classical methods only capture
regular and structured data. However, traditional forecasting
methods require assumptions that are uncommon in real life.
Therefore, It is challenging to describe nonlinear financial
data using statistical methods.

Subsequently, many researchers attempt to anticipate stock
prices using machine learning approaches such as Support
Vector Machines (SVM) and Neural Networks. Machine
learning’s core idea is to use algorithms to parse data, learn
from it, and make predictions about new data. Because the
SVM shows unique benefits in dealing with limited samples,

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 51353

https://orcid.org/0000-0002-0199-3978
https://orcid.org/0000-0001-7482-7447
https://orcid.org/0000-0002-2773-3584
https://orcid.org/0009-0004-6208-6505
https://orcid.org/0000-0002-9549-5290


G. Mu et al.: Stock Price Prediction Model Based on Investor Sentiment and Optimized Deep Learning

high-dimensional data, and nonlinear situations, many schol-
ars use it in stock forecasting. Hossain and Nasser [6] found
that the SVMmethod is superior to the statistical ones in stock
prediction accuracy. Chai et al. [7] suggested a hybrid SVM
model to anticipate the HS300 index’s ups and downs and
found that the least squares SVM combined with the Genetic
Algorithm (GA) performed better. However, when the SVM
applies to large-scale training samples, much memory and
computing time will be consumed, which may limit its devel-
opment space in predicting a large amount of stock data.
Then, Artificial Neural Networks (ANN) and multi-layer
ANN address financial time series issues. According to the
experimental data, ANN has the benefits of quick conver-
gence and high accuracy [8], [9], [10]. Moghaddam and
Esfandyari [11] evaluated the effect of several feedforward
artificial neural networks on the market stock price fore-
cast through experiments. Liu and Hou [12] improved the
BP (Back Propagation) neural network using the Bayesian
regularization method. Nevertheless, the traditional neural
network method has the following areas for improvement.
Generalization ability is not strong, quickly leads to over-
fitting, and falls into local optimization. Since many samples
need to be trained, better models must be found to solve these
problems.

A newmodel for predicting stock prices is proposed in this
paper (MS-SSA-LSTM), which matches the characteristics
of multi-source data with LSTM neural networks and uses the
Sparrow Search Algorithm. The MS-SSA-LSTM stock price
forecast model can forecast the stock price in advance and
help investors and traders make more informed investment
decisions. Investors and traders obtain the data of individual
stocks they want to invest in, including historical transaction
data and comment information of stock market shareholders,
and input them into the MS-SSA-LSTM model. The model
automatically outputs a stock price trend chart and forecasts
the stock price for the next day.

Here, we can get the motivation for this paper.
(1) Adding sentiment indicators to the model features will

improve prediction accuracy. However, applying a general
dictionary in the financial field cannot achieve good results.
Therefore, We need to construct a sentiment dictionary spe-
cific to individual stocks.

(2) Stock price series has complicated characteristics such
as nonlinearity, high noise, and strong time-variability. LSTM
is effective at handling comprehensive time series data.
So LSTM network, a deep learning method, is adopted.

(3) In the LSTM network, hyperparameter variation
directly affects the model’s prediction accuracy. Artificial
selection of appropriate hyperparameters for the network
model will cost many resources. Therefore, LSTM can
be optimized using the Sparrow Search Algorithm proposed
in 2020.

Here are the main contributions of this paper.
(1) The SSA-LSTM model incorporates multi-source data

that affects stock prices, such as historical trade data and stock

forum comments. The MS-SSA-LSTM model outperforms
the single data source model regarding prediction accuracy.

(2) Analyze the stock forum comments text information.
Then, we construct a sentiment dictionary based on authorita-
tive dictionaries in the financial investment field suitable for
individual stock sentiment analysis and sentiment indicator
calculation.

(3) A Sparrow Search Algorithm-optimized LSTM model
can acquire better hyperparameter values and forecast stock
prices than a single LSTM network.

II. REVIEW OF THE LITERATURE
A. PREDICTING STOCK PRICE WITH DEEP LEARNING
With the advancement of artificial intelligence, deep learning
provides a new research method for stock price prediction.
Recurrent Neural Networks (RNN), Long Short-Term Mem-
ory Networks (LSTM), and Convolutional Neural Networks
(CNN) are the most common deep learning technologies.
RNN can mine time series information in data and predict
stock price [13]. However, there are gradient dissipation and
gradient explosion in the RNN model, which makes training
challenging. The LSTM model realizes the time memory
function through the cell gate switch, which can solve the
problem that the RNNmodel cannot describe time series with
a long memory [14]. Therefore, the LSTMmodel predicts the
volatility of the stock market index and performs well [15].

In addition, Yan et al. [16] developed a high-precision
prediction model based on the LSTM deep neural net-
work in a short-term financial market. LSTM neural net-
work has a higher prediction accuracy than BP neural
network and standard RNN and can successfully forecast
stock prices. Nabipour et al. [17] selected ten technical
indicators as the prediction model’s input. The experiment
revealed that LSTM outperformed other algorithms in terms
of model-fitting abilities, including decision tree, random
forest, Adaboost, XGBoost, ANN, and RNN. Aksehir and
Kilic [18] suggested a CNN-based model predicting the next-
day trading behavior of Dow Jones 30 Index equities. Techni-
cal indicators, gold, and oil price data are fed into the model.
The accuracy of the results is 3-22% higher than other models
based on CNN.

However, scholars usually need to artificially set the hyper-
parameter values of the LSTM network, which is intensely
subjective. The setting of hyperparameters directly controls
the topology of the network model, which will affect the
model’s prediction performance. Artificial selection of the
appropriate hyperparameters for the network model will con-
sume many human and computing resources. To solve the
above problems, scholars try to use some Swarm Intelli-
gence (SI) algorithms to optimize the hyperparameters of
neural networks. SI can search globally to a certain extent
and find the approximate value of the optimal solution.
Ji et al. [19] demonstrated that the LSTM optimized by
the Improved Particle Swarm Optimization model (IPSO)
is superior to the LSTM model. Zeng et al. [20] optimized
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LSTM by adopting an Adaptive Genetic Algorithm (AGA)
and improved the prediction accuracy. At the same time,
other intelligent algorithms are also widely used in opti-
mizing neural networks. Sparrow Search Algorithm (SSA)
was put forward and inspired by the sparrows’ foraging
and anti-predation behavior [21]. Compared with the tra-
ditional particle swarm and gray wolf optimization algo-
rithms, the SSA algorithm is relatively novel and has a
robust optimization ability in price prediction. In addition,
the algorithm considers the randomness of individuals in
the search process, so it has a solid global search capa-
bility. At the same time, the algorithm can also adaptively
adjust the search parameters to meet the needs of different
problems.

B. FACTORS AFFECTING THE STOCK PRICE
Besides studying the methods of stock price forecasting,
scholars also constantly explore factors affecting the stock
price. Previous prediction models often take stock of histor-
ical data [22], technical analysis indicators [23], and finan-
cial information [24] as input features. However, behavioral
finance theory research shows investors can only be partially
rational when making complicated decisions involving risks
and uncertainties. Individual investors account for a large
proportion of China’s stock market, and their investment
decisions are easily influenced by emotions and background
factors, causing abnormal fluctuations in the stock mar-
ket [25], [26], [27].With the development of text mining tech-
nology, more scholars pay attention to quantifying investor
sentiment in unstructured texts. Investors’ complex senti-
ments significantly affect the stock prices and the volatility
cycle of stock prices [28], [29]. Based on this research, more
and more scholars have established different stock prediction
models bymining investor sentiment in text data sources [30],
[31], [32], [33].

The content of the stock forum is updated in real-time, and
the information mined from it is closer to the actual state of
investor sentiment than other data sources. However, it will
significantly affect investors’ investment propensities and a
subsequent linkage effect on stock price fluctuations. So it is
crucial to analyze the text information of stock forums for
our research. Scholars mainly adopt machine learning and
semantic analysis methods regarding sentiment classification
methods. The machine learning method has high classifica-
tion accuracy but relies on financial personnel to manually
classify training sets, which leads to increased time costs. The
semantic analysis method is easier to use in economic and
financial analysis, but the standard dictionary is challenging
to apply to the economic context [34]. The key lies in con-
structing a unique financial dictionary.

III. RESEARCH METHODS
A. SENTIMENT ANALYSIS TECHNOLOGY
A sentiment dictionary refers to an emotional corpus that
contains words that can identify the emotional characteristics

of sentences. In the sentiment dictionary, the categories of
words include positive, negative, denial, and degree. Posi-
tive words are words with positive emotions; negative words
are words with negative emotions; denial words reverse the
emotional inclination of sentences, and the degree words
increase or decrease emotional intensity [35].

Based on the constructed sentiment dictionary, the senti-
ment indicator of the stock review text is calculated.We judge
the screened text words and the sentiment words in the sen-
timent dictionary and assign the weights of the sentiment
words accordingly. Weight represents the emotional inten-
sity of words. Positive, negative, denial, and degree words
have their value ranges. We can adjust the weights of words
within the specified range as needed [36]. Then, we deter-
mine the sentiment tendency according to the sum of the
weights of all words in the sentence [37]. When the sentiment
score of the sentence is greater than 0, it represents that
the shareholders have positive reviews and bullish attitudes
toward the stock, which is considered an excellent oppor-
tunity to buy. However, when the score is less than 0, the
investors have negative reviews, complaints, and bearish atti-
tudes toward the stock, which may lead to selling the stock.
Here, sentiment is divided into bullish, bearish, and
neutral.

The stock forum’s comments sentiment tendencies on
each trading day are calculated. In this article, sent is
used as a sentiment indicator, and the formula is as
follows:

sent = (pos − neg)/(pos + neg) (1)

As shown in (1), pos indicates the number of comments or
articles with a positive emotional tendency in a trading day,
and neg represents the number of comments with a negative
sentiment tendency in a trading day.

B. SPARROW SEARCH ALGORITHM
The Sparrow Search Algorithm (SSA) simulates the spar-
rows’ feed and preemption behavior by constantly updating
its position. The SSA divides sparrows into detectors, fol-
lowers, and monitors [38]. Each position corresponds to a
solution. According to the algorithm, the proportion of mon-
itors in the population is 10%-20%. However, detectors and
followers dynamically change. In other words, one individual
becoming a detector necessarily means that the other indi-
vidual will become a follower. Detectors offer populations
foraging directions and areas. Followers follow the detector
for food. Monitors keep an eye on the foraging site and aban-
don food if danger is detected. By constantly updating the
location, sparrows can get the best resources in the foraging
process [39].

Assume there are n sparrows within the population.
Then the population of all sparrows can be represented
as X = [x1, x2, · · · , xn]T . The fitness function is F =

[f(x1), f(x2), · · · , f(xn)]T.
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The formula is generally shown in (2) and (3).

X =


x1,1 x1,2 · · · x1,d
x2,1 x2,2 · · · x2,d
...

...
...

...

xn,1 xn,2 · · · xn,d

 (2)

F =


f([x1,1 x1,2 · · · x1,d ])
f([x2,1 x2,2 · · · x2,d ])

...
...

...
...

f([xn,1 xn,2 · · · xn,d ])

 (3)

where d denotes the variable’s dimension to be optimized.
The detector location is updated as (4).

x t+1
i,j =

{
x ti,j · exp[−i/(a · itermax)], R2 < ST

x ti,j + Q · L, R2 ≥ ST
(4)

where t represents the number of the current iteration. x ti,j
denotes the i sparrow’s location in the j dimension in the t
generation. a is a 0 to 1 arbitrary number. itermax is the utmost
iteration count. R2 and ST represent respective alarm values
and safety thresholds. Q is a random number drawn from a
standard normal distribution. L is the 1 × d matrix, and each
of its elements is 1.

The formula for a follower position update is shown in (5).

x t+1
i,j =

Q · exp[(x tworst − x ti,j)/i
2], i > n/2

x t+1
p +

∣∣∣x ti,j − x t+1
p

∣∣∣ · A+
· L, i ≤ n/2

(5)

where x tworst denotes the location of the individual in gener-
ation t with the lowest fitness. x t+1

p indicates the location of
the t + 1 generation individual with the best fitness. A shows
a 1× d matrix, in which each member is stochastically preset
−1 or 1. A+

= AT (AAT )−1. When i > n/2, it implies that the
i follower has low adaptability, is not qualified to compete
with the detector for food, and must fly to other areas to find
food. However, when i ≤ n/2, followers feed near the best
individual x t+1

p .
The formula for a monitor position update is shown in (6).

x t+1
i,j =

{
x tbest + β ·

∣∣∣x ti,j − x tbest
∣∣∣ , fi > fg

x tbest + k · (x ti,j − x tbest )/(|fi − fw| + ε), fi = fg
(6)

where x tbest represents the optimal global location in the t gen-
eration. The control step size is β, which follows the standard
normal distribution. kϵ[−1, 1], ε is specified as a constant to
prevent the denominator from being 0. fi indicates the present
individual’s fitness value. fg and fw indicate the current best
and worst global fitness values separately. When fi > fg
it means that sparrows are outside the colony, extremely
vulnerable to predators, and constantly change their positions
to obtain higher fitness. When fi = fg, this sparrow is in
the middle of the population and keeps approaching nearby
companions to stay away from the dangerous area.

C. LONG AND SHORT-TERM MEMORY NETWORK
The Long and Short-Term Memory Network (LSTM) is an
additional Recurrent Neural Network (RNN) variant. In the
backpropagation process, the RNN model faces with lack
of extended memory, gradient disappearance, and explosion.
To address the problems above, the LSTMmodel introduces a
gate mechanism to increase the cellular structure for judging
whether the information is valid [40]. As a result, LSTM is
suitable for processing and predicting significant events with
relatively long periods in practice sequences.
Specifically, a neuron has a cell state and three gate mech-

anisms in the LSTMmodel. The memory space of the LSTM
model is the cell state, which resembles memory and is the
model’s critical factor. Cell states change over time, and
the gate mechanism determines and updates the recorded
information [41]. The gate mechanism allows information to
pass selectively, which the dot product operation and sigmoid
function realize. Here, the dot product defines the amount of
transmitted information, and the sigmoid value is between
0 and 1. When the sigmoid is set to 0, it indicates discarding
information. When the sigmoid is set to 1, it means complete
transmission [42].
Where the sigmoid function is:

σ (c) = 1/(1 + e−c) (7)

The hyperbolic tangent function is:

tanh(c) = (ec − e−c)/(ec + e−c) (8)

LSTM has three gates. The forgetting gate determines
how much the previous cell state is kept for the present
moment [43]. Cells that comply with the rules stay, and states
that do not conform are forgotten through the forget door.

ft = σ (Wf · [ht−1, xt ] + bf ) (9)

Then, the input gate will update the state and determine
the amount of altered network input. The sigmoid function
determines the value be modified, whereas the tanh function
builds a vector. Furthermore, the two are dotted to get the new
candidate value.

it = σ (Wi · [ht−1, xt ] + bi) (10)

c′t = tanh(Wc · [ht−1, xt ] + bc) (11)

The old cell state is dotted with the forgetting gate ft . Then,
dot-multiply the input gate it with the current input state c′t
and add value to update the cell state.

ct = ft · ct−1 + it · c′t (12)

Finally, the output gate decides the output information. The
current cell state treated by the hyperbolic tangent function
is dotted with the output part determined by the sigmoid
function to obtain the final output result.

ot = σ (Wo · [ht−1, xt ] + bo) (13)

ht = ot × tanh(ct ) (14)
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IV. MODEL CONSTRUCTION
A. HISTORICAL TRADING INDICATORS
This paper focuses on individual stocks as the research object
and selects indexes that can fully reflect stock price changes.
The fundamental stock trading indicators include the previous
closing price, opening price, closing price, highest price,
lowest price, complex price, daily amplitude, trading volume,
and turnover rate. The opening and closing prices represent a
stock’s starting and final prices on a specific day. Trading vol-
ume is the number of shares transacted. The stock’s closing
price usually determines investment profit and daily losses.
Therefore, the closing price is used as a predicted target. The
complex price is the stock price after the transaction price is
repaired. Daily amplitude refers to the fluctuation range from
the lowest to the highest point of the stock’s current price. The
turnover rate is the percentage of the daily turnover of a stock
in its circulation, which reflects how frequently the stock is
traded. The specific calculation formula is shown below:

Complex Price = C ∗ β (15)

Daily Amplituden = (Hn − Ln)/Cn−1 (16)

where C represents the closing price. β is the cumulative
stock price adjustment multiplier.Cn−1 represents the closing
price on the n− 1st day. Ln is the lowest price on the nth day.
Hn is the highest price on the nth day.

The above historical indicators can directly reflect the
changes in stock prices and are indispensable for predicting
stock prices. Because the deep learning method can mine the
stock price rule from the fundamental indicator data [45], the
paper only considers historical indicators of the stock.

B. SENTIMENT INDEX BUILDING
Investors’ decisions are influenced by not only the technical
indicators of the stock but also the sentiments generated by
the comments. Therefore, we integrate the sentiment index
with fundamental trading data to forecast the stock price.
This paper chooses East Money Net as the source of the
text information. We use the Octoparse tool to crawl data.
Octoparse is a powerful Web data searcher based on Visual
Windows, which covers all search requirements and can
simulate human operations to interact with web pages. East
Money Net provides rich emotional data for research as
the stock forum community with the longest development
time, the most significant average attention, and the most
extensive user activity in China. On the East Money Net
(http://guba.eastmoney.com/), we use the Octoparse tool to
mine comment data related to stock within a specific time
range. The collected target fields include stock code, stock
name, post title, and time. The title can get more information
than the content [44]. Therefore, this paper’s research object
is the post’s title.

Firstly, we preprocess the collected text information.
Empty titles, identical text content, announcements, and for-
warded articles are all noisy data and must be deleted. Then,
we process the obtained non-noise text data. Jieba in the

Python library is used for word segmentation, and the stop
word is removed to facilitate subsequent text analysis [45].

Part of the sentiment dictionary constructed in this paper
comes from GooSeeker software, whose content is rich and
comprehensive, including 22,215 sentiment words. The dic-
tionary provided by the software is used as the essential
sentiment dictionary. The other part is to obtain sentiment
words in the financial field through statistical analysis of
literature related to a stock emotional dictionary. However,
the sentiment dictionary of the above two parts needs to be
revised for stock sentiment analysis. Stock’s comments in the
stock bar come from netizens’ remarks, and there are many
Internet buzzwords. Therefore, this paper builds a stock-
specific thesaurus based on the crawled text data to conduct
a more accurate sentiment analysis. Firstly, word frequency
statistics are performed on the text after word segmentation,
and the top words in the frequency of the text are extracted.
Then, we manually classify and assign values to the removed
words. Additionally, sentiment words and particular senti-
ment words for the stock forum are added to the sentiment
dictionary of GooSeeker software to establish a new and
more accurate stock-specific sentiment dictionary. Finally,
the sentiment indicator corresponding to each comment is
obtained through (1).

C. CONSTRUCTION OF MS-SSA-LSTM STOCK PRICE
PREDICTION MODEL
We construct a novel MS-SSA-LSTM stock price prediction
model, and the model framework can be seen in Fig. 1.

The specific implementation process is shown below.
Step 1: Obtain data. Get the fundamental trading indicators

of the stock and crawl the text of the East Money forum posts.
Step 2: Analyze sentiment. Build a unique sentiment dic-

tionary in the financial field based on authoritative dictio-
naries. The sentiment indicator is calculated by sentiment
analysis.

Step 3: Preprocess the data. The stock’s historical data and
emotional indicators are integrated to form a multi-source
index matrix and normalize the data. Then, the training set
and the test set are divided proportionally.

Step 4: Initialize parameters. One is the parameters to be
optimized for LSTM, including the learning rate, iterations,
and the neurons’ number in hidden layers. The other is the
parameters of SSA, including the sparrow’s position, each
parameter’s upper and lower limits, and the maximum iter-
ation number

Step 5: Optimize the LSTMmodel’s hyperparameters. The
error value obtained by training LSTM is the sparrow popula-
tion’s fitness value, and the objective function is to minimize
the error value. Update the sparrow’s location based on the
objective function’s result. When SSA reaches the initial set
number of iterations, it will jump out of the loop and construct
the LSTM model based on the optimal hyperparameters.

Step 6: Train and evaluate the model. The training model
obtains the prediction results. Then, evaluate the model’s
prediction performance using various evaluation metrics.
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FIGURE 1. MS-SSA-LSTM model framework.

D. MODEL EVALUATION CRITERIA
Here, The model’s validity is evaluated using average abso-
lute percentage error (MAPE), root mean square error
(RMSE), mean absolute error (MAE), and coefficient of
determination (R2). The formula for calculating the evalua-
tion criteria is listed below:

MAPE = [
∑N

i=1
(
∣∣ŷi − yi

∣∣ /yi)]/N (17)

RMSE = [
1
N

∑N

i=1
(ŷi − yi)

2]1/2 (18)

MAE = (
∑N

i=1

∣∣ŷi − yi
∣∣)/N (19)

R2 = 1 − (
∑N

i=1
(yi − ŷi)

2)/(
∑N

i=1
(yi − ȳi)2) (20)

Here, N is the number of predicted samples, yi is the actual
price, and ŷi is the predicted price. MAPE, RMSE, and MAE
calculate the distinction between the actual and predicted
values, whose range of values is [0, +∞). The closer to 0,
the superior the model’s prediction ability. R2 measures the
degree of model fitting; its entire range is [0, 1]. The closer
the R2 is to 1, the better goodness-of-fit.

V. EXPERIMENT AND RESULTS
A. DATA ACQUISITION
The prospective set of the research object comprises all stocks
traded on China’s A-share market. ST stocks with delisting
warnings and those with less than five years on the market

TABLE 1. Description of the selected stocks.

are excluded from the candidate set. Thus, we select six
representative stocks from different industries for empirical
research to verify the model’s universality. Table 1 provides
the six stocks’ details.

Firstly, this paper obtains six stocks’ fundamental trading
data from the Ruisi Financial database from July 1, 2016,
to June 30, 2022. The data set contains nine indexes, includ-
ing the former closing price, opening price, closing price,
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TABLE 2. Description of the selected stocks.

TABLE 3. Sentiment dictionary.

highest price, lowest price, complex price, daily amplitude,
trading volume, and turnover rate. Taking PetroChina as an
example, Table 2 displays the sample information.

Then, we crawl the East Money forum posts for
stocks’ comment information (http://guba.eastmoney.com/).
We obtain 193000, 322609, 79162, 138300, 42505, and
50652 comments in the stock forum comments of the six
stocks. After data preprocessing, 189878, 316926, 73690,
132049, 41209, and 49362 valid comments are retained.
We manually screen out words with a high frequency related
to the rise and fall of stock prices.

This paper collects sentiment words from stock forum
comments and builds a sentiment dictionary, as shown in
Table 3 below. Based on this sentiment dictionary, we com-
pute the sentiment score of each statement. Then, according
to (1), we obtain the sent value of each trading day.

B. ANALYSIS OF THE STOCK PRICE PREDICTION MODEL
Fig. 2 shows the closing price changes of six different stocks.
As can be seen from the figures, the closing prices are

non-stationary series. The first 70% of the data is the training
sample set, while the remaining 30% is applied to the test
sample set. The blue line represents the training set, and the
orange one is the test set.We set the time slidingwindow, each
containing historical and predicted values. The training and
test sets are continuously constructed by moving the sliding
window forward.

We compare the improved model with other models to
validate its efficacy, as shown in Table 4. The training
samples were substituted into the following six models for
training.

The setting of the LSTM network’s hyperparameters
affects the model’s prediction results. In SSA-LSTM and
MS-SSA-LSTM models, the optimal hyperparameters are
obtained by SSA, including learning rate, iteration number,
and neuron number in hidden layers. The model’s loss value
decreases rapidly when the number of iterations is less than
20. When the number of iterations exceeds 20, the loss value
tends to be flat, and the error curve of the test set also
converges synchronously.
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FIGURE 2. Closing price sequence of six stocks. (a) PetroChina’s closing price sequence; (b) CITIC Securities’s closing
price sequence; (c) Guizhou Bailing’s closing price sequence; (d) HiFuture Technology’s closing price sequence;
(e) Xinning Logistics’s closing price sequence; (f) Zhongke Electric’s closing price sequence.

TABLE 4. Prediction model.

In this paper, the six models in Table 4 forecast the
closing prices of the six stocks. Fig. 3 to 8 intuitively
show these six stocks’ predicted and actual values. In these
figures, the X -axis illustrates the number of trading days
in the test set, and the Y -axis indicates the stock closing
price. In addition, the red line represents the actual clos-
ing price, and the blue line is the predicted one. The pre-
diction results display that the predicted value curve of
the LSTM model corresponds to the actual value of the
stock price in the trend. However, there is always a par-
ticular divergence between the actual and predicted values,

which has an evident lag phenomenon. From the predic-
tion results of other models, the MS-SSA-LSTM model has
a prediction curve closer to the natural stock price curve.
When the stock price fluctuates sharply, the MS-SSA-LSTM
model’s prediction effect is significantly better than other
models.

To further verify the prediction performance of this model,
Table 5 reveals the assessment criterion result of each pre-
diction model. The bold and underlined data in the table are
the best experimental results among all models. Compared
with MLP and CNN models, the LSTM model’s predicted
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FIGURE 3. PetroChina share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

FIGURE 4. CITIC Securities share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

value is closer to the actual value. Thus, the LSTM model is
superior toMLP andCNNmodels. Comparedwith the LSTM

model of a single data source, the MS-LSTM model with
multi-source data has a better prediction effect. Compared
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FIGURE 5. Guizhou Bailing share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

FIGURE 6. HiFuture Technology share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

with the SSA-LSTM model with a single data source, the
MS-SAA-LSTM model with sentiment indicators in input

variables has higher prediction accuracy. The values of
MAPE,MAE, andRMSE areminor, andR2 is closer to 1. The
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FIGURE 7. Xinning Logistics share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

FIGURE 8. Zhongke Electric share price forecast. (a) MLP; (b) CNN; (c) LSTM; (d) MS-LSTM; (e) SSA-LSTM;
(f) MS-SSA-LSTM.

experiment results indicate that the prediction outcomes are
more precise when themodel’s input variables include a stock
forum and news sentiment analysis results. At the same time,

combining the emotional indicators obtained from the text
information of stock reviews and news with the fundamental
stock trading data is necessary.
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TABLE 5. Model evaluation criteria analysis.

TABLE 6. Prediction effect of the MS-SSA-LSTM model with different time steps.

In addition, to verify the SSA’s efficacy in optimiz-
ing the LSTM model parameters, this paper compares the

model optimized by SSA with the model of artificially set
parameters. The results show that the SSA-LSTM model
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outperforms the LSTMmodel regarding prediction effect and
closeness to the actual value and has a minor prediction error.
The MS-SSA-LSTM model surpassed the MS-LSTM model
in prediction ability and impact. The experimental outcomes
show that SSA has a powerful ability to train parameters,
which can avoid the over-fitting of model training and pre-
vents the gradient from disappearing or exploding. Therefore,
SSA improved the stock price forecast model’s performance.

From the predictions of the latter four models, the fitting
degree of the models is the MS-SSA-LSTM, SSA-LSTM,
MS-LSTM, and LSTM prediction model in order from high
to low. The prediction and evaluation criteria obtained by
the MS-SSA-LSTM model on six stock data sets are smaller
than other models, and R2 values are closer to 1. Taking
PetroChina as an example, in the MS-SSA-LSTMmodel, the
value of MAPE, RMSE, MAE, and R2 reaches 0.018216,
0.123077, 0.091298, and 0.956459, respectively. The six
stocks’ price predicted by the MS-SSA-LSTM model is
10.74% greater than the standard LSTM model’s average.
Generally speaking, the proposed MS-SSA-LSTM model is
universal and robust in forecasting stock prices.

C. INFLUENCE OF TRADING DAY ON THE STOCK PRICE
PREDICTION
In order to evaluate the result of the time step size on the
MS-SSA-LSTM model’s prediction effect, three different
time steps were chosen, namely 5, 10, and 20. Table 6
depicts the experimental results corresponding to various
time steps. The best-predicted results are identified in bold
and underlined.

First, we analyze HiFuture Technology.When the time step
is 10, the stock price trend can be better predicted. When the
time step is 20, the forecast accuracy is lower, even worse
than the previous five trading days. In addition, some trading
days are too far away from the forecast day, and the data does
not help but negatively interfere with the stock price forecast
effect on the forecast data.

Then, we analyze the results of another five stocks. Setting
the time step to 5 has the best result in PetroChina, CITIC
Securities, Guizhou Bailing, Xinning Logistics, and Zhongke
Electric. If the time step is long enough, the useless data will
influence the model’s training and significantly reduce the
training efficiency. If the time frame is exceptionally long,
relatively irrelevant data will affect the model’s training.

Overall, the prices of six stocks change rapidly, and using
data over more extended periods cannot improve the predic-
tion effect of stock prices.

VI. CONCLUSION AND FUTURE RESEARCH
The stock price is affected by shareholder emotion, and the
hyperparameters in the LSTM network are frequently chosen
based on subjective experience. Therefore, this paper pro-
poses the MS-SSA-LSTM model of stock price prediction.
Six representative data sets of individual stocks in the Chinese
financial market are selected to train and test the model.
Moreover, four assessment indicators are employed to check

the model’s prediction performance. Through comparative
analysis, we can draw the following results.

First of all, the MS-SSA-LSTM model considers multiple
data sources. On the one side, the data source is the character-
istics of the historical transaction data, including the previous
closing price, opening price, closing price, etc. On the other
side, the data source is the sentiment of shareholders in the
market. Adding a sentiment indicator enhances the model’s
predictive performance compared with only using fundamen-
tal stock trading indicators as input. Thus, the stock bar can
be used as a guiding platform for investor sentiment. The
platform managers can conduct public opinion management
and early warning, reasonably guide shareholders to invest
rationally and take countermeasures in advance for possible
panic or riot. Ultimately, we should establish a good and
orderly stock market environment.

Secondly, the parameters of LSTM need to be adjusted
artificially, which challenges obtaining the best prediction
results. Therefore, the SSA is chosen to optimize the LSTM
model’s hyperparameters. This approach not only objectively
explains the network structure and parameter setting of the
model but also improves the model’s adaptability and fore-
casting capabilities. In a challenging financial market, the
LSTM model optimized by SSA can quickly and precisely
comprehend data properties, provide high-precision price
prediction, and decrease investors’ risk.

Thirdly, the comparative experiments of six individual
stocks in different models verify that the MS-SSA-LSTM
model has high accuracy, reliability, and adaptability to the
stock market. In the experiment, 5-10 time steps can make the
prediction effect of the model reach optimal, indicating that
the enormous volatility of China’s financial market is more
suitable for short-term prediction. Meanwhile, this model can
be applied to other time series problems.

Finally, the MS-SSA-LSTM model is universal. Although
we tested the model only on China’s financial market, it is
also suitable for foreign stockmarkets. The input values to the
model are multi-source data, one is the technical stock data,
and the other is the sentiment index of shareholders. These
multi-source data exist in both Chinese and foreign financial
markets. Social media platforms for discussing stock prices
are diversified and open. As long as we can dig out the
comments on the stock, we can calculate the sentiment index
and use it as one of the model’s input features. In addition,
establishing a comment platform for the stock market helps
us collect comments easily and quickly.

In the MS-SSA-LSTM model, our multi-source data still
have limitations. Regarding sentimental analysis, this paper
only divides emotions into positive and negative. In addition,
other variables, such asmacroeconomic conditions and policy
shifts, will also impact the stock price forecast. In the future,
sentimental analysis needs to be further refined. We should
extract different emotional indicators into our research, such
as sadness, fear, anger, and disgust. Meanwhile, more data
sources, such as Weibo and WeChat official accounts, may
be introduced to estimate market sentiments. In addition,
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we should use mining techniques to find other factors that
predict stock prices.
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