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ABSTRACT To unify the local 3D point clouds for the measured object with big size or complex
structure to a global coordinate system, we usually need to adopt global calibration approach to calibrate
the transformation relationship between the global binocular vision sensor (GBVS) and measuring binocular
sensor (MBS) in different viewpoints in the 3DVisionMeasuring System (VMS). The field of view (FOV) of
the two global cameras in GBVS determines the measurement range of the 3D VMS in the global calibration
process. In the traditional 3D VMS of single-station multi-viewpoint, the measurement range is limited
because of the two global cameras in the GBVS are needed to have a public FOV. Then, the global calibration
process is also limited. And the global calibration process is complex and easy to cause error accumulation
when a laser tracker is used to replace the GBVS in the 3D VMS. In order to solve this problem, we proposed
a novel global calibration approach based on multi-directional target (MDT) for a novel designed 3D VMS.
It can achieve the function of global calibration for the designed 3D VMS once the MDT appears in the FOV
of the global camera. Finally, we adopt two global cameras which don’t need to have a public FOV to form
GBVS. It can further expand the measurement range of the 3D VMS. And the global calibration efficiency
can also be improved at the same time. The feasibility and effectiveness of the proposed global calibration
algorithm are verified through experiments. The experimental results show that the accuracy of the proposed
global calibration algorithm can reach up to 0.08 mm after optimizing. It has broad application prospects
and practical theoretical research value.

INDEX TERMS Multi-viewpoint, global calibration, global binocular vision sensor, 3D vision measuring
system, transformation matrix.

I. INTRODUCTION
With the rapidly development of 3D measurement technol-
ogy [1], 3D reconstruction technology [2], [3] has been
widely used in workpiece flaw detection [4], bioengineer-
ing [5], cultural relic protection [6], virtual reality [7] and
other fields. The 3D VMS [8], [9], [10] is often used for 3D
reconstruction of the measured objects. A 3D VMS usually
consists of projector and MBS. Projector projects structured
light to the measured object. The MBS acquires the struc-
tured light image. Then, a 3D reconstruction of the measured
object is completed by processing the structured light image.

The associate editor coordinating the review of this manuscript and
approving it for publication was Gangyi Jiang.

However, one scan can only complete the local 3D recon-
struction of the measured object when the measured object
has a large size or complex structure. So, it is necessary
to unify the local 3D point clouds obtained from different
viewpoints into the global coordinate system [11] in order
to complete the overall 3D reconstruction for the measured
object. Therefore, we can see that the global calibration
of the transformation relationship between local 3D point
clouds obtained frommultiple viewpoints by theMBS is very
important.

Since the local 3D point clouds is obtained by theMBS, the
global calibration of the transformation relationship between
the local 3D point clouds is also the global calibration of
the MBS in different viewpoints. According to the different
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principles of global calibration, the global calibration
approach is mainly divided into the following five types: 1.
Global calibration with common region. We must make sure
that there is a common region between the adjacent local
3D point clouds [12], [13]. The transformation relationship
between the adjacent local 3D point clouds can be calculated
according to the common region. Then, the global calibration
can be completed by the calculated transformation relation-
ship. This approach needs to deal with a large amount of point
clouds information, which is time-consuming. And the global
calibration function cannot be completed when the adjacent
point clouds have no common regions. 2. Global calibration
with marker. Paste marker [14], [15] on the measured object,
and then, we can calibrate the transformation relationship of
the local point clouds according to the marker. The pasted
marker will contaminate the surface of the measured object.
And when the aim of the 3D reconstruction of the measured
object is for defect detection, it is will result in failure to
detect the defect if the marker is coincidental pasted on the
defect of the measured object. Therefore, this approach is not
suitable for defect detection of the measured object. And it
is also not suitable for the measured objects that are prone
to expansion or corrosion. 3. Global calibration with the
platform. Put the measured object on a moving platform,
and the transformation relationship between the local point
clouds of the measured object [16], [17] can be provided by
the moving platform. Then, the global calibration can realize
by the provided transformation relationship between the local
point clouds. This method strictly depends on the positioning
accuracy of the moving platform, and the process of human-
computer interaction is complex. It is only suitable for the
measurement of small object. 4. Global calibration with the
mechanical arm. The measuring head is rigidly connected to
the mechanical arm [18], [19], and the pose of the local point
clouds at each viewpoint can be provided by the mechanical
arm. Then, the global calibration can be completed by the
provided transformation relationship between the local point
clouds. This approach strictly depends on the accuracy of
the mechanical arm and needs to calibrate the mechanical
arm in advance. The global calibration is inability completed
when the scanning range exceeds the working range of the
mechanical arm. 5. Global calibration of single-station multi-
viewpoint [20], [21], [22]. In this method, a single-station
multi-viewpoint 3D VMS is needed. The system is usually
composed by a GBVS (composed by two global cameras
with public FOV) and a measuring head (composed by posi-
tioning marker and MBS). The positioning marker is rigidly
connected with the MBS. The MBS is used to collect the
image of the measured object. The GBVS is used to collect
the image of the positioning marker Synchronous. Take the
positioning marker as intermediate medium, then, the global
calibration of the transformation relationship between the
MBS and GBVS can be realized with the positioning marker.
This method has the advantages of high accuracy and flexible
usage. It is suitable for the measurement the objects with var-
ious size. Therefore, the global calibration of single-station

multi-viewpoint approach has been widely used in the field
of 3D reconstruction. The scholars all over the world have
also carried out in-depth research on it.

Barone [20] et al proposed a multi-viewpoint shape mea-
surement method based on 3D optical measuring system.
This method needs to set up a series number of reverse
reflection spheres with known transformation relationship on
the 3D optical measuring system. It needs to build a standard
model in advance for the reverse reflection spheres. Compare
the standard model with the reverse reflection sphere route
which moving in space to complete the global calibration.
It is required different spatial triangles which formed by
every three reverse reflection spheres in the process of global
calibration. So, at least three reverse reflection spheres must
be captured each time, and a GBVS (composed by two global
cameras with public FOV) must be used to complete the
global calibration. The measurement range is limited and the
structure of the 3D optical scanner is complex. The calibra-
tion condition is harsh. Shi [21] et al proposed a large-scale
3D measuring system based on LED. This method adopts
LED as the medium to complete the global calibration. But,
the light of LED will be distorted in the process of propa-
gation due to the reflection and scattering of light. This will
result in a decrease of the accuracy for the feature points
extracted from the image. Thereby reducing the accuracy
of global calibration. It also needs a GBVS (composed by
two global cameras with public FOV) to complete the global
calibration. Zhou [22] et al proposed a global calibration
approach based on multidimensional combined collaboration
target (MCCT). This approach completes the global calibra-
tion by collecting the image of the reflection sphere on the
MCCT by the laser tracker. The multiple reflection spheres
on the MCCT need strict constraints for distance and angle.
The structure of the MCCT is complex. It also needs a
3-coordinate measuring machine to calibrate the geometric
relationship between the reflection spheres in advance. The
calibration process is easy to cause error accumulation, and
the usage of the scene is limited. It also has a high cost.

In summary, the traditional single-station multi-viewpoint
3D VMS mainly has two disadvantages: 1. The two global
cameras which constitute the GBVS to collect images of the
positioning marker must have a public FOV, which will lead
to the reduction of the measurement range of the system.
2. The measurement range is extended when a laser tracker
is used to capture images of the positioning marker. But
a reflector needs to be installed on the measured object to
reflect the laser to the laser tracker. The Laser is easy to be
affected by the external interference factors such as illumi-
nation, vibration and so on. Then, the laser tracker may not
receive the correct laser information because of the external
interference factors. Besides that, the maintenance cost of
the laser tracker is very high. In order to overcome these
limitations, a 3D VMS is designed in this paper. We also
propose a global calibration approach aiming at the designed
3DVMS.With the proposed approach, we can use two global
cameras without the public FOV to form the GBVS to expand
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the measurement range of the designed 3DVMS. Ourmethod
is flexible to use and the system designed by this paper is low
cost. It is can be suitable for a variety of scenes.

The organization of this paper is as follows: Section II
introduces the overall measurement model of the designed
3D VMS. And we illustration the proposed global calibration
algorithm in Section III. The experiments and results are
given to verify the feasibility and effectiveness of the pro-
posed global calibration approach in Section IV. In section V,
the advantages and disadvantages of the designed 3D VMS
and the proposed global calibration approach are discussed.

II. MEASUREMENT MODEL
The designed 3D VMS is composed by GBVS (composed by
left global camera and right global camera) and measuring
head. The 3D VMS is shown in Fig. 1 (a). The measuring
head is shown in Fig. 1 (b).

FIGURE 1. Schematic diagram of the designed 3D VMS.

The designed measuring head is composed byMBS,MDT,
and connector [23]. Themorphologies of theMBS,MDT, and
connector are shown in Fig. 2, where (a) represents the MBS
for collecting local 3D point clouds of the measured object,
(b) represents theMDTwhich is used for the GBVS to collect
images and (c) represents the connector for rigidly connecting
the MBS and MDT.

FIGURE 2. The main components of the measuring head.

Themeasurementmodel of the designed 3DVMS is shown
in Fig. 3. The scanning head is controlled by manual or
manipulator to move around the measured object and the
standard target. The MBS collects the local 3D point clouds
information of the measured object and the standard target
synchronously. At the same time, we keep the pose of the
GBVS unchanged and the GBVS collects MDT images at
each viewpoint. The local 3D point clouds information col-
lected by the MBS can be unified into the coordinate system
of the GBVS by using the MDT as intermediate medium.

Then, the function of global unity of the local 3D point clouds
can be realized. We need to define some symbols and the
coordinate systems in advance in order to describe the mea-
surement model of the designed 3D VMS. First, we establish
the left global camera coordinate system as global coordinate
system og − xgygzg and establish the right global camera
coordinate system or − xryrzr . The transformation matrix
from or − xryrzr to og − xgygzg is called T rg. The MBS
coordinate system andMDT coordinate system is established
as os− xsyszs and ot − xtytzt respectively. Then, the transfor-
mation matrix from os − xsyszs to ot − xtytzt is called T st .
We make osn − xsnysnzsn represent the coordinate system of
MBS at viewpoint n (n = {1, 2, . . . ,N |N ∈ N+}). Then,
at viewpoint n, the transformation matrix from ot − xtytzt
to og − xgygzg is T tng , and the transformation matrix from
ot − xtytzt to or − xryrzr is T tnr .

FIGURE 3. Measurement model of the 3D VMS.

At the viewpoint n, we can calculate T tng by Equation (1)
when only the right global camera can capture the image of
the MDT. When the left global camera can capture the MDT
image directly, we can directly calculate T tng according to the
PNP principle [24].

T tng = T tnr · T
r
g (1)

where, the transformation matrix T is composed of rotation
matrix R and translation vector t, as shown in (2).

T =
[
R t
0 1

]
(2)

Then, we can solve the transformation matrix T sng from
osn − xsnysnzsn to og − xgygzg at the viewpoint n by (3). T sng
represents the result of the global calibration. T sng = T st · T

tn
g

or T sng = T st · T
tn
r · T

r
g can be chosen when the left global

camera or right global camera is used to collect the MDT
images respectively.

T sng =

{
T st · T

tn
g , left

T st · T
tn
r · T

r
g, right

(3)

At viewpoint n, Psn represents the 3D coordinates of the
feature points on the measured object in osn − xsnysnzsn.
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Then, we can transform Psng to og − xgygzg to calculate Psng
by (4).

Psng = T sng · P
sn (4)

Through all the above process, we can know that it is
necessary to calculate T sng to transform Psn to og − xgygzg
under the premise of Psn is known. The function of global
unified for the local 3D point clouds of the measured object
in different viewpoints can be realized with the calculated
T sng . Therefore, the solution of T

sn
g is the key in the process of

global unification for the local 3D point clouds. The process
of calculating T sng is called global calibration for the designed
3D VMS. We can complete the preliminary solution of T sng
by (1), (2) and (3). In Fig. 3, we can get T s1g by ① and ② at
viewpoint 1. In the same way, T sng can be calculated by ③ and
④ at viewpoint n. However, the accuracy of T sng calculated
at the preliminary may be low. This will result in the low
accuracy of the global calibration. So, we optimize T sng with
the following measurement method.

First of all, we make Pbnd (d = {1, 2, . . . ,M |M ∈ N+},
M represents the total number of the feature points) represent
the coordinates of the feature points in the standard target in
osn−xsnysnzsn , where d represents the d th feature points in the
standard target. Then, we can calculate Pgnd by transferring
Pbnd to og − xgygzg by (5).

Pgnd = T sng · P
bn
d (5)

We calculate Ebng According to (6). Ebng represents the aver-
age distance between the corresponding Pgnd and Pgn+1d . Pgn+1d
represents the coordinates of feature points in the standard
target in og − xgygzg at viewpoint (n+1).

Ebng =
1
M

∑M

d=1

∥∥Pgnd − Pgn+1d

∥∥
2 (6)

When Pbnd and Pbn+1d remain unchanged, we can know that,
the closer Ebng is to 0, the higher the accuracy of T sng we
can get. Therefore, we propose an optimization algorithm
by minimizing Ebng to optimize T sng to improve the overall
accuracy of the global calibration according to this principle.

III. GLOBAL CALIBRATION ALGORITHM
The designed algorithm of global calibration consists of two
parts: 1. Main algorithm. 2. Optimization algorithm. The
main algorithm is used to complete the initial solution of T sng .
And the optimization algorithm is used to improve the accu-
racy of the initial T sng .

A. MAIN ALGORITHM
The main algorithm consists of two parts: 1. Calibrate the
transformation matrix T st . 2. Calibrate the transformation
matrix T sng at different viewpoints.

1) CALIBRATION BETWEEN MBS AND MDT
Through (3), we can know that it is necessary to calculate T st
before calculating T sng . We use optical measurement method

to calculate T st in this paper. The measurement model of T st
is shown as Fig. 4. In Fig. 4, The binocular vision sensor
(BVS) is composed of left camera and right camera. The
intermediate plane target is placed in front of the MBS. The
MBS and the left camera of the BVS collect the intermediate
plane target image respectively. And the right camera of the
BVS captures the MDT image synchronously.

FIGURE 4. The measurement model of T s
t .

We establish intermediate plane target coordinate
system oa − xayaza, the right camera of the BVS coordinate
system om − xmymzm, the left camera of the BVS coordi-
nate system ol − xlylzl and the image coordinate system
o − uv. The 3D coordinates of the feature points in the
intermediate plane target in oa− xayaza is Pa = (Xa,Ya,Za).
The 2D coordinates of the feature points in the intermediate
plane target in o − uv corresponding to MBS and right
camera of the MBS are psa =

(
xsa, y

s
a
)
and pla =

(
x la, y

l
a
)

respectively. We can calculate the transformation matrix Tas
from oa − xayaza to os − xsyszs and Tal from oa − xayaza
to ol − xlylzl with PNP principle after correct matching Pa
and psa, Pa and pla. Show as ① and ② in Fig. 4. Then, the
transformation matrix T ls from ol − xlylzl to os − xsyszs can
be solved by (7).

T ls =
(
Tas

)−1
· Tal (7)

The MDT consists of multiple coplanar small targets (CSTs)
and each CST has four feature points. In Fig. 4, we can
see that the feature points on a single CST in the MDT are
Pch =

{
Pc1,P

c
2,P

c
3,P

c
4

}
. We extract the 2D coordinates of

the feature points in the image collected by the right camera.
Make N1 represent the total number of feature points on the
MDT, pmi (i = {1, 2, . . . ,N1|N1 ∈ N+}) represent the ith

feature point in MDT. The corresponding 3D coordinates Pmi
in ot − xtytzt can be calculated by the following 4 steps
according to the reference [23]:

① The camera collects MDT images from multiple
angles. And we can extract the 2D coordinates pch of
the feature points in MDT images. Based on pch and
the known side length of the CST, the transformation
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relationship between the coordinate system of all CSTs
and the camera coordinate system is solved.

② Weneed calculate the angle θ between the plane normal
vector of a CST and the camera optical axis. Then, the
CST whose θ is too large should be eliminated. After
that, the images are reordered to ensure that there is
at least one same CST in two adjacent images. Then,
transform Pch to the corresponding camera coordinate
system to get P′c

h.
③ According to the ICP principle, all P′c

h can be trans-
formed to the global coordinate system. Then, the ini-
tial value of Pcth can be calculated.

④ Reproject Pcth to the corresponding images to get the
reprojection points pcth . Then, we can calculate the
reprojection error between Pcth and pcth . After that,
we can establish the optimization objective function
according to the distribution relationship between θ and
reprojection error. Then, Pmi with high accuracy can be
got after the global optimization.

After get pmi and Pmi , we can calculate the transformation
matrix T tm from ot −xtytzt to om−xmymzm according to PNP
principle, show as ③ in Fig. 4. And then, the transformation
matrix T tl from ot − xtytzt to ol − xlylzl can be solved by
using the principle of binocular vision calibration. After that,
we can calculate the transformationmatrixT tl from ot−xtytzt
to ol − xlylzl by (8).

T tl = T tm · T
m
l (8)

At last, we can calculate the transformation matrix T st from
os − xsyszs to ot − xtytzt by simultaneous (7) and (8), shown
as (9).

T st =
(
T tl · T

l
s

)−1
(9)

2) CALIBRATION BETWEEN MBS AND GBVS
We need calculate T tng to get T sng after solving T st with (3).
The process of solving T tng is as follows: Firstly, calibrate
the parameters of GBVS to calculate T rg by using Zhang’s
calibration method [25]. At viewpoint n, when only the right
global camera of the GBVS can capture the MDT image,
we can calculate T tng according to (1). When the left global
camera of GBVS can capture theMDT image, we can directly
calculate T tng with PNP principle.
In fact, the process of unifying Psn to og − xgygzg is the

process of registering the point clouds of previous and next
viewpoint for theMBS. So, it is only necessary to research the
process of unifying Psn at the previous and next viewpoints
to og−xgygzg. According to the above analysis, we can know
that the global calibration can be completed by researching
the process of calculating the transformation matrix T s1g and
T s2g from os − xsyszs to og − xgygzg in viewpoint 1 and view-
point 2. We can get four cases when solving T s1g and T s2g
according to the situation of using the left global camera
or right global camera when the GBVS captures the MDT
pictures, as shown in Table 1.

TABLE 1. Four cases of global calibration for two viewpoints.

In case 1, when both of viewpoint 1 and 2 adopt the left
global camera to collect MDT images, T s1g and T s2g can be
solved respectively, as shown in (10).{

T s1g = T st · T
t1
g

T s2g = T st · T
t2
g

(10)

In case 2, when viewpoint 1 adopts the left global camera
and viewpoint 2 adopts the right global camera, T s1g and T s2g
can be solved respectively with (11).{

T s1g = T st · T
t1
g

T s2g = T st ·
(
T t2r · T

r
g

) (11)

In case 3, when viewpoint 1 adopts the right global camera
and viewpoint 2 adopts the left global camera, T s1g and T s2g
can be solved respectively by (12).{

T s1g = T st ·
(
T t1r · T

r
g

)
T s2g = T st · T

t2
g

(12)

In case 4, when both of viewpoint 1 and 2 adopt the right
global camera, we can get T s1g and T s2g respectively by (13).T s1g = T st ·

(
T t1r · T

r
g

)
T s2g = T st ·

(
T t2r · T

r
g

) (13)

Through all the above process, we can solve T s1g and T s2g in
all cases. Then, the main algorithm of the global calibration
proposed in this paper can be realized.

FIGURE 5. Measurement model of standard target for two viewpoints.

B. OPTIMIZATION ALGRORITHM
This section proposes an optimization algorithm to optimize
the main algorithm. We achieve the optimization by dealing
with the feature points on the standard target according to the
proposed measurement model.

71696 VOLUME 11, 2023



P. Sun et al.: Novel Global Calibration Approach for Multi-Viewpoint 3D Vision Measuring System

The MBS collects the standard target images from view-
point 1 and 2 respectively. And the GBVS collects the MDT
images synchronously. Pb1d and Pb2d in two viewpoints are
both unified to og − xgygzg by using the MDT images as the
intermediate medium. The measurement model of standard
target for two viewpoints is shown in Fig. 5.
According to the condition of case 1 in Table 1, we com-

bine (5), (6) and (7) to get (14). It can be seen from (14) that
the value of Eb1g can be reduced and the accuracy of global
calibration can be improved by an optimal combination of
T st , T

t1
g and T t2g when Pb1d and Pb2d remain unchanged. There-

fore, we analyze the process of solving T st , T
t1
g and T t2g to

find out the optimal combination of the three transformation
matrixes.

Eb1g =
1
M

∑M

d=1

∥∥∥Pb1d · T st · T t1g − Pb2d · T st · T t2g ∥∥∥
2

(14)

The MDT images are all needed in the process of solving
T st , T

t1
g and T t2g . Because of the multi-directional visibility

of the MDT, the image of the MDT collected by the camera
may contain multiple CSTs with different codes. And the
normal plane vectors of the CSTs are different. Assume that
the angle between the normal plane vector of the CST and
the optical axis of the camera which collects the image is
θ (00 ≤ θ ≤ 900). Then, the closer θ is to 0, the higher
accuracy of the extracted 2D feature points is. The larger
θ is, the lower accuracy of the extracted 2D feature points
is. The wrong feature points may be extracted when θ is
almost close to 900. This will result in errors in the calculated
transformation matrix and failing to provide data support for
the subsequent 3D reconstruction of the measured object.
According to the above analysis, we can see that there may
be multiple CSTs in an MDT image and this will lead to the
accuracy of the 2D feature points varied in a large range. Fur-
thermore, it affects the solution of the transformation matrix
from the MDT coordinate system to each camera coordinate
system. Therefore, we can confirm the optimal combination
of T st , T

t1
g and T t2g by processing the feature points in the

MDT images.
First, we calculate each θ in all MDT images. Then,

arrange θ from small to large in the corresponding image
respectively to get θL. We get θ1, θ2 and θ3 by setting the
value in θL as the threshold in turn. θ1, θ2 and θ3 correspond
to the angle of the CST in the three MDT images which used
to solve the initial values of T st , T

t1
g and T t2g , respectively. The

CSTs with angles greater than θ1, θ2 and θ3 in the image are
moved, and only the feature points on the remained CSTs are
processed. The three MDT images for solving T st , T

t1
g and

T t2g are defined as the first MDT image, the second MDT
image and the third MDT image respectively. The number
of remaining feature points in one MDT image should be
guaranteed to be no less than 4. After that, the feature points
with large distortion in the image can be eliminated by further
processing the image.We define the various symbols that will
be used later by the following process.

1) PROCESS THE FIRST MDT IMAGE
The remaining feature points in the first MDT image are
processed when solving T st . The feature point p̃

m
i which Pmi

reprojected to the image captured by the right camera of the
BVS are calculated according to (15). Wherein, the rotation
matrix Rtm and the translation vector t tm are solved by (2).

p̃mi = Rtm · P
m
i + t

t
m (15)

We make pmi =
(
xmi , ymi

)
and p̃mi =

(
x̃mi , ỹmi

)
. Then, the

reprojection error Emi between pmi and p̃mi can be solved by
the (16).

Emi =
√(

xmi − x̃
m
i

)2
+

(
ymi − ỹ

m
i

)2 (16)

Em1i′ (i
′
= {1, 2, . . . ,N1|N1 ∈ N+}) can be got after

arranging Emi from large to small. Then, calculate Pm1i′ and
pm1i′ corresponding to Em1i′ . Where pm1i′ represents the 2D
coordinates of the i′

th
feature point in o− uv. Pm1i′ represents

the 3D coordinates corresponding to pm1i′ in ot − xtytzt . Em11
is the largest value in Em1i′ . The 3D and 2D feature point
corresponding to Em11 is Pm11 and pm11 respectively. Then, only
the feature points corresponding to the small reprojection
errors are left to recalculate the transformation matrix with
higher precision by remove Pm11 and pm11 .

Calculate Pm1i′−1 and pm1i′−1 respectively by (17). Pm1i′−1 rep-
resents the remaining 3D feature points after removing Pm11
from Pm1i′ . p

m1
i′−1 represents the 2D feature points after remov-

ing pm11 from pm1i′ .{
Pm1i′−1 = Pm1i′ − P

m1
1

pm1i′−1 = pm1i′ − p
m1
1

(17)

Recalculate the rotation matrix Rt1m , translation vector t t1m
and transformation matrix T t1m according to PNP principle by
matching Pm1i′−1 and pm1i′−1 one by one. Combine (7), (8) and
(9) to get (18) to recalculate the transformation matrix T st1
from os − xsyszs to ot − xtytzt .

T st1 =
(
T t1m · T

m
l ·

(
Tas

)−1
· Tal

)−1
(18)

Then, combine (14) and (18) to get (19) to recalculate the
average distance Eb1g1 between Pb1g and Pb2g .

Eb1g1 =
1
M

∑M

d=1

∥∥∥Pb1d · T st1 · T t1g − Pb2d · T st1 · T t2g ∥∥∥
2

(19)

Set up the threshold β. We adopt the T st1, T
t1
g and T t2g as the

optimal combination if Eb1g1 < β. When Eb1g1 > β, we begin
to process the second MDT image to solve T t1g .

2) PROCESS THE SECOND MDT IMAGE
At viewpoint 1, we extract the 2D coordinate of the feature
points in the remaining CSTs in the second MDT image. N2
represents the total number of feature points in this MDT
image. pl1j (j = {1, 2, . . . ,N2|N2 ∈ N+}) represents the jth

feature point. Calculate the 3D coordinate P l1j in ot − xtytzt
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according to the codes in CSTwhich pl1j located. Calculate the
rotation matrix Rt1g , translator vector t

t1
g and transformation

matrix T t1g . Then, the 2D coordinate p̃l1j which P l1j reprojects
to o− uv can be solved by (20).

p̃l1j = Rt1g · P
l1
j + t

t1
g (20)

Set up pl1j =
(
x l1j , yl1j

)
, p̃l1j =

(
x̃ l1j , ỹl1j

)
. The reprojection

error E l1j between pl1j and p̃l1j can be realized by (21).

E l1j =

√(
x l1j − x̃

l1
j

)2
+

(
yl1j − ỹ

l1
j

)2
(21)

El11j′ (j
′
= {1, 2, . . . ,N2|N2 ∈ N+}) is got by arrange E l1j

from large to small. Calculate P l11j′ and pl11j′ corresponding

to El11j′ . p
l11
j′ represents the 2D coordinate of the j′

th
feature

point in o − uv corresponding to El11j′ . P
l11
j′ represents the

3D coordinate in ot − xtytzt corresponding to pl11j′ . E
l11
1

is the largest value in El11j′ . The 3D and 2D feature point

corresponding to E l111 is P l111 and pl111 respectively. Only the
remaining feature points with high accuracy can be used to
recalculate the higher accuracy transformation matrix after
removing P l111 and pl111 .

Calculate P l11j′−1 and p
l11
j′−1 by (22). P l11j′−1 represents the 3D

feature point after removing P l111 from P l11j′−1. P
l11
j′−1 repre-

sents the corresponding 2D feature point after removing pl111
from pl11j′ . {

P l11j′−1 = P l11j′ − P
l11
1

pl11j′−1 = pl11j′ − p
l11
1

(22)

We recalculate the rotation matrix Rt11g , translation vector
t t11g and transformation matrix T t11g according to the PNP
principle by matching P l11j′−1 and p

l11
j′−1 one by one. Then, the

average distance Eb1g2 between Pb1g and Pb2g can be obtained
by (23).

Eb1g2 =
1
M

∑M

d=1

∥∥∥Pb1d · T st1 · T t11g − Pb2d · T st1 · T t2g ∥∥∥
2
(23)

We adopt T st1, T
t11
g and T t2g as the optimal combination if

Eb1g2 < β. We begin to process the third MDT image at view-

point 2 when Eb1g2 > β. The process of solving T t21g is similar

to the process of solving T t11g . At viewpoint 2, pl21k ′−1(k
′
=

{1, 2, . . . ,N3|N3 ∈ N+}) represents the 2D coordinate of
the k ′

th
feature point in o − uv after removing the feature

points with the largest reprojection error. N3 represents the
total number of the feature points in the third image. Then,
we can recalculate the average distance Eb1g3 between P

b1
g and

Pb2g with (24).

Eb1g3 =
1
M

∑M

d=1

∥∥∥Pb1 · T st1 · T t11g − Pb2 · T st1 · T t21g ∥∥∥
2

(24)

Set T st1, T
t11
g and T t21g as the optimal combination when

Eb1g3 < β. If Eb1gn4 < β, the remaining feature points in
the three MDT images are iterated in turn until the optimal
combination of T st,n1 , T

t1,n2
g and T t2,n3g can be found. We take

Eb1gn4 to represent the average distance between Pb1g and Pb2g .
T st,n1 , T

t1,n2
g and T t2,n3g represent the transformation matrix

after iterating the corresponding feature points respectively.
n1, n2 and n3 represent the number of loops needed to solve
each transformation matrix respectively. n4 represents the
total number of loops needed to obtain the result. Their range
of values is shown in (25).

n1 =
{
1, 2, . . . ,N1 | N1 ∈ N+

}
n2 =

{
1, 2, . . . ,N2 | N2 ∈ N+

}
n3 =

{
1, 2, . . . ,N3 | N3 ∈ N+

}
n4 = {1, 2, . . . , (N1 + N2 + N3 − 9)}

(25)

To sum up, the process of finding the optimal combination
of T st , T

t1
g and T t2g mainly consists of the following steps:

① Select θ1, θ2 and θ3 in turn from θL to remove the CSTs
in the corresponding image which θ is greater than θ1,
θ2 and θ3. Then, we can get the feature points with
higher accuracy.

② Calculate T st1 by the remaining feature points to find
the combination of T st1, T

t1
g and T t2g . If E

b1
g,n4 < β,

we stop the iteration, otherwise, go to the step ③.
③ At viewpoint 1, we calculate T t11g to look for the com-

bination of T st1, T
t11
g and T t2g . If E

b1
g,n4 < β, we stop the

iteration, otherwise, go to the step ④.
④ At viewpoint 2, we calculate T t21g to find the combina-

tion of T st1, T
t11
g and T t21g . If Eb1g,n4 < β, we stop the

iteration, otherwise, go to the step ⑤.
⑤ At viewpoint 2, process the remaining feature point

pl21k ′−1 in the third MDT image. Similar to the process
of solving T t21g , solve T t2,n3g in turn until finding the
combination of T st1, T

t11
g and T t2,n3g to make Eb1g,n4 <

β. Then we can stop the iteration and start to process
the remaining feature point pl11i′−1 in the second MDT
image to calculate T t11g . If Eb1g,n4 > β when the number

of remaining feature points N
(
pl2,n3k ′−n3

)
< 4, we need

to go to step ⑥.
⑥ At viewpoint 1, adopt the method that is similar to the

process of solving T t11g to solve T t1,n2g in turn. Repeat
step ⑤ every time to calculate T t1,n2g until finding the
combination of T st1, T

t1,n2
g and T t2,n3g to make Eb1g,n4 <

β. Then the iteration can be stopped.We start to process
the remaining feature points pl11i′−1 in the second MDT
image to calculate T st1. If E

b1
g,n4 > β when the num-

ber of remaining feature points N
(
pl1,n2j′−n2

)
< 4, go to

step ⑦.
⑦ Calculate T st,n1 in turn with the similar process of

solving T st1. Repeat the step ③∼⑥ in turn every time
to calculate T st,n1 until confirming the combination of
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T st,n1 , T
t1,n2
g and T t2,n3g to make Eb1g,n4 < β. Then the

iteration can be stopped. if Eb1g,n4 > β when the total

number of the remaining feature points N
(
pm,n1
i′−n1

)
<4,

go to step ⑧.
⑧ Arrange all Eb1g,n4 from small to large to calculate E.

Find the combination of T st,n1 , T
t1,n2
g and T t2,n3g that

corresponding to first value E1 in E. This combination
is the optimal combination.

Algorithm 1 Global Calibration Algorithm

Input 3D coordinates P̂
m
i , P̂

l1
j , P̂

l2
k and the corresponding 2D

coordinates
p̂mi , p̂

l1
j , p̂

l2
k of the feature points in MDT image

Output The optimal combination of T st,n1 , T
t1,n2
g and T t2,n3g

1. T = Initation(P) // calculate initial matrix

2. Eb1g ← T st , T
t1
g , T

t2
g // begin optimizing if Eb1g ← β

3. θ = CalculateAngle(P) // calculate angle

4. Pmi , pmi , P
l1
j , pl1j , P

l2
k , pl2k ← θ1, θ2, θ3 // calculate remain feature

points
5. for i = 0 to size (n1) do
6. T st,n1 ←

{
Pmi , pmi

}
// calculate transformation matrix

7. for j = 0 to size (n2) do

8. T t1,n2g ←

{
Pl1j , pl1j

}
9. for k = 0 to size (n3) do

10. T t2,n3g ←

{
Pl2k , pl2k

}
11. if Eb1g,n4 < β

12. output
{
T st,n1 ,T

t1,n2
g ,T t2,n3g

}
13. break

14. if N
(
pl2,n3k ′−n3

)
<4//calculate T t2,n3g

15. break

16. if N
(
pl1,n2j′−n2

)
<4// calculate T t1,n2g

with remaining feature points
17. break

18. if N
(
pm,n1
i′−n1

)
<4// calculate T st,n1

with remaining feature points
19. Break

20. E← Eb1g,n4 // arrange Eb1g,n4 from small to large

21.

{
T st,n1 ,T

t1,n2
g ,T t2,n3g

}
// find optimal combination corresponding

to E1

22. return
{
T st,n1 ,T

t1,n2
g ,T t2,n3g

}

The optimal T sng in the previous and next viewpoint can
be solved after finding the optimal combination of T st,n1 ,
T t1,n2g and T t2,n3g . Then, the function of global calibration for
case 1 in Table 1 can be realized. In the same way, we can
calculate the optimal T sng in the corresponding cases through
the principle of calculating T st,n1 , T

t1,n2
g and T t2,n3g when the

usage of the GBVS belongs to other cases in Table 1.
After all the above process, the global calibration for the

designed 3D VMS can be realized by the proposed main
algorithm and optimization algorithm. We use the pseudo
code to describe the proposed global calibration approach
for the designed 3D VMS more intuitively. The pseudo code
of the proposed global calibration algorithm is shown in

Algorithm 1, where P̂
m
i , P̂

l1
j , P̂

l2
k and p̂mi , p̂

l1
j , p̂

l2
k represent

the 3D and 2D coordinates respectively in the MDT images
to calculate T st , T

t1
g and T t2g .

IV. EXPERIMENT
In this section, the proposed main algorithm and optimiza-
tion algorithm of global calibration are verified by real
experiments. This section is divided into two parts with
experimental device introduction and algorithm verification.
The experimental device introduction part mainly introduces
the designed 3D VMS and the corresponding parameters.
In the algorithm verification part, the feature points in the
images are processed to solve the optimal combination of
T st,n1 ,T

t1,n2
g andT t2,n3g corresponding the four cases in Table 1

to get the high accuracy of T sng in the different viewpoints.

A. EXPERIMENTAL DEVICE INTRODUCTION
The designed 3D VMS is shown in Fig. 6. The intermediate
plane target and standard target we select are both the same
chessboard target. Its material is glass. The effective area of
the chessboard target is 70 mm × 80 mm, and there is 7 × 8
feature points on the effective area. The cell length is 9 mm,
and the processing accuracy is 0.002 mm. The polyhedron
skeleton of the MDT is made by 3D print and the CSTs are
made by film. The processing accuracy of CST is 0.002 mm,
the side length is 48 mm. The interior of the CST is coded
according to Tag36h10 in AprilTags.

FIGURE 6. Schematic diagram of the experimental device.

The models of the left global camera and right global cam-
era of the GBVS are all ME2P-2621-15U3M, and the image
resolution is 5120 pixels × 5120 pixels. The models of the
cameras in the MBS are ME2P-1230-23U3M, and the image
resolution is 4096 pixels × 3000 pixels. The lens models of
the cameras are all V1228-MPY. The cameras and lens are all
made by Daheng. The parameters and distortion coefficients
of the GBVS and the MBS are shown in Table 2 and Table 3
respectively, where rlr and t

l
r represent the rotation vector and

translation vector from the left camera to the right camera
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TABLE 2. Internal parameters and coefficients of the cameras.

FIGURE 7. Feature points in the images to calculate T s
t .

respectively. We adopt the same set of cameras to form the
GBVS and BVS.

B. DALGORITHM VERIFICATION
We complete the verification of the main algorithm and
the optimization algorithm of the global calibration in
this section.

1) VERIFY THE MAIN ALGORITHM
We calculate T st to verify the main algorithm. First, we should
collect the images. The process of collecting images is as
follows: Place the measuring head and intermediate plane
target on the optical platform. The intermediate plane target
is about 300 mm from the front of the MBS in the measuring
head. The BVS is placed above the intermediate plane target
and measuring head and it is fixed on the aluminum frame on
the optical platform. We keep the relative pose of the BVS,
measuring head and intermediate plane target unchanged.
The right camera of the BVS can collect the image of the
MDT at a distance about 0.55 m. The left camera of the
BVS synchronously collects the image of the intermediate
plane target at a distance about 1m. At the same time, the
left camera of the MBS collects the intermediate plane target
image. Process images in turn and extract the corresponding
2D feature points p̂mi , p

l
a and p

s
a, as shown in (b), (d) and (e) of

Fig. 7. Unify the 3D feature points on the intermediate plane
target to oa − xayaza to solve Pa, as shown in Fig. 7. (c).
According to the algorithm proposed by the reference [23],
the 3D feature points on the MDT are unified to ot − xtytzt
to solve P̂

m
i , as shown in Fig. 7. (a).

Calculate T tm, T
a
l and T

a
s in turn according to PNP princi-

ple by matching p̂mi and P̂
m
i , p

l
a and Pa, p

s
a and Pa one by one.

The transformationmatrixT lm from ol−xlylzl to om−xmymzm
can be solved by the values in Table 3. Then T st can be solved
by simultaneous (7), (8) and (9).

TABLE 3. External parameters of the cameras.

FIGURE 8. The corresponding distribution of p̂m
i and Em

i .

Calculate Emi according (15) and (16). The corresponding
distribution of p̂mi and Emi is shown as Fig. 8. We can see that
the maximum value in Emi is greater than 10 pixels, which
is too large and seriously reduces the accuracy of global
calibration. Therefore, it is necessary to eliminate the feature
points corresponding to the error which is relatively larger in
the subsequent optimization algorithm.

We should solve T sng by processing the images collected
by the GBVS and MBS at each viewpoint after solving T st .
Then, we need to collect theMDT images by the designed 3D
VMS. The process of collecting MDT images is as follows:
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Place the measuring head and standard target on the optical
platform. The standard target is placed about 300 mm from
the front of the MBS which is in the measuring head. The
GBVS is placed above the standard target and measuring
head and it is fixed on the aluminum frame of the optical
platform. The working distance of the left global camera and
right global camera of the GBVS are both 0.55 m∼1 m. MBS
collects the standard target image at viewpoint 1, and the
GBVS synchronously collects the MDT image. We move the
measuring head to viewpoint 2 under the condition of keeping
the pose of the GBVS and the standard target unchanged.
Then, the MBS collects the standard target image again, and
the GBVS collects the MDT image synchronously. After
all the above processes, we can obtain MDT images at two
viewpoints. Next, we begin to process the feature points in
the MDT images to verify the proposed main algorithm of
the global calibration approach.

At viewpoint 1, we can extract the feature points pl1 and
pr1 in the standard target images collected by the left camera
and right camera of the MBS, as shown in Fig. 9 (a) and
Fig. 9 (b) respectively. At view point 2, we can extract the
feature points pl2 and p

r
2 in the standard target image collected

by the left camera and right camera of the MBS, as shown in
Fig. 9 (c) and Fig. 9 (d) respectively.

FIGURE 9. pl
1, pr

1, pl
2, pr

2 in viewpoint 1 and 2 respectively.

Then, we can get Pb1d and Pb2d with the relationship of
pl1 and pr1, p

l
2 and pr2 based on the triangulation principle

of binocular stereo vision. As shown in Fig. 10, where (a)
and (b) represent Pb1d and Pb2d respectively. We can see from
Fig. 10 that the MBS can collect corresponding 3D point
clouds information at viewpoint 1 and viewpoint 2 respec-
tively. We can verify the effectiveness of the main algorithm
in the global calibration approach with these 3D point clouds.

Next, we should process the MDT images captured by
the GBVS. First, for the case 1 in Table 1, the 2D feature
points p̂l1j and p̂l2j in the MDT images at two viewpoints are
extracted, as shown in Fig. 11, where (a) and (b) respectively

FIGURE 10. P
b1
d and P

b2
d in viewpoint 1 and 2 respectively.

FIGURE 11. p̂
l1
j and p̂

l2
j of two viewpoints in case 1 in Table 1.

FIGURE 12. Corresponding distribution between Pgn
d and Ed .

represent p̂l1j and p̂l2j . Calculate T
t1
g and T t2g in turn according

to PNP principle by matching p̂l1j and P̂
m
i , p̂

l2
j and P̂

m
i one by

one. Then T s1g and T s2g can be calculated by (10).
Pb1d , Pb2d , T s1g and T s2g can be calculated through all the

above process. And thenPg1d andPg2d can be calculated by (5),
as shown in Fig. 12 (a). We take Ed as the distance error of
the corresponding feature points after subtracting the corre-
sponding point Pg1d and Pg2d . The corresponding distribution
between Pg1d and Ed is shown in Fig. 12 (b). The value of
Eb1g is 0.26mm calculate by (14). In the same way, the images
under case 2, 3 and 4 in Table 1 are processed in turn and the
calculated Eb1g is 1.45mm, 1.25mm and 0.36mm respectively.
The results show that the proposed method can solve T st , T

s1
g

andT s2g . This can provide data support for unifying the feature
points of the measured objects under different viewpoints to
og − xgygzg. It proves the feasibility of the proposed main
algorithm.

2) VERIFY THE OPTIMIZATION ALGORITHM
According to the principle of obtaining the corresponding
distribution of p̂mi and Emi , we calculate the corresponding
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FIGURE 13. p̂
l1
j and E

l1
j , p̂

l2
j and E

l2
j corresponding to all cases in Table 1 in two viewpoints.

TABLE 4. θ1, θ2, θ3 and E
b1
g,n4

after optimization in all cases.

FIGURE 14. Comparison of average distance before and after the
optimization algorithm.

distribution of p̂l1j and El1j , p̂
l2
j and El2j , as shown in Fig. 13,

where (a) and (b) respectively represent the correspond-
ing distribution relationship between feature points and

reprojection errors under the corresponding conditions in
viewpoint 1 and 2. We can see that both El1j and El2j exceed
10 pixels, whichwill result in the low accuracy ofT s1g andT s2g .
This will further reduce the accuracy of global calibration.
Therefore, in the optimization algorithm proposed in this
section, the accuracy of the global calibration algorithm is
improved by successively removing the feature points corre-
sponding to the excessive reprojection errors in turn in the
MDT images.

Set β = 0.1 mm, and then, run the optimization algorithm
proposed in Algorithm 1, the calculated θ1, θ2, θ3 and Eb1g,n4
are shown in Table 4. And the values of the average absolute
error calculated under the four cases are shown in Fig. 14.
It can be seen from Fig. 14 and Table 4 that the accuracy
in all cases in Table 1 has been improved significantly after
optimizing. It means that the optimization effectiveness is
significant. Moreover, according to the optimization algo-
rithm, the accuracy of the designed 3D VMS can reach up to
0.08 mm when the CST corresponding to the angle threshold
in the MDT image and the feature points in the MDT image
with large reprojection errors are all eliminated. This can
prove that the measurement accuracy of our designed 3D
VMS is high enough to measure most of the object with large
size or complex structure by the proposed global calibration
approach in this paper.

After optimization, the corresponding distribution of pmi
and Emi , p

l1
j and El1j , p

l2
j and El2j is shown in Fig. 15. It can be

seen from Fig. 15 that the minimum reprojection error calcu-
lated by the remaining feature points in the MDT image can
be less than 0.03 pixel after optimization. So, the calibration
accuracy of T st,n1 , T

t1,n2
g and T t2,n3g is significantly improves

because of the greatly reduced of the reprojection error. This
further proves the feasibility of our proposed optimization
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FIGURE 15. Distribution of pm
i and Em

i , p
l1
j and E

l1
j , p

l2
j and E

l2
j in all cases after optimization.

FIGURE 16. P
g1
d and P

g2
d in all cases in Table 1.

algorithm. Then, Pb1d and Pb2d in all cases in Table 1 can be
unified into og − xgygzg to get Pg1d and Pg2d by the optimized

T s1g and T s2g with (5). Pg1d and Pg2d in all cases in Table 1 is
shown as Fig. 16. We can see from Fig. 16 that the 3D point
clouds in different viewpoints can be unified into the global
coordinate system with the calculated transformation matrix
between MBS and GBVS.

To sum up, we verify the proposed global calibration
approach for the designed 3D VMS with real experiment in
this Section. And we calculate the optimal combination of

T st,n1 , T
t1,n2
g and T t2,n3g by using the remaining high accu-

racy feature points in the MDT images after removing some
invalid CSTs. The calculated global calibration result can
provide data support for the subsequent global unification of
the local 3D point clouds collected from different viewpoints
for the measured object.

V. CONCLUSION
In this paper, a 3D VMS is designed. This system adopts
the MDT as intermediate medium to unify the local point
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clouds data of the measured object to the global coordinate
system. We also proposed a global calibration approach aim-
ing at the designed 3D VMS. Compared with the traditional
global calibration for the 3D VMS, this approach has two
advantages: 1. We can use only one global camera to achieve
the function of global calibration. Through redundant design
philosophy, we adopt two global cameras without a public
FOV to form a GBVS to expand the measurement range
of the designed 3D VMS. 2. We proposed an optimization
algorithm to improve the accuracy of the global calibration.
It can be seen from the real experiment that the accuracy of the
proposed algorithm can reach up to 0.08 mm. This strongly
proves the effectiveness of the proposed global calibration
approach.

However, the algorithm proposed in this paper heavily
relies on the accuracy of the feature points on the MDT
images. So, how to extract the feature points with high accu-
racy is the focus of the follow-up research process.
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