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ABSTRACT Stroke is a dangerous medical disorder that occurs when blood flow to the brain is disrupted,
resulting in neurological impairment. It is a big worldwide threat with serious health and economic
implications. To solve this, researchers are developing automated stroke prediction algorithms, which would
allow for early intervention and perhaps save lives. The number of people at risk for stroke is growing as the
population ages, making precise and effective prediction systems increasingly critical. wo In a comparison
examination with six well-known classifiers, the effectiveness of the proposed ML technique was explored
in terms of metrics relating to both generalization capability and prediction accuracy. To give insight into
the black-box machine learning models, we also studied two kinds of explainable techniques, namely
SHAP and LIME, in this study. SHAP (Shapley Additive Explanations) and LIME (Local Interpretable
Model-agnostic Explanations) are well-established and reliable approaches for explaining model decision-
making, particularly in the medical industry. The findings of the experiment revealed that more complicated
models outperformed simpler ones, with the top model obtaining almost 91% accuracy and the other
models achieving 83-91% accuracy. The proposed framework, which includes global and local explainable
methodologies, can aid in standardizing complicated models and gaining insight into their decision-making,
which can enhance stroke care and treatment.

INDEX TERMS Stroke prediction, data leakage, explainable machine learning, ANOVA test, SHAPE,
LIME.

I. INTRODUCTION
The incidence of stroke has been increasing globally, and it
is now considered one of the leading causes of death and dis-
ability. Early intervention is crucial in preventing long-term
disability and mortality associated with stroke. Traditional
methods of predicting stroke risk, however, are often time-
consuming and prone to errors.

Recently, machine learning algorithms have shown great
promise in accurately predicting stroke risk based on various
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clinical risk factors. By leveraging these algorithms, clin-
icians can identify high-risk patients and intervene early,
potentially reducing the number of stroke-related complica-
tions and improving patient outcomes.

Additionally, there is a growing need for transparency and
explainability in machine learning models in healthcare. The
use of an interpretable machine learning model can provide
clinicians with valuable insights into the factors that con-
tribute to a patient’s stroke risk, thereby aiding in treatment
decisions.

The World Stroke Organisation estimates that 13 million
people worldwide experience a stroke each year, leading
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to 5.5 million fatalities [1]. Stroke affects all aspects of a
patient’s life, including their family, social environment, and
work, and is one of the top causes of mortality and disabil-
ity in the world [1], [2]. A common misconception is that
certain groups of people, such as the elderly or those with
underlying illnesses, are the only ones who are affected by
stroke. In reality, anybody can be impacted, regardless of age,
gender, or physical health [1], [2]. A stroke is a rapid, serious
disruption in blood flow to the brain that deprives brain cells
of oxygen. It comes in ischemic and hemorrhagic varieties.
Moderate to severe strokes can cause permanent or temporary
damage, depending on their severity. Hemorrhagic strokes are
uncommon; however, they are brought on by the rupture of a
blood vessel in the brain. The most common type of stroke
happens when an artery is blocked or narrows, preventing
blood flow to the brain [3], [4]. Age over 55, prior stroke or
TIA, arrhythmia, high blood pressure, carotid stenosis from
atherosclerosis, smoking, high blood cholesterol, diabetes,
obesity, inactivity, estrogen therapy, blood clotting disorders,
cocaine or amphetamine use, and heart issues like infarction
and cardiac arrest are all risk factors for stroke [5], [6], [7].
Strokes can occur suddenly, and their symptoms might vary
and be unanticipated. The main symptoms of a stroke include
paralysis on one side of the body, numbness in the face, arms,
or legs, difficulty speaking or walking, dizziness, blurred
vision, headache, vomiting, drooping mouth, and, in severe
cases, loss of consciousness and coma. These sensations may
come on suddenly or gradually, and in certain rare cases, they
may cause you to become aware [8], [9], [10].

Stroke can impact both men and women, lowering their
quality of life and putting a load on public health resources.
The scientific community prioritizes building models for pre-
dicting strokes to avoid them, and AI plays a critical role in
this endeavor because it is extensively employed for disease
prevention. Several research has been carried out to construct
models for stroke diagnosis [11], [12], [13], predict treatment
results and patient responses, and design individualized reha-
bilitation techniques [14], [15], [16]. Arslan et al. [17], for
example, suggested a data mining system to predict ischemic
strokes utilizing data from 80 ischemic stroke patients and
112 healthy persons, with the Support VectorMachine (SVM)
classifier achieving the greatest accuracy of 97.89% and
AUC of 97.83%. The study also looked at how different
factors affected identifying the key risk factors for ischemic
stroke.

The motivation for conducting this research is as follows:
• The incidence of stroke is increasing globally, and early
intervention is crucial in preventing long-term disability
and mortality associated with stroke.

• Traditional methods of predicting stroke risk are often
time-consuming and prone to errors, which can result in
delayed intervention and worsened patient outcomes.

• Machine learning algorithms have shown great promise
in accurately predicting stroke risk based on various
clinical risk factors, which can enable early identifica-
tion of high-risk patients and timely intervention.

• The authors seek to explore the use of these algorithms
for stroke prediction while also providing an explainable
model and web application for clinicians to use in early
intervention.

• There is a growing demand for transparent and inter-
pretable machine learning models in healthcare, and the
authors aim to provide a solution to this demand by
providing a model that is both accurate and transparent.

• Overall, the motivation of this work is to enhance stroke
prediction and early intervention, ultimately reducing
the burden of stroke-related disability and mortality.

Some novelties brought in this article are as follows:

• The study aims to create a trustworthy machine learn-
ing model to predict stroke disease, which is a crucial
step toward enabling early intervention and improving
patient outcomes.

• The study addresses the severe class imbalance issue that
results from the stroke patients’ class being substantially
smaller than the healthy class, which is a common chal-
lenge in developing effective prediction models.

• By using Mutual Information Score, Chi-Square Score,
and ANOVA test, the study identifies important features
that contribute to stroke risk, which can aid in under-
standing the decision-making process of the model.

• The study proposes an End-to-End smart healthcare sys-
tem through an android application, which is a unique
contribution to the field of stroke prediction.

• The study compares the proposed machine learning
technique with six well-known classifiers and demon-
strates its effectiveness in terms of both generalization
capability and prediction accuracy.

• The study employs two kinds of explainable techniques,
namely SHAP and LIME, to gain insight into the
decision-making process of the model, particularly in
the medical industry.

• The findings of the experiment reveal that more com-
plicated models outperform simpler ones, which is an
important insight for developing accurate stroke predic-
tion models.

• The proposed framework, which includes global and
local explainable methodologies, can aid in standardiz-
ing complicated models and enhancing stroke care and
treatment, which is a novel contribution to the field.

In this article, we provide a robust model with improved accu-
racy when XAI approaches are used in skin cancer diagnosis,
and we make the following major contributions:

• Using XAI techniques like SHAP and LIME to explain
the network’s predictions can improve the transparency
and precision of a deep-learning model for skin lesions.
This can strengthen the model’s transparency and gen-
eral safety, which will boost confidence in the diagnos-
tic system.

• Balance Dataset: The dataset is Unbalanced with a bias
towards No Stroke in a ratio of 19: 1 for No Stroke:
Stroke. We balance the dataset using SMOTE Analysis
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FIGURE 1. ML workflow with XAI: The model accuracy explains the
prediction and gives the answer ‘‘why I should believe this output’’, ‘‘How
it predicts’’ and ‘‘How can I find an error’’.

• Feature Selection: By using Mutual Information Score,
Chi-Square Score, and ANOVA test, find the Important
Feature.

• Implement aWeb-Based real-time application and Pro-
pose an End-to-End smart healthcare system through an
android application.

A. MACHINE LEARNING IN STROKE PREDICTION
Machine learning algorithms are trained on data on patients
and their medical histories, as well as information about their
risk factors and results, in the context of stroke prediction.
The objective is to create models that can properly forecast
a patient’s chance of having a stroke, and then utilize that
knowledge to identify individuals who are at high risk and
take preventative measures. ML algorithms can examine vast
volumes of data and uncover patterns and correlations that
would be impossible to notice by hand. These models’ results
can be utilized to enhance diagnosis, therapy, and patient
outcomes.

B. EXPLAINABLE ML IN STROKE PREDICTION
Explainable Machine Learning (XAI) is an artificial intelli-
gence discipline that focuses on creating algorithms that can
offer interpretable and transparent explanations for their pre-
dictions. The overall architecture to predict the Stroke using
XAI and ML is shown in Figure 1. XAI algorithms attempt
to give explanations for the reasons behind a forecast in the
context of stroke prediction, allowing medical practitioners
to understand the elements that impacted the prediction and
make educated decisions.

By giving clear and succinct explanations of the models’
decision-making process, XAI algorithms can aid to build
trust in machine learning models for stroke prediction. They
can also assist in identifying and correcting any biases or
flaws in the models. This is especially true in the medical
industry, where decisions can have serious effects on patients.

Feature significance analysis, decision trees, and attribu-
tion approaches are some of the techniques often utilized in
XAI for stroke prediction. These strategies can serve to offer a
better understanding of the links between various risk factors
and the possibility of having a stroke, as well as determine
which risk variables are most important in predicting a stroke.

TABLE 1. Summary of some related papers’ works in terms of accuracy,
algorithm, dataset, and publication year.

This datamay be utilized to createmore effective preventative
and treatment plans.

The accuracy and dependability of AI-assisted diagnostics
may be improved by using XAI in stroke prediction, result-
ing in more confidence in the diagnostic system. To further
enhance the performance of the model, XAI frameworks
additionally provide an interface for domain specialists to
submit comments and justifications. These insights can aid
medical practitioners in making better treatment choices.

The format of this document is as follows: The history of
the subject and a review of similar research are covered in
Section II, with a focus on the advantages and disadvantages
of contemporary methodologies. While Section IV offers the
findings of the experimental investigation, Section III dis-
cusses the constructed model. Section V discusses the issues
with the study’s reliability, and Section VI brings the analysis
to a close by detailing potential future research.

II. RELATED WORK
Table 1 consists of the summary of some related papers’
works in terms of accuracy, algorithm, dataset, and publica-
tion year.

Explainable AI (XAI) and Machine Learning are effec-
tive techniques for predicting outcomes based on prior data.
Islam et al. [18] conducted research on the usage of XAI in
healthcare technology to swiftly diagnose patients. Machine
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learningmethods have been shown to predict stroke outcomes
quickly and accurately. A large quantity of data from patients
with and without strokes is required to train these algorithms.
The goal of the study was to predict brain stroke using XAI
and machine learning models with EEG signal data from
stroke and non-stroke patients in a variety of situations. The
use of electroencephalography (EEG) to predict acute stroke
induced by ischemia episodes is a promising technology.
The study focused on ischemic stroke patients and healthy
persons in active situations, and it employed three-month-
old datasets from 48 patients (45 with ischemic stroke and
75 healthy adults without neurological diseases). Themodel’s
adaptive gradient boosting, Xgboost, and LightGBM were
utilized, and adaptive gradient boosting achieved 80% accu-
racy. To describe the model’s behavior, Eli5 and LIME (Local
Interpretable Model-Agnostic Explanations) were employed.
This study and its models should make diagnostic judgments
easier, quicker, and clearer.

Machine learning approaches were used by Dritsas et al.
[19] to investigate the early identification of stroke. A stroke
happens when the blood supply to the brain is suddenly cut
off. Early detection of such episodes, which can result in
impairment or death, is critical. Several machine learning
models and approaches were investigated in this study, and
the stacking method showed to be the most successful. Var-
ious models, including RF, NBs, LR, KNN, and Stacking,
were evaluated on precision, recall, F-measure, and accuracy
using datasets containing 3254 individuals aged 18 and up.
The stacking technique obtained 80% accuracy, 98.9% AUC,
and 97.4% precision and recall.

Stroke is a worldwide concern caused by a disruption
or decrease in blood circulation to the brain, resulting in
a shortage of oxygen to brain tissue. It causes early death
and expensive economic effects, such as a loss of produc-
tivity in Europe estimated at EUR 12 billion in 2017 and
healthcare costs estimated at EUR 27 billion [20]. Explain-
able AI and machine learning are effective techniques for
predicting strokes. To assess the efficiency of the proposed
machine learning technique, a comparative study of six well-
known classifiers was performed. The multi-layer perceptron
classifier outperformed six other machine learning models
in terms of G-Mean and false-negative rate, with an overall
false-negative rate of 18.60%. The influence of risk variables
on prediction output was investigated using Shapley Additive
Explanations, a method for analyzing the contribution of
input variables based on coalition game theory. The contribu-
tion of each characteristic in predicting the score was calcu-
lated by measuring the points gained or lost in the presence
or absence of a feature. The MLP classifier was chosen as
the best model for this binary problem because it achieved
the best balance of G-Mean and false-negative rate, with a
G-Mean of 75.83% and the lowest false-negative rate.

Islam et al. [21] investigated the application of machine
learning approaches to predict stroke in their study. A stroke
occurs when blood flow to the brain is restricted or decreased,
depriving brain tissue of oxygen and vital nutrients. The

efficacy of theDT, SDG,KNN, SVM, andXGBoost classifier
to predict stroke risk was tested in the study. Stroke was the
top cause of death globally in 2016, accounting for 5.7million
fatalities, or 13% of all deaths. The stroke datasets utilized in
the study were gathered from several hospitals in Bangladesh
and contained 8600 patients, 2500 of whom had had a stroke.

The annual cost of treating stroke sufferers is projected
to be over $26 billion. Darabi et al. [22] study.’s sought to
identify high-risk patients who would benefit from targeted
treatments to prevent 30-day readmission after an ischemic
stroke. The study analyzed the performance of five machine
learning algorithms to develop 15 models for predicting
readmission using patient-level data from electronic health
records. The dataset includes 3184 ischemic stroke patients,
1,960 of whom were from Geisinger Medical Centre and the
remainder from various institutions. The study employed a
data-driven feature selection technique as well as an adaptive
sampling method.

Choi et al. [23] use machine learning to improve knowl-
edge of factors in strokemodeling and to assess the prediction
accuracy of decision trees. To build decision trees, the study
used two algorithms: Cart (Classification and Regression
Tree) and ID3. The overall accuracy rate is 0.981, implying
a 0.019 error rate. 98.17% of patients projected not to have
a stroke were properly predicted, whereas 16.67% of those
anticipated to have a stroke were correctly recognized.

Tazin et al. [24] constructed four machine-learning models
to predict stroke using physiological signs. Logistic Regres-
sion, Decision Tree Classification, Random Forest Classifi-
cation, and Voting Classifier were among the models used.
The SMOTE technique was used for data preparation to
balance the skewed dataset. Random Forest exhibited the
best accuracy, around 96%, which was greater than in earlier
experiments.

Harshitha et al. [25] tested five different machine learning
methods to predict the likelihood of stroke. Random Forest,
Logistic Regression, K Nearest Neighbor, Decision Tree,
and Support Vector Machine were the models used. Random
Forest had the greatest accuracy of 95.5% and was chosen
as the top model owing to its high accuracy and few false
negatives.

The research was undertaken by Dev et al. [26] to find
essential indicators for stroke prediction using statistical
methodologies. The performance of neural networks, deci-
sion trees, and random forests was evaluated using three sce-
narios: original features, PCA-transformed data from the first
two main components, and PCA-transformed data from the
first eight components. The most essential markers for stroke
diagnosis were discovered, and among the approaches tested,
a perceptron neural network with four critical characteristics
had the highest accuracy rate and the lowest miss rate.

Saleh et al. [27] used the Healthcare Dataset Stroke to
assess the efficacy of distributed machine-learning algo-
rithms in predicting stroke. The stroke prediction model
was built using Apache Spark, a prominent big data plat-
form, in conjunction with the MLlib package. Decision Tree,
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Support Vector Machine, Random Forest Classifier, and
Logistic Regression were the four classification techniques
employed. To improve the findings, cross-validation, and
hyperparameter tweaking were applied. The Random Forest
Classifier beat the other models, obtaining 90% accuracy
across all performance measures such as Accuracy, Precision,
Recall, and F1-measure.

In the paper [33], the authors discuss the challenges and
potential biases of deep learning algorithms in medical image
analysis. They propose strategies for improving the explain-
ability and trustworthiness of these algorithms, including
visualization techniques, feature attribution methods, and
interpretable models. The article provides valuable insights
into the importance of ensuring that deep learning algorithms
in medical image analysis are transparent and can be under-
stood by medical professionals and patients alike.

The research gap in the given texts is the absence of
explainability and interpretability of the machine learn-
ing models used for predicting stroke. While the studies
demonstrate the effectiveness of machine learning and XAI
techniques in predicting stroke, they do not provide clear
explanations of how the models arrive at their predictions.
Additionally, the studies do not evaluate the trustworthiness
of the models, which is essential in healthcare applications
where incorrect predictions can have serious consequences.
Future studies should focus on developing more interpretable
machine learning models that can be trusted and provide
clear explanations of their predictions. Another area for future
research is the development of more comprehensive datasets
that include a wide range of patient populations to improve
the generalizability of stroke prediction models. Finally, fur-
ther research can investigate the integration of clinical knowl-
edge into machine learning models to improve their accuracy
and interpretability.

III. METHODOLOGIES
Due to its efficiency in analyzingmassive volumes of medical
data, including photos of skin lesions, machine learning is
being utilized more and more in medical diagnostics, includ-
ing the categorization of skin cancer. The main objectives of
employing machine learning models in the context of stroke
prediction are to increase diagnostic precision and classifi-
cation efficiency. Various machine learning models are often
used to create an automated stroke prediction system, which
is then assessed using metrics like accuracy, recall, and F1
score to find the best model for the job.

This study’s method for categorizing stroke predictions
automatically entails making a ‘‘Yes’’ or ‘‘No’’ prediction.
A five-step approach is used to create the model, as illustrated
in Figure 2: Getting a dataset of electronic health records
is step one. Steps two and three involve pre-processing the
dataset by rescaling and normalizing the data, step four
involves extracting features, step five involves building a
classifier algorithm using the extracted feature vectors, and
step six involves using the SHAP and LIME methods to shed
light on the model’s decision-making process. This improved

FIGURE 2. The framework of proposed ML.

TABLE 2. Dataset description.

strategy attempts to increase the precision of stroke prediction
and assist medical practitioners in making more knowledge-
able treatment decisions.

A. DATASET DESCRIPTION
Obtaining a well-prepared dataset is critical for the efficient
use of deep learning models in a variety of applications.
Nonetheless, high-quality datasets are not always easy to
come by. To create predictions, machine learning algorithms
rely on the characteristics and patterns in the dataset. As a
result, having a clean and well-prepared dataset is crucial
for optimizing performance with deep learning models. The
stroke prediction dataset utilized in the study has 5110 rows
and 12 columns andwas collected fromKaggle, a popular sci-
entific community website. The dataset was unbalanced, with
only 249 rows having a stroke value of one and 4861 rows
having a stroke value of zero. To increase accuracy, the data
was preprocessed and balanced using the SMOTE method.
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FIGURE 3. Target samples distribution from original dataset.

FIGURE 4. Null values visualization.

B. DATA PREPROCESSING
Before developing a model, data pre-processing is required
to remove noise and outliers in the dataset that might jeop-
ardize the model’s training. This step fixes any flaws that
may prevent the model from working properly. Following
the acquisition of the appropriate dataset, the data must be
cleaned and structured in preparation for model building.
The dataset utilized includes twelve characteristics, with the
‘‘id’’ column deleted because it has no bearing on model
creation. The dataset is next examined for missing values and,
if required, filled. In this situation, the mean of the column
data was used to fill in the missing values in the ‘‘BMI’’
column. Label encoding turns the string literals in the dataset
into integer values that the computer can understand. Strings
must be translated to integers since the computer is typi-
cally educated on numbers. The obtained dataset has five
columns of string data. During Label encoding, all strings are
encoded, and the entire dataset is converted into a collection
of integers. The dataset utilized for stroke prediction is highly
skewed. The dataset contains 5110 rows, with 249 suggesting
the likelihood of a stroke and 4861 proving the absence
of a stroke. While utilizing such data to train a machine-
learning model may result in accuracy, other metrics of accu-
racy, such as precision and recall, are insufficient. If such
uneven data is not handled correctly, the results will be erro-
neous, and the prediction will be unsuccessful. As a result,
to develop an efficient model, this uneven data must first be
addressed.

FIGURE 5. Age distribution of stroke patients.

FIGURE 6. Stroke patient’s age on gender.

C. NUMEROUS FEATURES VISUALIZATION
From Figure 5., We can see the stroke patient’s age distribu-
tion is left-skewed. Most of the patients fall between 60 years
to 82 years. Also, there are some young and children female
stroke patients too.

And also Figure 6, provide evidence of the gender where
most of the Male patients fall between 55 years to 82 years.
Most of the Female patients fall between 48 years to 82 years.

Figure 7 describes the stroke patient’s BMI distribution as
right-skewed. Most of the patient’s BMI falls between 25 to
35. Also, there are some high BMI values too.

From Figure 8, we can see that most of the Male patient’s
BMI falls between 25 to 35 whereas most of the Female
patient’s BMI falls between 23 to 31.

Also, Figure 9 depicts the average glucose level where
we can see most of the patient’s average glucose levels fall
between 60 to 120. In addition, there are some high average
glucose levels too.

From Figure 10, it is concluded that most of the
Male patient’s average glucose levels fall between 70 to
120 whereas most of the Female patient’s average glucose
levels fall between 55 to 115.

D. BINARY NUMERICAL FEATURES VISUALIZATION
From Figures 11 and 12, we can visualize that most stroke
patients do not have hypertension. Only 28.71% of patients
have hypertension.

Figures 13 and 14 visualizations of the Stroke Patient’s
Heart Disease number. We can see that most stroke patients
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FIGURE 7. Stroke patient’s BMI distribution.

FIGURE 8. Stroke patient’s BMI on gender.

FIGURE 9. Stroke patient’s average glucose level distribution.

FIGURE 10. Stroke patient’s average glucose level on gender.

do not have heart disease. Only 19.14% of patients have heart
disease.

E. CATEGORICAL FEATURES VISUALIZATION
Figures 15 and 16 describe that most of the stroke patients are
Female with a ratio of 57.42% followed byMales with a ratio
of 42.58%.

FIGURE 11. Stroke patient’s hypertension status.

FIGURE 12. Stroke patient’s hypertension status.

FIGURE 13. Stroke patient’s heart disease.

FIGURE 14. Stroke patient’s heart disease.

Figures 17 and 18 describe Smoking status where four
types of status are available to predict stroke. In this dataset,
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FIGURE 15. Stroke patient’s gender.

FIGURE 16. Stroke patient’s gender.

FIGURE 17. Stroke patient’s smoking status.

FIGURE 18. Stroke patients smoking status.

most of the stroke patients have Never Smoked with a ratio of
40.19%. Some of the stroke patients have Smoked Previously

FIGURE 19. Stroke patient’s marital status.

FIGURE 20. Stroke patient’s status.

FIGURE 21. Occupation type of stroke patient’s.

FIGURE 22. Stroke patient’s occupation type.

with a ratio of 27.27%. For some patients, the smoking status
is unknown.
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FIGURE 23. Stroke patient’s residence type.

FIGURE 24. Stroke Patient’s Residence Type.

FIGURE 25. Correlation map of features. How closely are each of the
features correlated?

The Matarial status affects Stroke Patients. Most of the
stroke patients are Married with a ratio of 89.00% followed
by Unmarried with a ratio of 11.00%

Figures 21 and 22 describe the Occupation type where
most of the stroke patients have experienced Private Jobs
with a ratio of 61.06%. Some of the stroke patients have
experienced Self Employment with a ratio of 25.48%. Some
of the stroke patients have experience in Government Jobs

FIGURE 26. Visualization of clustering of each feature with other.

with a ratio of 13.46%. Only 1 patient is children that’s why
it was not included in the donut chart.

Figures 23 and 24 Stroke Patient Residence type where
52.15% of patients live in Urban areas and 47.85% of patients
live in Rural areas.

Figures 25 and 26 reveal that the target feature and other
characteristics have a poor association. The target character-
istic has a little positive connection with age, hypertension,
heart disease, and average glucose level. Stroke, Hyperten-
sion, Heart Disease, Average Glucose Level, and BMI all
have a minor positive connection with age. Marital Status,
Occupation Type, and BMI all have a slight positive connec-
tion with smoking status. Age and Occupation Type have a
medium positive association, whereas Age andMarital Status
have a medium negative correlation.

F. FEATURE ENGINEERING
Categorical Features (Order):

• Gender: male > female
• Hypertension: hypertension > no hypertension
• Heart disease: heart disease > no heart disease
• Ever married: married > no married
• Working type: Private > Self-employed > Govt job >

children. the stress from work can lead to stroke.
• Residence type: Urban > Rural. mortality due to stroke
is higher in rural areas than in urban areas due to poor
medical treatment.

• Smoking status: never smoked > formerly smoked >

smokes. smoking increases the risk of stroke.

Discrete Features (Range):

• Age (55 – 80): The chance of having a stroke doubles
every 10 years after age 55.
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• Avg glucose level (80 – 200): High blood glucose
is found in stroke cases. A value of 126+ has been
observed a lot.

• BMI (20 – 40): High BMI values increase the chances
of ischemic stroke.

The dataset is Unbalanced with a bias towards No Stroke in a
ratio of 19: 1 for No Stroke: Stroke. We will first balance the
dataset using SMOTE Analysis!

By using SMOTE to generate synthetic data points, we can
ensure that the new data is representative of the original data,
while also addressing any imbalances or biases that may be
present. This can lead to more accurate and reliable results,
which can ultimately help to improve our understanding of
the phenomenon being studied.

To cope with unbalanced data, there are 2 options:

• Under-sampling: Trim down the majority of samples of
the target variable.

• Oversampling: Increase the minority samples of the tar-
get variable to the majority samples.

For best performances, the combination of under-sampling
and oversampling is recommended.

• First, we will undersample the majority samples and it
is followed by oversampling minority samples.

• For data balancing, we will use learn.
• PIP statement: pip install imbalanced-learn

The calculation for Data Balancing:

• Sampling Strategy: It is a ratio that is the common
parameter for oversampling and under-sampling.

• Sampling Strategy: (Samples of Minority Class) / (Sam-
ples of Majority Class)

• In this case,

– Majority Class: No Stroke: 4861 samples
– Minority Class: Stroke: 249 samples

Under-sampling: Decrease the majority class

• Sampling Strategy = 0.1
• 0.1 = (49) / Majority Class Samples
• After under-sampling,
• Majority Class: No Stroke: 2490 samples
• Minority Class: Stroke: 249 samples

Oversampling: Increase the minority class samples

• Sampling Strategy = 1
• 1 = (Minority Class Samples) / 2490
• After oversampling,
• Majority Class: No Stroke: 2490 samples
• Minority Class: Stroke: 2490 samples

Final Class Samples:

• Majority Class: No Stroke: 2490 samples
• Minority Class: Stroke: 2490 samples
• Here, we balance the data by reducing the majority
group samples & then increasing the minority group to
the majority group.

• In the case of imbalanced datasets, we duplicate the data
to account for potential bias in the predictions.

FIGURE 27. Correlation w.r.t stroke: No data leakage vs data leakage.

• Because of the duplication process, we are modeling
with synthetic data to verify that the forecasts are not
skewed towards the majority target class value.

• As a result, using accuracy to evaluate models will be
deceptive. Instead, for model evaluation, we will use
the confusion matrix, ROC-AUC graph, and ROC-AUC
score.

Data Leakage
Data Leakage is the problem when information outside

the training data is used for model creation. It is one of the
most ignored problems. To create robust models, solving data
leakage is a must! The creation of overly optimistic models
which are practically useless & cannot be used in production
has become common. Model performance degrades when
Data Leakage is not dealt with & the model is sent online.
It is a difficult concept to understand because it seems quite
trivial. The typical approach used is transforming/modifying
the entire dataset by filling NAN values with mean, median &
mode, standardization, normalization, etc. When we execute
the above process to make the dataset ready for modeling,
we use the values from the entire dataset & thus indirectly
provide information from the to-be test data i.e. outside of
the training data. Thus, to avoid Data Leakage, it is advised
to use train-test-split before any transformations. Execute the
transformations according to the training data for the training
as well as test data.

Firstly, identified data leakage in our machine learning
project by carefully reviewing our data pre-processing and
feature engineering steps. Specifically, we noticed that some
of the information from the target variable was inadver-
tently included in our input features. To address this issue,
we removed these features and re-ran our experiments to
ensure that our models were not relying on this leakage.

To convert the data leakage into a percentage, we first
calculated the proportion of our input features that were
affected by the leakage. We then calculated the percentage
by multiplying this proportion by 100. This allowed us to
quantify the extent of the data leakage and communicate it
clearly in our analysis. We also included a discussion of the
potential impact of the leakage on our results and any steps
we took to mitigate its effects.

We can see from Figure 27 the difference in values between
Data Leakage & No Data Leakage. In the case of No Data
Leakage, age displays a strong positive correlation with
stroke. avg_glucose_level & ever_married display some kind
of positive correlation. Opposite to positive correlation, gen-
der, Residence type & work type has a negative correlation
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FIGURE 28. Mutual information score to describe the selection of
categorical features: No data leakage vs data leakage.

with stroke. In the case of Data Leakage, none of the features
display an extremely positive or negative correlation with
stroke. age, heart_disease, avg_glucose_level, hypertension
& ever_married display some kind of positive correlation.
Overall, all the features have a value very close to 0, display-
ing a neutral correlation with stroke.

The mutual Information Score shown in Figure 28 said that
the strokes with categorical features display very low scores
irrespective of Data Leakage or No Data Leakage. According
to the above scores, none of the features should be selected
for modeling.

For No Data Leakage, we should reject the features that
have low values. We will reject features with scores less than
20. Hence, we will not use smoking status, heart disease &
hypertension. This does contradict the Domain Information.
For Data Leakage, heart disease & hypertension need to be
selected for modeling, and reject the other features due to the
low Chi Squared Score.

There is a lot of importance in preventing data leakage and
performing k-fold cross-validation on the dataset. To prevent
data leakage, we took care to ensure that no information from
the test set was used during the training process. This was
accomplished by using only the training set to build and tune
our models, and by not looking at the test set until the final
evaluation stage.

In terms of k-fold cross-validation, we used this technique
to evaluate the performance of our models and to check for
any potential data leakage issues. The overall dataset was
divided into k parts, and for each fold, we used one part for
cross-validation and the remaining parts for training. This
allowed us to train and evaluate our models on different
subsets of the data, which can help to reduce the risk of
overfitting and improve the generalization performance of the
models.

From the above ANOVA Scores shown in Figure 30,
we ignore the features with values less than 20. Hence,
we reject BMI for modeling irrespective of Data Leakage
or No Data Leakage. We ready the datasets for data scaling
by dropping the features based on the above statistical tests.
We will ignore the Domain Information!

Data Scaling:
The machine learning model does not understand the units

of the values of the features. It treats the input just as a simple
number but does not understand the true meaning of that
value. Thus, it becomes necessary to scale the data.

• We have 2 options for data scaling:

FIGURE 29. Chi-square score to describe the selection of categorical
features: No Data leakage vs data leakage.

FIGURE 30. ANOVA score to describe the selection of numerical features:
No data leakage vs data leakage.

1) Normalization
2) Standardization.
As most of the algorithms assume the data to be normally

(Gaussian) distributed, Normalization is done for features
whose data does not display normal distribution, and stan-
dardization is carried out for features that are normally dis-
tributed but the range of values is huge or small as compared
to other features.

In this article, we use the Standardization technique to
scale the input. Standardization is a common preprocessing
technique in machine learning that transforms input data to
have a mean of zero and a standard deviation of 1. This
technique is useful when input features have different scales
and ranges, ensuring all features are treated equally during
learning. Standardization is a good choice for scaling the
Kaggle dataset as it prevents certain features from dominating
the learning process due to their larger values and improves
the performance of certain algorithms sensitive to feature
scale. It also makes the data more interpretable and easier
to compare across features, transforming features to a com-
mon scale that is easier to interpret and compare. Overall,
standardization can improve the accuracy and reliability of
machine learning models on the Kaggle dataset.

In addition, scaling data in machine learning projects can
have a significant impact on analysis and interpretation. Scal-
ing techniques like standardization can improve the accu-
racy and reliability of machine learning models, and make
the data more interpretable and easier to compare across
features. Scaling can influence the performance of machine
learning algorithms as many are sensitive to feature scale,
and standardization can ensure all features are treated equally
during learning. Additionally, scaling makes it easier to iden-
tify patterns and relationships between features, which can
guide feature selection and engineering efforts, leading to
a better understanding of the underlying structure of the
data.
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G. X-AI: EXPLAINABLE ARTIFICIAL INTELLIGENCE IN
MODEL EXPLANATION
The goal of XAI (Explainable Artificial Intelligence), which
is discussed in the article, is to create AI systems that can give
concise, intelligible justifications for their predictions and
choices. Themajor objective of XAI is to develop trustworthy
and transparent AI systems that enable users to understand
their judgments. The article describes many methods used
to produce model explanations in XAI, including feature
significance determination, influence analysis, and visual
explanations. It also emphasizes the value of model explana-
tion in XAI. Additionally, it mentions various conventional
approaches to illuminating machine learning models, such as
SHAP and LIME.

By utilizing model-agnostic interpretation approaches, the
most current developments in machine learning may be used
to generate explanations of complex models while preserving
high prediction accuracy. Because it isolates the model from
explanations, the model-agnostic understanding is far more
versatile than themodel-specific interpretationmethod. Local
explanation and global explanation are the two categories
of model-independent classification strategies. [28]. LIME is
the most often used method of local explanation. PDP and
SHAP are the twomost popular methods that may be globally
interpreted.

LIME trains local surrogate models to provide the gener-
alization ability for complex models. By causing the current
data to change, LIME first creates a new dataset. After then,
LIME trains a clear model, like a decision tree, using the
new dataset. The equivalent prediction performance of the
interpretable model and the black box model are compared
in the last section. LIME is characterized as follows.:

γ (x) = argminL(f , g, πx) + �(g)

g ∈ G (1)

where, L is the loss function used to quantify how close the
comprehensible model g is to the projection of the original
sophisticated model f . G demonstrates the family of com-
prehensible models. πx denotes proximity of the evaluated
instances to the instance x. �(g) is the criticality of the model
g.

PDP illustrates how a single feature has minimal impact on
the outcome anticipated by a sophisticated machine learning
system. Whether it is linear, monotonous, or more complex,
PDP shows the relationship between the input and the out-
put [29]. The partial dependence function f̂xx defined as:

f̂xs (xs) =
1
n

n∑
i=1

f̂xx (xs, x
i
c) (2)

where partial function is f̂xx (xs) which demonstrates the
global correlation of an input feature with the projected
outcome. s consists of a feature set with just one or two
features., xs represents the set of features to be projected
by f̂xx (xs), xc denotes the other characteristics used in the
machine learning f. x ic express the absolute characteristics

values from the dataset for the features in which we are not
interested, and the number of occurrences of the dataset. is n.
The Shapley values are used by SHAP [29] for the complex

model to determine the influence of the features. Shapley
values are defined as the weighted average of marginal con-
tributions. It can be identified by how feature value affects
projection across all potential relationships. Shapley value is
defined as:

φj(x)

=

n∑
s⊆{x1,x2,....xm}\{xj}

|s|!(m− |s| − 1)!
m!

(val(s ∪ {xj} − val(s)))

(3)

There φj(x) is the Shapley value xj, xj which denotes a feature
value, Feature subset of the model is s, m denotes the number
of features, val and is the projection for feature values in the
set s.

IV. RESULTS
A. METRICS
In our study, we used a range of evaluation metrics [30]
to assess the performance of our machine-learning models.
Specifically, we utilized metrics such as accuracy, precision,
recall, F1-score, and AUC-ROC curve to evaluate the classi-
fication performance of our models.

Accuracy was used to measure the overall performance of
the model in correctly predicting the class labels. Precision
and recall were used to evaluate the model’s ability to cor-
rectly classify positive and negative samples, respectively.
F1-score was used as a harmonic mean of precision and
recall to provide a balance between the two metrics. Finally,
we used the AUC-ROC curve to evaluate the performance of
our models in differentiating between positive and negative
samples.

We chose these metrics based on their relevance to our
research question and their suitability for evaluating clas-
sification performance. Additionally, we compared the per-
formance of different machine learning models using these
metrics to select the best-performing model for our analysis.

Overall, the use of these machine learning evaluation met-
rics allowed us to assess the performance of our models and
make informed decisions about their use in our research. [31].

B. CLASSIFICATION MODEL RESULTS
Looking at the results in Table 4, we can see that Random
Forest is the best-performing algorithm in terms of accuracy,
with a score of 90.36%without data leakage and 82.23%with
data leakage. XGB Classifier is the second-best performing
algorithm with accuracy scores of 89.02% and 83.43% with-
out and with data leakage, respectively.

Other algorithms like K Nearest Neighbours, Logistic
Regression, and Support Vector Machine also perform well,
but their accuracy scores are slightly lower compared to Ran-
dom Forest and XGB Classifier. Naive Bayes has the lowest
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TABLE 3. Most common machine learning evaluation metrics [32].

TABLE 4. Classification accuracy for data leakage and no data leakage.

FIGURE 31. Accuracy Graph for all ML models.

accuracy scores among all the algorithms, with 76.03% accu-
racy without data leakage and 71.26% with data leakage.

Overall, these results suggest that RandomForest andXGB
Classifier are strong performers in this dataset, while Naive
Bayes is the weakest. However, it is important to consider
other factors beyond accuracy, such as interpretability and
computational efficiency, when choosing a machine learning
algorithm for a particular task.

Looking at Figure 31, we can see that Random Forest and
XGB Classifier consistently perform better than the other
algorithms, both with and without data leakage. Naive Bayes
has the lowest accuracy scores in both cases. We can also
see that the difference in accuracy scores with and without
data leakage is generally small, suggesting that data leakage

FIGURE 32. Precision Value for all ML models.

may not be a major issue for this particular dataset and set of
algorithms.

Random Forest is an ensemble learning algorithm that
combines multiple decision trees to make predictions. Each
decision tree in the Random Forest is constructed based on a
subset of the data and a random subset of the features. This
randomness helps to reduce the risk of overfitting, which is a
common problem in machine learning where the model is too
complex and performs well on the training data but poorly on
new data.

Random Forest also has several other advantages that make
it a popular choice for machine learning tasks. For example,
it can handle both numerical and categorical data, and it is
relatively easy to tune the model to improve performance.
Additionally, Random Forest can provide information on
feature importance, which can help understand the factors
that are driving the predictions.

Overall, Random Forest is a powerful machine-learning
algorithm that is often able to achieve high accuracy on
a variety of tasks. However, as with any machine learning
algorithm, it is important to carefully consider the specific
characteristics of the problem at hand and the available data
before selecting the best algorithm to use.

Table 5 depicts the ConfusionMatrix, Precision, andRecall
with three different colors for all the ML models.

Table 6 represents the precision, recall, and F1-score for all
machine learning models used in this article. a for Precision,
b for recall, and c for F1-score. We have two classes where
the value ‘‘0’’ for ‘‘Healthy’’ and ‘‘1’’ for ‘‘Stroke’’.

From Figure 32, we can see that RF has the highest pre-
cision values for both classes, with a precision of 0.93 for
class 0 (No) and 0.88 for class 1 (Yes). LR and KNN also
have high precision values, with a precision of 0.81 and
0.92 respectively for class 0 (No). NB has the lowest pre-
cision values for both classes, with a precision of 0.74 for
class 1 (Yes).

Interpreting Figure 33, we can see that RF and Xgb have
the highest F1-scores for both classes, with RF having the
highest score for Class 0 and Xgb having the highest score
for Class 1. NB has the lowest F1-score for both classes.
Overall, the plot provides a clear visual comparison of the
performance of each model for each class.
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TABLE 5. Confusion matrix, precision matrix, and recall matrix for all
models.

TABLE 6. Precision, recall, and F1-score respectively a, b, and c.

From Figure 34, we can see that the RF and Xgb models
have the highest recall scores for both classes, with RF having
the highest score for Class 0 and Xgb having the highest score

FIGURE 33. Recall Values for all ML models.

FIGURE 34. Recall Values for all ML models.

for Class 1. The KNN and SVC models have relatively lower
recall scores for both classes, while the LR and NB models
have more varied recall scores across the two classes.

The training and validation accuracy curves shown in
Table 7 are visual representations of how well a model is
learning and generalizing to new data [31]. The training
accuracy curve represents the accuracy of the model on the
training dataset, while the validation accuracy curve repre-
sents the accuracy of the model on a validation dataset that it
has not seen during the training process.

This section emphasizes the significance of validation
accuracy in evaluating a machine learning model’s perfor-
mance since it shows how effectively themodel generalizes to
new, untried data. The overfitting and underfitting problems,
which can result in a model with poor performance, are also
highlighted in the paragraph. The paragraph advises visualiz-
ing the training and validation accuracy curves to understand
the model’s behavior and enhance its performance.

To identify underfitting, we look for signs that our model is
not capturing the complexity of the data. This can manifest as
poor performance on both the training and test datasets, with
the model unable to accurately predict the target variable.
In this case, we may need to revisit our feature selection or
engineering techniques to ensure that we are capturing the
relevant information in the data.

On the other hand, overfitting occurs when our model is
too complex and begins to memorize the training data rather
than generalize to new data. This can result in excellent
performance on the training dataset but poor performance on
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TABLE 7. Training vs Validation Accuracy curve for all the models. These
curves describe the model learning for all the samples.

the test dataset. Tomitigate overfitting, we can use techniques
such as regularization or early stopping during the training
process.

FIGURE 35. Role of Explainer to enhance the interpretability.

It is important to note that the risk of underfitting or over-
fitting can depend on the specific circumstances of the dataset
and the modeling approach. For example, a small dataset may
be more prone to overfitting, while a very large dataset may
be more prone to underfitting if the model is not complex
enough. Additionally, certain modeling techniques may be
more or less prone to overfitting depending on their inherent
flexibility.

Overall, we carefully monitor the performance of our
models during training and testing to identify any signs of
underfitting or overfitting and adjust our approach as needed
to optimize performance on new data.

C. X-AI PERFORMANCE ON MACHINE LEARNING
The significance of Explainable Artificial Intelligence (XAI),
particularly in medical contexts, is discussed in the article.
XAI offers concise and accessible explanations for predic-
tions provided by machine learning models. It emphasizes
that XAI approaches like SHAP and LIME can aid in deliver-
ing straightforward explanations because patients and doctors
without technical backgrounds may struggle to grasp these
forecasts.

Figure 35 describes the pipeline of XAI output from Data
loading to the patient’s question. Here, we introduce LIME
and SHAP output got from the model explanation to answer
the patient’s questions ‘‘how’’ and ‘‘why’’. No only patients,
it is mostly helpful for the physician to interpret our patient
report to reach the final prediction.
C.1 Global Explanations: Each predictor’s effect on the

result of the complexmodel must be ascertained, we calculate
the mean values of the random forest’s Shapley Additive
Explanations (SHAP) method. Figure 9. illustrates the com-
mon feature impact of the created RF classifier.

It is found that the six factors with the greatest effects are
Age, Average Glucose Level, Work type, Residence type,
Gender, and Ever Married. Theoretical explanations for the
feature focus are generally in line with existing knowledge
from hepato-biliary experts as well as the literature.
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FIGURE 36. Average feature impact on model output magnitude.

FIGURE 37. SHAP value impact on Model output (Each Class).

The random forest classifier’s mean feature-importance
estimates for each class (0, 1) are shown in Figures 36 and 37.
The average feature value contributes very little to the total
potential collaborations of the output, as shown by the Shap-
ley value, which is displayed on the horizontal axis (x-axis).
When the Shapley value is lower than 0, equal to 0, or higher
than 0, respectively, a negative, zero, or positive contribu-
tion is displayed. The left longitudinal coordinate displays
the attributes that are ordered by relevance in reverse order
(y-axis). The right longitudinal coordinate, which ranges
from low to high, represents the value of the characteristics.
C.2: Local Explanations: Model agnosticism character-

izes this approach to constructing local model explanations.
Use this model to get a justification for one data point and one
classifier. By evenly and randomly choosing the locality sur-
rounding the one selected data point, a collection of changed
data points is created along with their corresponding estimate
from the model we desire to understand.

Figure 38 illustrates two instances of the dataset’s explana-
tions. Even if other classes have a chance of being predicted,
the initial result, in this case, the first prediction belongs to the
category ‘‘Healthy’’ and from the feature value, we can see
the important features that have more impact in this predic-
tion. It is the same as for another instance of predicting where
another prediction is ‘‘Stroke’’ and thus the XAI explains
the prediction by providing the features and important infor-
mation so that the physician and patients understand and
believe in computer-aided diagnoses. The local interpretation
is really difficult with ML models. LIME, though, does a

FIGURE 38. (a), (b), (c): LIme explanations of one instance.

great job here. If we investigate how the model entered this
result, we can see that there is a strong push and pull impact
on the location of the forecast.

The Average feature impact calculates the average impact
of each feature on the model’s output across Average fea-
ture impact calculates the average effect of a feature on the
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model’s output across all instances in the dataset. It measures
how much the model’s output changes when the value of
a feature is changed while keeping the values of all other
features constant. It doesn’t consider interactions between
features and is typically used for linear models or decision
trees.

On the other hand, SHAP value impact is a local measure
that calculates the contribution of each feature for a specific
instance, taking into account the interaction between features.
SHAP values can be used for any model and don’t rely on the
model’s assumptions or architecture. Inmulti-class classifica-
tion problems, SHAP values can be calculated for each class
separately, which can provide more detailed insights into the
model’s behavior.

V. INTEGRATION OF THE MODEL WITH WEB
TECHNOLOGY TO CREATE A WEB-APPLICATION
This web application is developed to identify whether a par-
ticular person is diagnosed with a stroke or not, which uses
the Machine Learning model that we have made, and based
on that whatever input the user has provided to the input fields
in the web application will predict the results and redirect to
the output page based on the output from machine learning
model. To accomplish this task we have used HTML, CSS,
JS, BootStrap, Flask, and Python. It doesn’t matter how great
the model is if the normal users or the targeted audience don’t
understand or know how to use it. Here we are addressing the
issues of normal users where they can check their status of
stroke whenever necessary, it is much advised that those tests
and results are supervised by doctors or specialists.

Flask is a web application framework written in python,
which helps end users interact with python code which is
our ML model without needing the necessary libraries, code
users can use directly without hassle. Flask is based on two
components: the WSGI toolkit and the Jinja template engine,
this toolkit is a specification for web apps and the template
engine is to render web pages. Flask helps the user to take
input from the browser and run the models, in our case if the
prediction value is ‘‘0’’ in the model we redirect the browser
to a new page that says no chances of stroke else to the page
which says the risk of stroke. This web application is tested
and run on a local machine. Bootstrap and CSS are mainly
used for designing web pages and adding styles that make
everything interesting. The folder structure goes as follows:

Templates: - This folder contains the HTML files that
would be used by our main file (app.py) to generate the front
end of our application

app.py: - This is the main application file, where all our
code resides and it binds everything together.

Model: - This folder contains models, that we would be
using, in this case, we have trained already.

In Figure 39, we have home.html which contains ten input
fields and a submit button. It is designed and styled with the
help of Bootstrap, Html, and CSS. There is a navigation bar at
the top which will help to navigate from one page to another.
In the home.html page, it contains the following input fields:

FIGURE 39. User interface home page.

FIGURE 40. Output for stroke positive patients.

Gender, Age, Hypertension, Heart_Disease, Ever_Married,
Work_Type, Residence_Type, Avg_Glucose_Level, BMI,
Smoking_Status.

In each field, users have to enter the numbers only, other-
wise, the form won’t submit. In the Gender field if the user is
male then enter ‘1’ else if the user is female, then enter ‘0’.
In the Age field, users can simply enter their age in number.
For Hypertension, Heart_Disease, and Ever_Married enter
‘1’ for Yes and ‘0’ for No. Likewise, if the user is working
for a government job enter ‘0’, ‘1’ if the user is unemployed
till now, ‘2’ for working in the private sector, ‘3’ for self-
employed, and ‘4’ for children in the field Work_Type. In the
case of Residence_Type enter ‘0’ if the user is living in a
Rural area, if not then enter ‘1’. For Avg_Glucose_Level just
enters the glucose level in number and the same goes for BMI
too. The last field is for inserting the Smoking_Status where
the user needs to enter ‘0’ for unknown and ‘1’ for formerly
smoked, ‘2’ for never smoked, and ‘3’ for smoking daily.
At the bottom of the page, there is a submit button, after
filling in all the fields the user can submit the form and get
the result on the next page.

In Figure 40, we have an output page that tells you have
been diagnosed with no stroke risk. Based on the data you
have given us themachine learningmodel predicts no chances
of a stroke at the moment and is displayed on this page.

In Figure 41, the user sees an output page that tells if he/she
has been diagnosed with stroke risk or if there are chances
of having a stroke. Based on the data the user has provided,
the machine learning model predicts if the user has been
diagnosed with a stroke or if the user has not been diagnosed
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FIGURE 41. Output for healthy patients.

FIGURE 42. Team member.

FIGURE 43. Proposed future work done by hospitals.

with the stroke. However, it is best to get an appointment with
a doctor regardless.

Figure 42, the details of our research team members or
those who have put their effort into research and development
to develop this model and implement it on the web.

VI. DISCUSSION AND FUTURE SCOPES
The study investigated which factors may have been impor-
tant in how a black box model reacts to changing images.
However, users must be able to interpret the information
when it is provided to them. The study only employed one
trained model, therefore various model designs and training

TABLE 8. Cross Platform (Android and iOS) user interface which will be
used for Stroke diagnosis and doctor consultancy.
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TABLE 8. (Continued.) Cross Platform (Android and iOS) user interface
which will be used for Stroke diagnosis and doctor consultancy.

datasets may yield different results. To give domain-specific
explanations for ML models, a method for doing so has to
be developed. In the future, it’s possible to combine differ-
ent samples when using the explanation technique. Further
research and the exploration of other metrics for assessing
explanations are necessary given the observed importance of
feature dimensions to the real score when applying the ABCD
rule.

The computational cost of implementing a stacked cross-
validation approach is substantial. However, this is a one-time
offline operation, and the trained model has a quick inference
time, allowing for near-real-time deployment. The proposed
analysis used the entire feature set, which could be seen as
a limitation, but no feature selection was performed to deter-
mine the contribution of each feature (via SHAP values) to
the stroke prediction outcome, which is useful for optimizing

future experimental designs based on the most relevant risk
factors. The lack of an external validation dataset to test the
generalization of the best ML model is a restriction. Our next
work will include the creation of an end-to-end smart stroke
prediction system that will use an android and iOS application
in the patient and real hand. The program is user-friendly for
the patient. They can either upload photographs frommemory
or screen the damaged area to categorize the skin illness. Not
only do they obtain the categorization report, but they may
also call a doctor from the medical list and receive medicine
and counselling. If necessary, the patient and physician can
also track earlier recorded information to validate the updated
information.

A. WORKING MODEL
Registration: The user needs to signup/ register to be able
to access the features of this application. Once the account
has been created, they can sign in to the application using the
same.

Data Form: The logged-in user has the option to fill up the
form with the form fields with the dataset known to him/her.
After filling up the necessary details, the user needs to submit
the form.

Dataset analysis: The dataset provided by the user will be
analyzed through the machine learning model and the output
result will be provided to the user after the dataset is analyzed.

Result: The user will be able to check the result of the
test once the analysis has been completed. Users will have
a history section where his/her past reports will be easily
visible.

Consulting a doctor: Once the report has been given to the
user, the user will be able to share the report file with the
doctor. The doctor will look after the report and consult with
the user/patient.

VII. CONCLUSION
A clinical decision support system’s Stroke Prediction can
serve as a second option in Computer Aided Diagnosis.
Although a large research community has helped, these AI-
based systems can only make predictions and cannot explain
their rationale. This is where XAI approaches come in.
We demonstrated how to approach Stroke Prediction in a
domain-specific manner. For example, if a physician iden-
tifies as a Stoke patient but the model labels it as healthy,
both the doctor and the patient may wonder ‘‘why?’’ Our
method includes explanations such as ‘‘if the age of the
patient is between 62 and 84, the prediction confidence in
healthy diagnosis drops.’’ The clinician may then notice the
age limit in the electronic health records, which is not evident
in the disease, and figure out why the model was predicted
incorrectly.Whether the clinical decision support system sup-
ports or opposes the physician’s diagnosis, offering human-
readable reasons fosters confidence and improves system
knowledge. Furthermore, our perturbation-based explanation
technique for diagnosis employing medically relevant and
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irrelevant characteristics may have implications in other med-
ical domains.
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