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ABSTRACT Emotion recognition is susceptible to interference such as feature redundancy and speaker
gender differences, resulting in low recognition accuracy. This paper proposes a speech emotion recognition
(SER) method based on attention mixed convolutional neural network (MCNN) combined with gender
information, including two stages of gender recognition and emotion recognition. (1) Using MCNN to
identify gender and classify speech samples into male and female. (2) According to the output of the first
stage classification, a gender-specific emotion recognition model is established by introducing coordinated
attention and a series of gated recurrent network units connecting the attention mechanism (A-GRUs) to
achieve emotion recognition results of different genders. The inputs of both stages are dynamic 3D MFCC
features generated from the original speech database. The proposed method achieves 95.02% and 86.34%
accuracy on EMO-DB andRAVDESS datasets, respectively. The experimental results show that the proposed
SER system combined with gender information significantly improves the recognition performance.

INDEX TERMS SER, convolutional neural network, gender information, attention, GRU.

I. INTRODUCTION
Speech is the most direct and natural way of human commu-
nication and is most easily accessible without the influence of
other factors, allowing effective transmission of information.
Speech with emotion makes everyone and human-computer
communication efficient and dynamic. Speech emotion
recognition (SER) is a relatively active research direction in
human-computer interaction and digital signal processing [1],
and speech emotion recognition systems based on deep learn-
ing havemade great contributions inmany aspects of artificial
intelligence, such as in healthcare, education, service indus-
tries, in-car driving systems, and transportation. However,
there is still a large gap between the performance of currently
available speech emotion recognition technologies in practi-
cal applications and the emotional information perceived by
human hearing [2]. On the one hand, emotion perception is
quite subjective [3] and varies by individual listeners, such
as gender, age, and culture, leading to complexity and uncer-
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tainty in labeling emotion labels, and on the other hand, not
all features in the original speech signal are valid for emotion
recognition and contain many silent and blank frames that are
not related to emotion [4]. Despite the strong subjectivity of
emotions, it is undeniable that robots improve the relevance
and accuracy of human-machine plus care through speech
emotion recognition, which lays the foundation for realizing
machine emotion bionics.

The acoustic features commonly used in speech emotion
recognition systems are Mel-Frequency Cepstral Coefficient
(MFCC), amplitude, over-zero rate, fundamental frequency,
resonance peak, and short-time energy, etc., among which
the best performance is MFCC [5], through the evaluation
of voice quality, the physiological and psychological infor-
mation of the speaker can be obtained and differentiation of
their emotional state. Speech signals represented as speech
spectrograms are extracted by deep learning networks, such
as convolutional neural networks (CNN) [6], recurrent neu-
ral networks (RNN) [7], and convolutional recurrent net-
works (CRNN), which combine both, are also often used to
extract feature sequences and capture temporal dependencies.
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Moreover, the use of attentional mechanisms for SER has
been shown to have higher recognition rates than traditional
speech emotion recognition methods [8], because attentional
mechanisms are able to focus on salient emotional features in
speech periods and can handle emotional features of different
granularity.

Many factors will affect the performance of speech emo-
tion recognition system. Human gender is a factor leading to
average physiological differences, and differences in phys-
iological characteristics can cause differences in acoustic
characteristics. Compared with women, the pitch difference
of male speech is relatively small, but the pitch difference
between male and female speech is quite significant. For
example, a happy male voice may be confused with a calm
female voice, leading to difficulties in speech emotion recog-
nition. As speech emotion recognition technology continues
to evolve, the use of deep learning algorithms to leverage
gender information into SER systems can be summarized in
two ways: one is to create a separate emotion model for each
gender. The second is to create a dependency model using
gender information as an augmented feature vector. The for-
mer gender information does not need to be represented and
is divided into gender recognition and sentiment recognition,
which are separately trained to go for sentiment classification,
while the latter aims to provide a priori information about
the speaker’s gender. Both approaches can make use of the
speaker’s gender information and thus improve the accuracy
of SER.

This study considers the gender differences of speakers
and is inspired by the successful application of convolutional
neural networks and attention mechanisms to SER to improve
system performance. A hybrid convolutional model based
on attention and gender information is proposed for speech
emotion recognition. The main contributions of our proposed
system are as follows:

Firstly, in order to analyze the time variation of speech
data, we add velocity and acceleration features to the static
two-dimensional MFCC and stack them to generate dynamic
three-dimensional MFCC as network input for pre-training.

Secondly, we propose a mixed convolutional neural net-
work (MCNN) model with dilated convolution for gen-
der recognition and classify speech samples into male and
female. Then, in order to better capture emotional location
features and context information, we introduce coordinate
attention (CA) and a series of gated recurrent network units
connecting the attention mechanism (A-GRUs) into the orig-
inal MCNN architecture to establish an emotion recognition
model. Finally, according to different genders, a specific
emotion recognition model is used to complete speech emo-
tion recognition. Experiments show that our proposed model
achieves the best recognition effect in both classification
tasks.

The rest of this article is structured as follows: The second
section gives a SER recommendation method that combines
gender information. The third section shows the experimental
results of our method on relevant databases and compares it

with other published works. The fourth section summarizes
the work of this paper.

II. RELATED WORK
In the past research on speech emotion recognition algo-
rithms, including speaker gender information has been shown
to improve SER accuracy. Gender-based emotion recog-
nizers produce better results than gender-independent emo-
tion recognizers [9]. Bisio et al. [10] proposed an emotion
classification algorithm based on pitch features to build
gender recognition, aiming to provide a priori information
about the speaker’s gender, and used SVM as a classifier
with a recognition rate of 81.5% on the EMO-DB dataset.
Liu and Zhang [11] proposed two models based on adversar-
ial multi-task learning with emotion recognition as the main
task and by adding noise recognition and gender recognition
as auxiliary tasks respectively, the accuracy rate reached
89.13% on the AVEC database. Similarly, Liu et al. [12] pro-
posed a multi-task learning SER model with CNN, attention-
based bidirectional long and short-term memory network
(ABLSTM) and gender as an auxiliary task, which achieved
70.27% and 66.27% WAR and UAR, respectively, on the
IEMOCAPS database. Kanwal and Asghar [13] proposed
a density-based noise genetic algorithm applied to spatial
clustering (DGA) and combined with gender information for
optimization using SVM as a classifier with recognition rates
of 89.6%, 82.5%, and 77.7% on EMO-DB, RAVDESS, and
SAVEE datasets, respectively. Sun [14] proposed a new emo-
tion recognition algorithm that does not rely on any acous-
tic features and combines residual convolutional neural net-
work (R-CNN) and gender information blocks, using a deep
learning algorithm to select important information from the
original speech signal for the classification layer to complete
emotion recognition, and the results showed that the pro-
posed algorithm achieved recognition rates of 84.6%, 90.3%
and 71.5% on CASIA, EMODB and IEMOCAP datasets,
respectively.

Recently, Falahzadeh et al. [15] proposed a 3DCNNmodel
with gender information to compute the three-dimensional
reconstructed phase spaces (3D RPS) from the original
speech signal and convert it into a 3D tensor for emotion
recognition on the EMO-DB and eNTERFACE’05 datasets
with recognition rates of 94.42% and 88.47%, respectively.
Zhang et al. proposed a gender classification-based emo-
tion recognition algorithm [16], where the original speech
is classified by gender using a multilayer perceptron (MLP)
at the front end and different genders are recognized using a
CNN-BLSTM model at the back end. The recognition rates
of the proposed algorithm are 84.72% and 87.91% on the
RAVDESS and CASIA datasets, respectively.

Although the above studies considered the effect of gender
information on SER performance, only gender information
was used as a secondary task or required to construct respec-
tive sentiment feature sets by gender, and only traditional
CNN or RNN models were used in the sentiment recognition
stage, and the sentiment recognition results were not fully

50286 VOLUME 11, 2023



Z. Hu et al.: SER Based on Attention MCNN Combined With Gender Information

improved. Therefore, we will focus on improving the per-
formance of traditional CNN for extracting features and cap-
turing sentiment information using attention mechanism with
RNN variant module while considering gender information to
improve the recognition accuracy.

III. PROPOSED METHOD
In this section, we establish an overall SER framework
that incorporates gender information, as shown in Figure 1.
It consists of two stages: (1) gender recognition (2) emotion
recognition. In the first stage, we use the dynamic 3D MFCC
features generated from the speech database as the input of
the gender recognition network, use MCNN to identify gen-
der and divide the speech samples intomale and female. In the
second stage, based on the output of the first stage classifi-
cation, dynamic 3D MFCC features are extracted from male
and female speech samples respectively and input into the
established emotion recognition model to realize the emotion
recognition of different genders. In addition, in the second
stage of the emotion model, we introduce the coordinate
attention and A-GRUs model to better capture emotional
features and context information.

A. SPEECH SIGNAL PREPROCESSING
Speech feature is an important topic in speech emotion recog-
nition. Traditionally, a large number of studies on SER use
only a single feature as input [17]. A recent study on device
classification shows that performance can be improved by
stacking multiple features extracted from sequential data or
combining multiple input features [18]. Based on the char-
acteristics of human ear, cochlea and basement membrane,
MFCC has a nonlinear correspondence with the actual fre-
quency, which makes its cepstrum coefficient more similar
to the nonlinear human auditory system. MFCC mean and
fundamental frequency F0 can classify speech features of
different genders more accurately [19]. However, the speech
signal is a dynamically changing signal, and the MFCC fea-
ture alone does not consider the relationship between time
changes in the speech signal. In order to reflect the dynamic
characteristics of the speech signal, we add the MFCC speed
(delta MFCC) and acceleration (double-delta MFCC).

In this study, the dynamic 3D MFCC is used as the input
of the proposed network model, and the extraction process
is shown in Figure 2. The first step is to extract MFCC fea-
tures. The given speech signal is divided into frames (about
20 ms), and the length of time between consecutive frames
is 5-10 ms. Before performing Fourier transform on each
frame signal, a Hamming window is used, and the window
length is equal to the frame length. Short-time Fourier trans-
form is performed on each frame, and the power spectrum
is obtained by summing the squares. The short-term power
spectrum is a comprehensive representation of speech noise
characteristics, including 2D spatial information in frequency
domain and time domain. Logarithmic scaling is commonly
used in Mel frequency spectra to adapt to human auditory
factors, showing a linear distribution below 1000 Hz and

a logarithmic growth above 1000 Hz [20]. MFCC features
are obtained by discrete cosine transform of logarithmic Mel
spectrum [21].

Since the original MFCC features are static, in order
to add dynamic information to the static MFCC features,
we add delta features and double-delta features to form
multi-dimensional dynamic features, which are performed
by local estimation of the differential operation of the input
MFCC features along the time axis. Incremental features and
double incremental features provide dynamic information of
the original features over time. Assuming that the MFCC at
the frame t is Ct , the corresponding delta spectral feature Dt
is defined as follows [22]:

Dt = Ct+m − Ct−m (1)

where m represents the number of adjacent frames Dt rep-
resents the delta MFCC coefficient at frame, which is cal-
culated by the static coefficients Ct+m and Ct−m. Similarly,
double-delta MFCC is defined based on the subsequent delta
operation of delta MFCC. The extracted MFCC, delta MFCC
and double-delta MFCC are combined to obtain a dynamic
three-dimensionalMFCC. The final input feature shape of the
proposed network model is 224 × 224 × 3.

B. PROPOSED MIXED CONVOLUTION BLOCK
Since the standard convolution alone cannot obtain a large
receptive field, the separate dilated convolution has intervals
that may not allow all inputs to participate in the opera-
tion, resulting in feature discontinuity. In order to solve this
problem, we propose a hybrid convolutional layer for gender
and emotional feature extraction on the basis of reducing
computational complexity, as shown in Figure 3.
The mixed convolution layer combines dilated convolu-

tion [23] and standard convolution in the same layer, and can
use the same convolution kernel to obtain larger spatial infor-
mation in the dynamic three-dimensional MFCC spectrum
without adding parameters. The mixed convolution layer is
formed as follows:

[σ (ωs); σ (ωd )] (2)

where ωs and ωd are the parameters of standard convolution
and dilated convolution respectively, σ is a combination of
GN and ReLUs, which hides the bias for simplicity. In order
to obtain fine-grained features, we add GN and ReLUs after
the convolution layer, and determine the mixed convolution
layer, GN and ReLUs as a mixed convolution block. GN is
used to normalize the feature maps with deep features on the
Mel spectrogram, so that the model can be stably normalized
according to the number of training samples, regardless of
the batch size. The ReLUs function is used to activate the
model, and the corresponding output characteristic is to set
some of the outputs to 0, thereby reducing the mutual depen-
dence and alleviating the gradient disappearance caused by
the deepening of the network layer. The features extracted by
standard convolution and dilated convolution are connected
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FIGURE 1. SER network architecture combined with gender information.

FIGURE 2. Preprocessing extraction of three-dimensional dynamic MFCC
feature flow.

FIGURE 3. Mixed convolution formation and extraction diagram: (a) Two
types of convolution modules. (b) Mixed convolution extraction.

together, and then we apply GN and ReLUs to these features.
More specifically, it is assumed that the output of the mixed
convolution layer has Q channels, the first P channels are
obtained by dilated convolution, and the remaining Q− P
channels are obtained by standard convolution, The channel
ratio of standard convolution to dilated convolution is 3:1.

In order to simplify the problem and achieve a fair compar-
ison, we introduce the following constraints in the configura-
tion of the network architecture:

(1)All mixed convolution layers have the same number of
convolution kernels.

(2)Two convolution operations (standard convolution and
dilated convolution) have convolution kernels of the same
size.

(3)The expansion factor of each dilated convolution is 2.
The details of each mixed convolutional layer for gender

recognition and emotion recognition are shown in Table 1.

C. GENDER IDENTIFICATION MODEL
The first stage of the hybrid convolutional network model
architecture for gender recognition is shown in Figure 4.

TABLE 1. Details of each mixed convolution layer.

We use five mixed convolution blocks, one pooling layer
and two fully connected layers to complete gender classi-
fication. The first fully connected layer (FC1) consists of
1000 neurons, and the last fully connected layer (FC2) is a
classification layer with two neurons corresponding to male
or female.

D. EMOTION RECOGNITION MODEL
The proposed MCNN model for emotion recognition in the
second stage is shown in Figure 5. A coordinate attention
module is added between the third and fourth layers of the
hybrid convolutional layer, the fifth and sixth layers, and the
seventh layer and the average pooling layer. With the idea of
residual neural network, the residual path directly connects
the input to the output, which can speed up the training speed
and avoid overfitting. In addition, this paper constructs a
multi-layer GRUs network work. This architecture can model
the forward and reverse information of the input at each
timestamp, so that the past and future information is saved,
and the attention mechanism is combined to pay attention to
important context information.

1) COORDINATE ATTENTION
The attention mechanism [24] is an algorithm based on the
importance of different parts of a certain thing, that is, assign
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FIGURE 4. The proposed MCNN architecture for gender recognition.

FIGURE 5. The proposed CA-MCNN architecture for emotion recognition.

more attention to the key parts of the thing, and assign more
weight to a key part by calculating the probability distribution
of attention.

At present, the most popular framework in the SER field
is the convolutional block attention module (CBAM) [25].
Although it considers channel and spatial location informa-
tion, it uses large-scale pooling to use location information
to only capture local correlations, and it is difficult to model
long-term dependencies. Therefore, we introduce a relatively
new method: coordinate attention [26]. The specific calcula-
tion process is shown in Figure 6. The specific steps of coor-
dinating attention can be divided into two parts: coordinate
information embedding and coordinate attention generation.
The former encodes channel information in horizontal and
vertical coordinates, and the latter captures location informa-
tion and generates weight values.

Step1 coordinate information embedding: for a given input
element X = [x1, x2, . . . , xc] ∈ RC×H×W , the pooled
kernels with sizes (H , 1) and (1,W ) are used to encode
information from different channels along the horizontal and
vertical directions, respectively. The output process of the
characteristics of the C channel at the height H is:

zhc(h) =
1
W

∑
0≤i≤w

xc(h, i) (3)

Similarly, the output of channel C at widthW is:

zwc (w) =
1
H

∑
0≤i≤H

xc(j,w) (4)

The formula (3) and formula (4) generate a pair of directional
perception feature maps to realize the embedding of coordi-
nate information.

Step 2 coordinate attention generation: connect two coding
features in the spatial dimension, and the length becomes
(H + W ). Then we use the shared convolution transform

function F1 to obtain:

f = δ(F1(
[
zh, zw

]
)) (5)

Among them,
[
zh, zw

]
represents the series operation along

the spatial dimension, δ is a nonlinear activation function,
f ∈ Rc/r×(H+W ) is an intermediate element mapping, which
is used to encode the spatial information in the horizontal and
vertical directions, where r is the control block size reduction
rate, generally 32, with formula (6) to reduce the number of
channels of f.

Cout = max(8,Cin/r) (6)

F is decomposed into two independent tensors along the
spatial dimension: f h ∈ Rc/r×Hand f w ∈ Rc/r×W , using two
convolution transforms for and so that they preserve tensors
with the same number of channels as X input. Then, the
sigmoid activation function is used to obtain gh and gw, which
are realized by Formula (7) and Formula (8):

gh = δ(Fh(f h)) (7)

gw = δ(Fw(f w)) (8)

where Fh and Fw are two 1 × 1 convolutions, gh and gw are
two-dimensional weights. Finally, gh and gw are fused with
the input feature X to obtain the output of the coordinate
attention module:

yc(i, j) = xc(i, j) × ghc(i) × gwc (j) (9)

The coordination attention module embeds position infor-
mation into channel attention, which increases the spatial
range of attention and avoids a lot of computational overhead.
Themodule uses two parallel one-dimensional feature coding
to integrate channel and spatial coordinate information into
the generated attention map, and eliminates the problem of
location information loss caused by two-dimensional global
pooling in CBAM. The module is a plug-and-play model,
flexible and lightweight. It not only considers the channel and
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FIGURE 6. Coordinate attention calculation process.

FIGURE 7. Network block diagram of A-GRUs model.

space in parallel, but also solves the long-term dependence
problem.

2) A-GRUs STRUCTURE
The network block diagram of the A-GRUsmodel is shown in
Figure 7. The gate recurrent unit (GRU) used in this paper is
a special form of RNN [27]. Each GRU unit has the ability to
learn time context information, which propagates information
through hidden states. The datasets in the field of SER are
generally small, and there is little difference in performance
between GRU and LSTM in heavy training tasks. Compared
with the long short-term memory network (LSTM), GRU
has only one hidden state, the structure is simpler, and con-
tains fewer parameters [28], so it can converge quickly. The
attention mechanism weights the input sequence information
and distinguishes the importance of the feature information
according to the weight. In this paper, we use bidirectional
gate recurrent unit(Bi-GRU) to extract context information,
use CA-MCNN to extract deep salient features from speech
samples, and pass them to Bi-GRU network to capture order
information, and add attention layer to focus on the emotional
related part of speech feature information.

In this model, the set Bi-GRU has 512 bidirectional
hidden units, and then a new sequence with a shape of
L × 1024 is created and placed in the attention layer, where
H = {h1, h2, · · · , hL}, L is the length of time (frame)
and d is the size of the Bi-GRU hidden layer. The specific

TABLE 2. Emotional analogy and gender distribution of EMO-DB and
RAVDESS datasets.

implementation of the attention layer is as follows:

ei = tanh(Wjhi + bj) (10)

αi =
exp(ei)∑
i
exp(ei)

(11)

h′
i = αihi (12)

where Wj and bj are trainable parameters, αi is the attention
weight

∑
i

αi = 1, h′
i is the characteristic value weighted

by hi.

IV. EXPERIMENTAL RESULTS AND COMPARISON
A. EMOTIONAL SPEECH DATABASE
The Berlin Database of Emotional Speech(EMO-DB) [29]
contains the following seven emotional categories: anger,
boredom, neutral, disgust, fear, happiness, sadness. The
sound was recorded by five male and five female actors
aged 20-30. The speech corpus consists of 10German phrases
of different lengths, and the total number of speech files
is 535. The sound file is captured at 16 kHz sampling fre-
quency, 16 bit resolution and single channel. The average
time length of each audio file is three seconds.

The Ryerson Audio-Visual Database of Emotional Speech
and Song (RAVDESS) [30] contains 24 skilled actors,
12 males and 12 females, with neutral North American
accents clearly expressing two words similar sentences.
Speech data includes eight emotions, namely, calm, hap-
piness, sadness, anger, fear, surprise, disgust and neutral.
The dataset contains audio-only, audio-visual and video-only
files, where we only select audio voice files for our experi-
ments, and the pure audio voice sample sampling frequency
is 48 kHz. The sentiment category and gender distribution of
the two datasets are as follows Table 2.
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FIGURE 8. Visualization results on EMO-DB and RAVDESS datasets for
gender classification: (a) Accuracy of training and testing. (b)Loss rate of
training and testing.

B. EXPERIMENTAL SETTINGS
The experimental hardware conditions are Intel Xeon E5
CPU and NVIDIA 2080ti GPU. The system environment
is Ubuntu 16.04 LTS, and Python is selected as the
basic development language. In the experiment, the Tensor-
Flow2.0 toolkit [31] was used to complete the construction of
the proposed network model and the implementation of the
training algorithm. In order to avoid overfitting, we choose
the early stopping method in the experiment, and use the
cross entropy error function as the training objective func-
tion to minimize the cross entropy loss to train the net-
work. Adam algorithm is used for optimization. The learning
rate of the network is 0.001, the batch size is 10, and the
epoch number is 150. For each experiment, we divided the
data in a ratio of 8:2, with 80% for training and 20% for
testing.

The training of gender recognition, male emotion recogni-
tion and female emotion recognition is completed separately
using the MCNNmodel architecture. Different from the gen-
der recognition model, the male and female gender emotion
recognition model adds a coordinated attention module and
A-GRUs to better capture the emotional cues in the features.
The mixed samples of men and women are provided to the
gender classifier for training and the female emotion classi-
fier and the male emotion classifier are trained independently
using only female samples and only male samples respec-
tively. The output of the gender recognitionmodel determines
that the gender-specific emotion recognition model is used.
Therefore, for a given audio sample, only two models are
used. However, the input of these three models is the dynamic
three-dimensional MFCC spectrum obtained after feature
extraction.

C. EXPERIMENTAL RESULTS
1) GENDER IDENTIFICATION RESULTS
In order to evaluate the accuracy of identifying men and
women, the accuracy and loss rate are trained and tested on
two datasets of EMO-DB and RAVDESS. The visualization
results are shown in Figure 8. Through testing, the accu-
racy of gender classification in EMO-DB dataset can reach
nearly 100%, and the accuracy of RVADESS dataset can
reach nearly 99.5%.

TABLE 3. Compares the recognition rate of gender information on
RAVDESS and EMO-DB datasets.

FIGURE 9. Confusion matrix results without gender information: (a)
Results on EMO-DB dataset. (b)Results on RAVDESS dataset.

2) SPEECH EMOTION RECOGNITION RESULTS
In order to consider the influence of gender information on
sentiment classification, this paper trains and tests the mod-
els with and without gender information on EMO-DB and
RAVDESS datasets respectively, and obtains the recognition
results as shown in Table 3.

It can be seen from Table 3 that in the EMO-DB dataset,
the comprehensive recognition rate of gender classification
is 3.94% higher than that of no gender classification. In the
RAVDESS dataset, the comprehensive recognition rate of
gender classification is 3.87% higher than that without gen-
der classification. In addition, the average accuracy of male
speech recognition is significantly higher than that of female,
which also shows that the changes of male speech emotion
characteristics are more easily recognized by the model.
Comparing the confusion matrix of the two data sets without
gender recognition model and with gender recognition model
is shown in Figure 9 and Figure 10.

In order to analyze the performance of the proposed model
more intuitively, the accuracy and loss rate of training and
testing on EMO-DB and RAVDESS datasets are given. The
visualization results are shown in Figure 11 and Figure 12.

FIGURE 10. Confusion matrix results with gender information: (a) Results
on EMO-DB dataset. (b)Results on RAVDESS dataset.
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FIGURE 11. Visualization results on EMO-DB dataset with or without
gender information: (a) Accuracy of training and testing. (b)Loss rate of
training and testing.

FIGURE 12. Visualization results on RAVDESS dataset with or without
gender information: (a) Accuracy of training and testing. (b)Loss rate of
training and testing.

Through the analysis of Figure 11 and Figure 12, it can
be seen that the training and testing accuracy of the pro-
posed model considering gender information on EMO-DB
and RAVDESS datasets is better than that without consid-
ering gender information. At the same time, the training
and test loss rate considering gender information is signifi-
cantly lower than that without considering gender informa-
tion. Therefore, the method in this paper can obtain higher
accuracy and lower loss value in training and testing, which
proves the effectiveness and feasibility of the method.

D. COMPARISON AND ANALYSIS OF NETWORK
ARCHITECTURE
In this section, wewill compare the proposedMCNNwith the
baseline CNNmodel, and the comparison results are shown in
Table 4. In addition, in order to further illustrate the superior-
ity of the proposed model, we compare the algorithms based
on deep learning (without gender information ) and gender
information. The comparison results are shown in Table 5 and
Table 6.

1) COMPARISON WITH BASELINE CNN MODEL
The convolutional layers and corresponding parameter set-
tings of CNN without dilated convolution are consistent
with the proposed MCNN, and the coordinate attention and
A-GRUs position remain unchanged. Since the ultimate goal
of this paper is emotion recognition regardless of whether
the speaker is male or female, we directly consider the final
recognition results rather than the recognition results of each
stage to evaluate its performance.

TABLE 4. Comparison of the proposed MCNN model with the baseline
CNN model.

As can be seen from Table 4, the MCNN model with
the addition of the dilated convolutional channel in both
databases improves the average recognition accuracy by
nearly 1.2% over the baseline CNNmodel. It can be seen that
dilated convolution is beneficial to improve the recognition
rate by covering a larger receptive field to obtain more spatial
information. At the same time, the baseline CNN model still
has high recognition accuracy, which also proves that our
proposed network architecture has better recognition perfor-
mance for sentiment classification.

2) ACCURACY COMPARISON BASED ON DEEP LEARNING
ALGORITHMS
In [32], three convolutional layers are used to extract features
from the input spectrogram in time and frequency, and sup-
port vector machine (SVM) is used for sentiment classifica-
tion. In [33], RNN is added to CNN to extract features. Both
show that the performance of CRNN model is better than
that of CNN model. In [34], the author designed a 2D CNN
model using a visual attention module with channels and
spaces to learn emotional features from og-mel spectrograms.
In [35], based on the traditional CNN model, the author
used the method based on redial based function network
(RBFN) to select the key sequence of the speech spectro-
gram and feed it to the bidirectional long short-term memory
network (BLSTM) to identify the final time information of
the emotional state. In [36], the author proposed an artificial
intelligence-assisted deep step convolutional neural network
(DSCNN) to extract emotional features from the spectro-
gram, using a special stride to down-sample the feature map,
and finally learning the global discriminant features in the
fully connected layer. In [37], the author used deep neural
network (DCNN) to learn the high-level features of each
segment divided in the 3D log-mels spectrogram, and input
the learned segment-level features into discriminative time
pyramid matching (DTPM) to form a global discourse-level
feature representation for sentiment classification. In [38], the
author divided the CBAM module into channels and spatial
attention modules and added them to the traditional CNN
to form a residual attention convolutional neural network
(RACNN) architecture to extract more emotional details from
the spectrogram.

From the comparison between [33] and [35], it is obvi-
ous that the attention mechanism is beneficial to the SER
system to improve the recognition performance. Compared
with References [36] and [37], the recognition accuracy of
the proposed method on EMO-DB and RAVDESS databases
is improved by 3.77% and 2.97%, respectively. This paper
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TABLE 5. The proposed method is compared with other methods on
EMO-DB and RAVDESS datasets.

TABLE 6. The proposed method is compared with other methods on
EMO-DB and RAVDESS datasets.

improves the baseline CNN network by introducing mixed
convolution blocks and coordinate attention model, and
pre-trains the voice network to improve the generalization
ability of cross-database SER research. In addition, by adding
the A-GRUs model, the improved attention-based MCNN
model has better spatial-temporal feature learning ability and
effectively improves the accuracy of emotion recognition.

3) COMPARISON OF THE ACCURACY OF ALGORITHMS
BASED ON GENDER INFORMATION
It can be seen from Table 6 that 3D MFCC can not only
use acoustic information and real individual differences to
better express gender information, but also retain information
about effective emotions and their changes. The experimental
results show that the SER model designed in this paper has
good generalization ability. In addition, classification based
on gender information helps to improve the accuracy of emo-
tion recognition and make the model more robust.

V. CONCLUSION
This study proposes a speech emotion recognition method
based on attention MCNN combined with gender informa-
tion. This method has two functional stages: gender clas-
sification and sentiment classification. The output of the
first stage of gender classification determines the use of the
gender-specific sentiment classification model in the second
stage. Thus, the problem of low accuracy of emotion recogni-
tion due to the existence of pitch differences between genders
that are difficult to overcome is solved. Firstly, we extract
3D MFCC spectra from the original speech signal as net-
work input. Then, we designed and pre-trained a MCNN
network to identify gender andmale and female speech signal

classification, and extracted the corresponding 3D MFCC
spectra from male and female speech samples, respectively.
Finally, by introducing the coordinate attention model and
A-GRUs, emotional features are extracted from gender-
specific spectrograms to provide emotional recognition
results for different genders. The improved MCNN model
is tested on RAVDESS and EMO-DB databases. The results
show that the three-dimensional MFCC features of speech
signals can effectively identify gender features and speaker
’s emotional state, which is helpful to improve the robustness
of the model. Compared with other similar methods, the
proposed method has better performance and can effectively
improve the recognition rate of SER.

The value of the method proposed in this paper in speech
emotion recognition research is that the difficulty of model
recognition can be reduced by distinguishing gender. How-
ever, the proposed algorithm cannot run in real time, the
computational load is large, and it is difficult to integrate
into mobile devices, which reduces the application scenario.
In future work, we intend to combine more modes for training
and testing under more conditions, such as images and ages.
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