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ABSTRACT The vision system of humanoid robots is one of the essential components that allow them
to do complex activities. This has led to numerous studies on artificial gaze stabilization, many of which
are based on biological vision system reflexes. The gaze stabilization solution includes image capture and
processing, inverse kinematics, and feedback control to achieve the desired gaze behavior. Generally, the
multi-solution problem of finding the desired gaze direction and the inverse kinematics problem of finding
the desired joints are solved by using cost functions and numerical solvers. This results in disadvantages
that include long processing time, uncertain number of iterations, and risk of numerical instability. In this
work, an alternative algebraic method is introduced by exploiting the cascading structure of the neck and eye.
By using direct equations instead of numerical solving, the multi-solution and inverse kinematics problems
are solved utilizing the geometrical structure and the proposed virtual configurations. Moreover, a sliding
mode controller is designed to move the neck-eye joints to their desired positions. The developed scheme is
simulated in the MATLAB/SIMULINK environment. Results for various scenarios show that the system can
effectively gaze at different stationary and moving targets, showing human-like gaze behavior. In terms of
timing, the desired gaze direction is quickly achieved and stabilized, whereas the neck-eye system dynamics
stay longer. For one of the simulation cases presented, it took 0.3 seconds to achieve the desired gaze direction
for the dynamics of more than 1 second.

INDEX TERMS Degrees of freedom (DOF), face direction, gaze control, gaze stabilization, humanoid,
iCub, inverse kinematics (IK), numerical solution, vestibulo-ocular reflex (VOR).

I. INTRODUCTION
Image-dependent applications are increasing with the emer-
gence of artificial intelligence and robots. This visual depen-
dency is very high in humanoid robots as they are required to
perform complicated tasks, mimicking normal human behav-
ior. By Digital Image Stabilization (DIS) and Optical Image
Stabilization (OIS), the visual input is stabilized to get the
most information. AlthoughDIS is responsible for processing
the image, the information contained in an image is governed
by the mechanism of getting it, which is the responsibility of
OIS. In this work, the neck and eyes of a humanoid robot form
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the responsible vision system. Through coordinated motion
between the neck and eyes, gaze stabilization can be achieved.
However, the humanoid vision system should resemble the
normal Human Vision System (HVS) to some extent.

HVS performs gaze stabilization by exploiting compli-
cated biological techniques called reflexes. Vestibulo-Ocular
Reflex (VOR) is the reflex responsible for keeping the gaze
stabilized at the current gaze point in space, whereas Optoki-
netic Reflex (OKR) is the reflex responsible for keeping
the gaze on track with the target [1]. Many researches have
developed gazing techniques based on HVS tomake the robot
exhibit a gazing behavior similar to human gaze behavior [2].
It should be noted that gaze control, generally, includes image
capturing, image processing, and system control [3]. Gaze
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stabilization is done in the system control stage by consid-
ering the information of the target and elements of the vision
system [4]. On the other hand, image stabilization is done in
the image processing stage to reduce the blur problem [5].
An eyeball or camera serves as the vision sensor that feeds
the system with visual input.

Research in the field goes back to the previous century,
such as research on eye motion, gaze stabilization, and
humanoid vision systems [1], [6], [7], [8], [9], [10]. One
of the common problems addressed in the field is com-
pensating for vibrations affecting the captured image. This
problem was addressed in [11] by designing a compensating
electromagnetic actuator, called 3 Degree of Freedom Elec-
tromagnetic Actuator for Image Stabilization (3D-EAIS),
on artificial eyeballs that could isolate them from vibrations
of body frame. Modelling and control of 3D-EAIS were
done in [12], whereas experimenting on a fabricated model
is shown in [13]. Approaching the same problem differently
in [14], stabilization of bionic eyes was done mechanically to
compensate for vibrations and gravity. The system considered
has 3 degrees of freedom (DOF) for the neck and 2 DOF for
each eye.

Researches also considered motion and rotation behaviors
during performing tasks. In [15], an analysis of gaze stability
was conducted on patients with vestibular loss and healthy
people by observing the visual acuity during a gaze shift for
standing, rotating the head, and walking cases. Furthermore,
movements of human head were emulated and analyzed
in [16]. Position variables were obtained by using geometric
relationships instead of fixed reference methods. In addition,
kinematic models for coordinated movements of eye-head
were derived in [17] for a general model of two-eye humanoid
head with 6 DOF. Another work, in [18], has addressed the
problem of keeping a distance by gaze and motion stabiliza-
tion.Model reference adaptive control was usedwith adaptive
feedforward gains and visual information as feedback.

Several studies have been extended to research animal
vision systems. Some experiments were conducted onmice to
monitor their eyemovements [19]. A technique for stabilizing
the gaze of a robobee during a maneuver was developed and
inspired by some insects’ techniques [20]. However, studies
on HVS have resulted in a huge impact on the improvement
of the humanoid vision system by taking inspirations from
stabilization techniques such as VOR and OKR. For example,
VOR has been analyzed by OpenGL visualization for camera
movements to evaluate image stabilization [21]. Moreover,
the visual stimulus has been analyzed during a car drive to
develop a model based on VOR and OKR [22]. Discussion of
researches on the topic that address used models, problems
and solutions, designs of robots, control methods, and system
behavior can be seen in comprehensive reviews, such as [2]
and [23].

Many solutions have been proposed and developed for the
control problem of humanoid gaze stabilization throughout
the literature. For ARMAR-III humanoid robot, a method
using saliency maps was developed in [24] to have the

gaze fully automated with a combination of gaze stabiliza-
tion and view selection to achieve required tasks. On the
same robot model, another method has been developed to
be more robust by including more sources of disturbances,
namely, visual, proprioceptive, vestibular, and inertial infor-
mation [25]. A different approach was taken by considering
the problem of tracking the fixation point of the eyes on iCub
humanoid robot by developing a passive gaze stabilization
with VOR and saccadic motion [26].

In the literature, deep learning methods were also used in
the gazing problem to address unmodeled nonlinearities [27].
In addition, it is used to estimate the gaze, as discussed in [28],
for various applications. One of the applications is gaze
gesture-based control, such as controlling a wheelchair or a
robotic car by reading the eye movements [29], [30]. Another
application is Human-Robot Collaboration, where people and
robots cooperate to accomplish specific goals [31]. Similarly
in the medical field, deep learning approaches have been used
to develop gaze-controlled surgical robots [32]. Additional
to gaze estimation, the learning process has been used to
develop a learned gaze control humanoids such as iCub [33].
Humanoid robots also use deep learning to form Human-
Robot Interaction (HRI) behaviors by learning gaze expres-
sions [34].

HRI research has also used fuzzy logic to develop
humanoid robot behavior in various aspects. For instance,
a fuzzy logic controller with seven criteria was devel-
oped to control the gazing behavior of a humanoid
and make it more natural [35]. In addition, fuzzy logic
was utilized in developing interactive emotion expres-
sions [36]. Also, gaze-based control has been approached
by fuzzy logic through reading of gaze and siliency
maps [37].

Overall, the gaze system is controlled to be utilized in
different areas with various approaches that must address
two main problems. The first one is the redundant solution
problem, which is the result of possible different actions to
reach an ultimate goal. The second problem is the inverse
kinematics (IK) problem, which translates desired actions
into desired joint positions. These are usually solved by
cost functions and numerical solvers [38]. Even though
many different numerical methods are found in the literature
such as Newton-Raphson and Levenberg-Marquardt meth-
ods, finding a numerical solution also includes problems
such as numerical instability risks, uncertain number of iter-
ations depending on the initial guess, and the need of per-
forming a time-consuming process [39]. Therefore, different
approaches are being developed to avoid related problems.
In [40], the fruit fly optimization algorithm was used to opti-
mize the parameters of the back propagation neural network
in order to solve the inverse kinematics problem. Another
study introduces an adaptive part to the particle swarm opti-
mization to achieve more efficient and accurate solutions of
IK [38]. On the other hand, in [41], it was proposed to use
direct calculations rather than solvers by developing a 3D
triangulation approach.
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FIGURE 1. Joints’ rotations of iCub humanoid robot.

In this work, the gaze control problem of a humanoid robot
is addressed by developing an algebraic method to avoid
the problems related to the numerical solution. It is based
on the system cascading structure, that can be used to find
the joints’ configuration of the desired state. In addition, the
multi-gaze solution problem is tackled by introducing vir-
tual components considering the geometrical structure. The
developed method is simulated in MATLAB/SIMULINK
environment using a developed sliding mode controller for
smooth response. A comparison of the different features of
existing and proposed approaches is presented in Table 1.
The most suitable research papers were considered as only
a little research has a comprehensive presentation discussing
the system, inverse kinematics, controller, and dynamics.

II. METHODS
The system considered in this article is the neck and eyes of a
humanoid robot, as it represents the vision system. The neck-
eye system is modeled based on iCub model which has its
information available in multiple sources such as [42], [43],
and [44]. It consists of 3 joints for the neck and 2 joints for
the eye, with 5 DOF in total. Only one eye was considered as
the work is extendable to the second eye.

A. THE MODEL OF THE SYSTEM
A robotic model is dependent on the joints’ location, connec-
tion, and order. The neck and eye joints of iCub model results
in tilt, swing and pan rotations as shown in Fig. 1. The order
of neck rotations is RyRxRz which are rotations around the
y-axis, x-axis, and z-axis in order. Similarly, the eye joints
have a rotation order of RyRz. The joints are restricted within
a range of allowed rotation for each one, as detailed in Table 2.
The gaze of the vision system can be defined by a 4 × 4

homogeneous matrix representing the eyeball (camera) posi-
tion and its gaze direction. This is done by utilizing kine-
matic equations using transformationmatrices throughout the
joints. So, the gaze can be written as

BTE =
BTNJ1

NJ1TNJ2
NJ2TNJ3

NJ3TNNTEJ1
EJ1TEJ2

EJ2TE (1)

where XTY is the transformation from X to Y, and B, N , E ,
and Jn are the base of the system, the neck, the eye, and the

joint number in the order of rotation sequence, respectively.
A transformation matrix is a homogeneous matrix that rep-
resents the change in position and orientation from one part
of the system to another. These transformation matrices are
found by using the Denavit-Hartenberg (DH) representation.
Each transformation in Eq. (1) can be represented by the
following function of DH parameters:

TJi (θi, αi, ai, di)

=


C(θi) −S(θi)C(αi) S(θi)S(αi) aiC(θi)
S(θi) C(θi)C(αi) −C(θi)S(αi) aiS(θi)
0 S(αi) C(αi) di
0 0 0 1

 (2)

where θi, αi, ai, and di are the DH parameters for the ith joint
Ji, whereas S and C are sin and cos functions. It is important
to note that the only variable of the DH parameters is the
joint rotation (θ) because the system has no prismatic joints.
Therefore, knowing the joints configuration is enough for
knowing the system state at any part. So, a general equation
for obtaining the homogeneous matrix of a part of the system
can be written as

Hn =
oHk kHn =

oHk
i=n∏

i=k+1

TJi (θi, αoi, aoi, doi) (3)

where TJi is the transformation matrix in Eq. (2), and oHk is
the homogeneous matrix of the reference that can be the base
frameHo or the frame of the k th body part. The transformation
is done from the k th joint to the nth joint.

The kinematic model found by Eqs. (1, 2, 3) is only con-
cerned with position and direction, whereas the rate of change
of the system state is the concern of the dynamic model,
which can be represented at the joint level by the following
differential equation [45]:

τ = M (J )J̈ + C(J , J̇ )J̇ + G(J ) (4)

where τ is the input torque, J is the system joints, M (J ) is
the matrix of inertia, C(J , J̇ ) is the Coriolis effect, and G(J )
is the gravity. The differential equation can be reorganized to
have an expression of J̈ as shown below:

J̈ = W (J )τ −W (J )C(J , J̇ )J̇ −W (J )G(J ) (5)

where W (J ) is the inverse ofM (J ).
Kinematic and dynamic equations form the system

model. It is implemented as a rigid-body-tree model in
MATLAB/SIMULINK environment using Robotics System
Toolbox.

B. INVERSE KINEMATICS METHOD
The neck-eye system discussed in Subsection II-A is repre-
senting the vision system of a humanoid robot. Developing
an IK for the whole system will only ensure the ultimate gaze
direction. However, for a humanoid robot, the gazing behav-
ior is also important to have a good HRI. Hence, in order to
have more control over the gazing process, IK is divided into
two IKs: Eye_IK for the gaze of the eye, and Neck_IK for the
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TABLE 1. Comparison of existing and proposed schemes.

TABLE 2. Allowed range of joints rotation.

face direction determined by the neck. An overall view of the
controlled system is presented in Fig. 2.

1) EYE_IK
The main goal of IK is to have a stable gaze at the target.
It begins by finding the desired position and orientation of
the eye, then provides the corresponding desired joints to the
controller. However, Eye_IK only considers the eye submodel
consisting of 2 joints. The two rotational joints only affect the
gaze direction, whereas the eye position is predefined by the
neck, considering it as a pre-reference frame. An illustrative
sketch of the model is introduced in Fig. 3 to be used for
illustrating examples throughout the method explanation of
IK.

Because Eye_IK considers the position of the eye constant,
the angle between vectors method can be used to find the
needed rotation between the actual and desired gaze direction.
In 2D space, the first vector is the actual gaze, whereas the
second vector ν is found by the following equation:

ν =

[
x
y

]
=

[
Tx − Ex
Ty − Ey

]
(6)

where (Tx, Ty) are the coordinates of the target, (Ex, Ey) are
the coordinates of the Eye, and x and y are components of the
vector v (z component is also included in 3D space). Then,
it can be represented by length and direction using the polar

coordinates as shown below:

P(r, θ) = r
[
cos(θ) sin(θ )

]
(7)

where r is

r(x, y) =

√
x2 + y2 (8)

and θ is defined by

θ (x, y) = tan−1
( y
x

)
. (9)

So, the desired gaze can be expressed in terms of the current
gaze rotated by an angle as shown in the following:

θDG = θCG + θR (10)

where θDG is the desired gaze, θCG is the current gaze, and θR
is the desired rotation found by

θR = θ (x2, y2) − θ (x1, y1). (11)

An illustrative example in 2D space is shown in Fig. 4, where
θR is found using Eqs. (9) and (11).
By knowing that the main goal is to find the desired gaze,

the current gaze can be substituted by introducing a virtual
gaze, which is an assumed gaze based on assumed joints
configuration. So Eq. (10) can be modified to be

θDG = θo + θ̂R (12)

where θo represents the virtual gaze and θ̂R represents the
rotation angle. Although the rotation from the virtual gaze
will be different, the desired gaze will be the same. This
means that there will be no change in the controller behavior
as it only takes the joints to their desired configuration found
by IK. Benefiting from the cascading structure of the system
by introducing a virtual gaze makes the Eye_IK independent
of the eye motion but still dependent on the reference frame,
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FIGURE 2. Original System in (a) is modified by the division of IK in (b) then introduced face direction goal in (c) and lastly
introduced the developed method in (d).
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FIGURE 3. Neck-Eye model diagram.

FIGURE 4. Angle between vectors.

which is only the neck in our model. Even though the proce-
dure discussed seems basic, it is used for tackling the problem
in 3D space.

In 3D space, the two angles of the spherical coordinates, θ
and φ, can be used to represent the two rotations of the two
joints of the eye submodel. The first angle of rotation is found
by following the same procedure above, especially Eqs. (9)
and (11). By knowing that this rotation is around the z-axis,
the first rotation matrix is found as

Rz(θR) =


cos(θR) − sin(θR) 0 0
sin(θR) cos(θR) 0 0

0 0 1 0
0 0 0 1

 (13)

where θR is the angle of rotation. The second rotation angle
for a spherical coordinates is the elevation towards the z-axis.
It can be found by using r from Eq. (8) to find θ (r, z) using
Eq. (9). Then, the angle of rotation is found by using Eq. (11).
Because this rotation is around the relative y-axis, the second
rotation matrix is found to be

Ry(θR) =


cos(θR) 0 sin(θR) 0

0 1 0 0
− sin(θR) 0 cos(θR) 0

0 0 0 1

 . (14)

So, by knowing the defined virtual gaze, the two rotation
matrices, and the sequence of rotation, the desired gaze direc-
tion is expressed as

Rd = RoRzRy (15)

where Ro is the virtual orientation of the eye that is defined
as

Ro = RNRVE (16)

where RN is the orientation of the reference frame affected
by the neck rotations, and RVE is the defined virtual gaze.
In the case of eye position, it is independent of eye motion.
So, it can be directly found by knowing the reference frame
and the relative eye location as in the following equation:

Td = RNTE (17)

where Td represents the eye position and the homogeneous
transformation matrix TE represents the relative eye position.
The desired homogeneous matrix of eye position and gaze
direction can be written as

Hd = TdRd =

[
R̂d T̂d
0 1

]
. (18)

By finding the desired homogeneous matrix, the desired
joints can be found by using a numeric solver. However, it is
important to note that an IK solver can be bypassed through
knowing the needed rotations for each joint. In the above
method, two rotation matrices were obtained Rz and Ry with
a rotation sequence of RzRy. Although the eye has only two
joints, their sequence of rotation is different, which is RyRz.
Consequently, Rz and Ry found by the above procedure can
not be directly used for getting the joints rotations of the eye
because the rotation sequence is not commutative.

By doing the same procedure but with some modifications,
the IK solver can be bypassed. The two angles of the spherical
coordinates are modified to be of sequence RyRz instead of
RzRy. With this new sequence, the first angle is calculated
by Eq. (9) but for θ (z, x) instead. Similarly, Eq. (9) is used
to find the second angle by calculating it for θ (r, y) where
r(z, x) =

√
x2 + z2. Each rotation angle can be represented

by its corresponding rotation matrix to find the desired rota-
tion matrix using the new rotation sequence as shown in the
below equation:

Rd = RoRyRz. (19)

Then, it is combined with the position found by Eq. (17) to
form the desired homogeneous matrix presented in Eq. (18).
However, the two rotation angles can be directly applied to the
two joints as they have the same sequence of rotation. With
this, the numeric solver is bypassed.

2) NECK_IK
The second part of IK is Neck_IK, which considers the
3 joints of the neck. As discussed at the beginning of the
section, Neck_IK is concerned about the face direction.
In contrast to the Eye_IK problem, the Neck_IK problem
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FIGURE 5. Demonstrating the indirect relationship between the face
direction and neck joints.

has two main differences. The first difference is the different
number of DOF. First, Neck_IK considers 3 DOF instead
of 2. Second, the configuration of neck joints affects the face
direction and head position. Consequently, Neck_IK has a
redundant solution problem due to having 3 DOF. Also, there
is an indirect relationship between the neck joints and the face
direction.

The angle between two vectors method can not be used
directly in the case of Neck_IK due to the indirect relationship
problem. It will result in an inaccurate solution, such as that
shown in Fig. 5, because the reference of rotation angle is
dependent on the configuration of the neck joints. In order
to have a correct rotation, another method should be used.
One way to tackle the problem is by using the geometrical
structure of the system. The link at the fixed joint connecting
the base with the face is always making a 90 degree angle.
In addition, the length from the base to the fixed joint is
known from the system structure. Also, the distance between
the base and the target is always known as both of them are
known. Therefore, the desired distance from the fixed joint
to the target can be found by using trigonometry as in the
following equation:

rd =

√
r2 − r2f (20)

where r is the distance from the base to the target, and rf is the
length of the link. So, when the vision system faces the target

point, the distance between the fixed joint and the target is rd .
Therefore, to find the desired rotation angle, a virtual point is
introduced with the same distance of rd along the current face
direction as follows:

Vp = Rvf

rd0
0

 (21)

where Rvf represents the face direction, and Vp represents the
virtual point. Then, two vectors are formulated as one from
the base to the virtual point and another one from the base to
the target point. Thus, the angle between two vectors can be
used to find the desired rotation angle.

Considering the same illustrative example shown in Fig. 5,
a correct rotation angle is obtained by the virtual point method
in Fig. 6. However, in 3D space, there are two angles of
rotation. In addition, there will be a multi-solution problem
as the same rd exists for more than one configuration of neck
joints, resembling a circular solution set. It is important to
note that for every unique target point, the circular solution
set forms a unique cone-shaped directions towards that target,
representing the possible solutions of the desired face direc-
tion. In addition, rotating the face direction using the vectors
of old and new target points results in a new face direction
but the same part of the solution set, meaning the system state
will be the same. So, for a face direction with no side tilts, the
solution will always be the part of the cone that is directed
to the target point and has no side tilts. Taking advantage of
that, a virtual face direction is introduced so that it avoids the
redundant solutions problem. Also, it will make the Neck_IK
independent of the neck motion. Moreover, using a virtual
face direction with no side tilts gives better HRI as it has
more resemblance to human behavior. The virtual direction
is implemented by using a virtual Rvf in Eq. (21) to find the
virtual point Vp with respect to the virtual face. Consequently,
the angle between the virtual point and the target can be
found, representing the desired rotation. Similar to Eye_IK,
spherical coordinate angles are used to represent the rotation
angles. Each point of virtual and target points is projected into
two virtual points as shown below:

P =

xy
z

 H⇒ Pxy =

[
x
y

]
;

Prz =

[
r
z

]
, r =

√
x2 + y2 (22)

where P is a point in the 3D space.
The first angle of rotation is obtained through using pro-

jected target point Txy and virtual Vxy in Eqs. (9) and (11).
Then, Eq. (13) is used to find the rotationmatrixRz. Likewise,
the other angle is found by using Trz and Vrz in in Eqs. (9)
and (11). After that, the rotation matrix Ry is calculated by
Eq. (14). Therefore, the desired homogeneous matrix can be
found by applying the two rotationmatrices to the virtual neck
configuration that corresponds to the virtual face direction.
First, the homogeneous matrix of the virtual face is written

50356 VOLUME 11, 2023



A. N. Alshakhs et al.: Novel Algebraic Inverse Kinematics Based Approach to Gaze Control in Humanoid Robots

FIGURE 6. Example showing the virtual point method.

as:

Hvf = HoHf (23)

where Ho represents the reference frame defined by the vir-
tual configuration of the neck, andHf represents the transfor-
mation from the neck to the face. By applying the obtained
rotation of Rz and Ry to Eq. (23) in order, the homogeneous
matrix of desired face direction and position is

Hdf = HoRzRyHf . (24)

All of this is summarized in Algorithm 1 below.

Algorithm1Virtual PointMethod for Desired FaceDirection
Require: Tp ▷ Target point
Hvf = HoHf ▷ Virtual face direction
Vp = Hvf rd ▷ Virtual target point of Eq. (21)
[Vxy Vrz] = P2(Vp) ▷ Two projection points
[Txy Trz] = P2(Tp)
θz = α(Txy) − α(Vxy) ▷ Rotation Angle
θy = α(Trz) − α(Vrz)
Hz = R(θz, z) ▷ Rotation Matrix
Hy = R(θy, y)
Hdf = HoHzHyHf ▷ Desired
function [uxy urz] = P2(u)

uxy =

[
u(x)
u(y)

]
r =

√
u(x)2 + u(y)2

urz =

[
u(r)
u(z)

]
end function
function θ = α(u)

θ = tan−1
(
u(y)
u(x)

)
end function
function H = R(θ ,c)

H = Rc(θ ) ▷ Eqs. (13) and (14)
end function

The obtained Hdf from Algorithm 1 and Eq. (24) can be
used by a numeric solver to find the desired neck joints.
However, to bypass the numeric solver, certain things must
be noted. The desired homogeneous matrix Hdf has been
obtained by finding two rotations, whereas the neck is capable
of three rotations. Consequently, the two obtained rotations
can not be applied to the neck unless they have the same
rotation sequence with fixing the third joint. This is also not
applicable as the rotation sequence of the neck is RyRxRz,
whereas the sequence of the rotations found is RzRy.
Even so, the Neck_IK numeric solver can be bypassed by

following the same steps of Algorithm 1 but with some addi-
tional ones. The algorithm ends with obtaining the desired
face direction and position represented by the homogeneous
matrix Hdf . This can be decomposed into two subproblems.
One is finding the joints configuration that corresponds to the
desired face position. Another is finding the joints configura-
tion that corresponds to the desired face direction. Because
of the structure of the system, only the first two neck joints
affect the position of the head. Therefore, only two rotations
are needed for positioning the head. So, by using the desired
position from Hdf and the virtual position from the virtual
neck configuration, the two rotations can be found using
the same Eye_IK solver bypassing method for the rotation
sequence of RyRx . These two rotations are unique.
As for the third rotation, it is a rotation around the rel-

ative z-axis of the plane reached by the first two rotations.
By knowing that the third joint does not affect the head posi-
tion but rotates the face direction, there will be one solution
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that faces the target, as it has already been found in Hdf .
To find the rotation angle, a vector from the desired head
position (Phead ) towards the target is defined as shown below:

νo = Tp − Phead . (25)

After that, the direction vector should be projected onto the
relative reference plane of rotation as follows:

ν = Rx(θ (r, y))TRy(θ (z, x))T νo. (26)

Then, by knowing that the rotation is around the z-axis, the
rotation angle is directly calculated by the following equation:

θ (νx , νy) = tan−1
(

νy

νx

)
. (27)

Consequently, the three rotations found can be directly
applied to the joints as they are of the same rotation sequence
RyRxRz.
A summary of the whole developed scheme is provided

in Fig. 7, where a diagram is presented with the eye part
on the left and the neck part on the right. The flow from
top to bottom shows the IK solution for a desired gaze that
includes the generation of virtual points, needed projections,
and rotations. As a result, five joint angles are calculated for
the neck-eye system, which are provided to the controller.
The calculation process for this IK solution has a bounded
computational complexity depending on the number of algo-
rithm steps and the processing time of calculation, where the
maximum algorithm steps are 25 (Eqs. ((9), (25), (26), (27))
and Algorithm 1).

C. CONTROLLER
The purpose of the controller is to take the system joints
to their desired positions that are decided by IK. The con-
troller should control the system dynamics represented by
a differential equation shown in Eq. (5). A Sliding Mode
Control (SMC) approach is utilized to build the system con-
troller [46]. First, a sliding surface is defined by

S =
˙̃J + λJ̃ (28)

where λ is a chosen parameter and J̃ = Jd − J . Then, the
derivative of the sliding surface is found and equated to zero
as shown in the following equation:

Ṡ =
¨̃J + λ ˙̃J = 0

→
¨̃J = −λ ˙̃J . (29)

Therefore, along the surface, the joints go to their desired val-
ues. To converge and stay on the sliding surface, a Lyapunov
equation is defined by

V =
1
2
S2. (30)

Then, the stability condition is found by restricting the Lya-
punov derivative to be less than zero as written below:

V̇ = SṠ ≤ 0

= S( ¨̃J + λ ˙̃J ) ≤ 0

= S(λ ˙̃J − J̈ ) ≤ 0. (31)

So, the input τ that meets the stability condition is found by
substituting Eq. (5) in Eq. (31) to get

τ = M (J )(λ ˙̃J + kSign(S)) + C(J , J̇ )J̇ + G(J ) (32)

where the term kSign(S) represents the reaching condition
using a signum function. The signum function outputs 1 or
-1 based on the sign of the sliding surface. The only case
where it outputs zero is at the sliding surface. This causes
an oscillation around the surface. To avoid this problem, the
signum function is modified to be

Sign(S) =


+1; S > ϵ,

S; ϵ ≥ S ≥ −ϵ,

−1; S < ϵ

(33)

where ϵ is a chosen parameter that decides the gray area
between the positive and negative outputs of a value of 1 in
the signum function. Consequently, the stability condition is
met by substituting Eq. (5) in Eq. (31) with the τ found in
Eq. (32). The resulting equation will be as following:

V̇ = S(−kSign(S)) ≤ 0

= −k|S| ≤ 0. (34)

Finally, it is desired to have the eye controller approx-
imately twice as fast as the neck controller, imitating the
biological model. This can be determined by mainly tuning
λ and k . A higher λ gives a higher convergence rate along the
sliding surface, and a higher k provides more aggressive con-
trol taking the states towards the sliding surface. As a result,
in general, the eye controller should have higher parameter
values.

III. RESULTS
Before discussing the simulation results, some important
notes should be considered. It is assumed that the camera
focus is of the same distance from the camera to the target.
In addition, the zero configuration of gaze and face directions
has a direction towards the negative y-axis. Furthermore,
millimeters and radians are used for distance and angle,
respectively. Moreover, the joints are restricted by the data
of Table 2. Lastly, Multiple tests have been performed with
different values of lambda and k in order to get the desired
response. It also includes running the eye controller twice as
fast as the neck controller, which is achieved by doubling the
k and lambda values for the eye controller. The parameters of
each controller are tuned to be λ = 3.5 and k = 15 for the
neck controller, and λ = 7 and k = 30 for the eye controller.

So, considering all of the above, the first test case is shown
in Fig. 8, which has a target of [1200 -100 1700] for the first
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FIGURE 7. Comprehensive diagram of the method.
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FIGURE 8. 3D View of the system response to gaze change sequence.

FIGURE 9. The system joints response to gaze change sequence.

2 seconds and then [1200 -1000 1100]. The gaze direction can
be followed by observing the gaze point change to the first
and second targets, which does not show any abnormality.
This can be further discussed by looking at the joint response
shown in Fig. 9. The first thing to notice is the fast reaction
of eye joints EJ1 and EJ2 compared to the neck joints NJ1,
NJ2, and NJ3, which is because of the faster controller that
controls the eye joints. In addition, eye joints angles begin
by increasing, then quickly decreasing to be steady at some
point. The increasing part represents the quick eye motion
that tries to reach the desired gaze direction as quickly as
possible. However, at approximately 0.3 seconds, the desired
direction is reached. So, after that point, the eye joints angles
begin to decrease to compensate for the neck joints motion
to stabilize the gaze at the target point. The eye joints reach
a steady state when the neck joints reach their steady state,
meaning the face is directed towards the target in normal
cases. Therefore, the eye joints angles should normally reach
zero at steady state but, in the shown case, eye joints angles
reach a non-zero steady state for the first desired target. This
is because the neck joints, specifically NJ2 and NJ3, have
reached their limit angles resulting in the inability to direct
the face towards the target. So, the non-zero steady state
of eye joints represents continuous compensation for that
inability. On the other hand, the second target case shows a
zero steady state of eye joints at 2.5 seconds, meaning that the
face direction has been reached. This shows that the reaction
of the eye joint to neck motion resembles the VOR reflex of
HVS.

FIGURE 10. Cartesian coordinates of target and gaze point.

FIGURE 11. Error between target and gaze point.

FIGURE 12. Spherical angles of target and gaze direction.

Another view of the same problem can be seen by con-
sidering the gaze point coordinates. In Fig. 10, it can be
observed that the gaze point smoothly reaches the target point
at around 0.3 seconds. This shows that the eye joints have
succeeded in quickly reaching the target point and stabilizing
it during the neck motion. The quick eye motion, resembling
saccadic motion, shifts the eye towards the target point, while
the eye joints compensation, resembling VOR, keeps the gaze
stabilized at it. The error presented in Fig. 11 confirms that
the desired gaze point has been reached as it is of zero error.

Similarly, the gaze direction can be viewed by using the
spherical coordinates as shown in Fig. 12. Both angles reach
the desired, meaning the direction of the gaze is also reached.
There is no observation of an error in the steady state as
presented in Fig. 13.
Other cases should be tested to ensure the validity of the

work. One case is object tracking as shown in Fig. 14. The
target moves with constant motion of around [300 −100
100] mm/s during the first interval of 2 seconds. In the
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FIGURE 13. Error between target and gaze direction.

FIGURE 14. 3D view of gaze response to a moving target.

FIGURE 15. 3D view of gaze response to circular motion.

second interval, the direction and speed change to [−600
−100 −100] mm/s. The gaze shows a smooth pursuit motion
tracking themoving target, resembling theOKR reflex. In this
case, if the neck joints can keep up with the movements of the
target, the eye joints will not do much work. However, in the
case of a faster motion, the eye will follow the target until
the face direction keeps up with the target motion. Another
case is tracking a circular motion as shown in Fig. 15. The
target follows a circular path with an amplitude of 75 mm
and a frequency of π Hz. The eye joints quickly take the
gaze towards the circular path, stabilize it at the target, and
compensate for neck motion as the face is also directed
towards the circling target.

IV. CONCLUSION
Addressing the humanoid gaze, a humanoid neck and eye
were modeled based on iCub. Additional to the gaze direction
task, a face direction subgoal is introduced to have a more
natural gaze. An IK was developed for the eye to achieve the
desired gaze direction. Similarly, the desired face direction
was achieved by developing an IK for the neck. By sug-
gesting an algebraic approach, the developed scheme has
avoided the problems related to numerical approach such as
the processing time of uncertain number of iterations, and
the numerical instability risks. The multiple solutions prob-
lem was adderessed by using virtual states with direct equa-
tions instead of using constraints, cost functions, or solvers.
In addition, the desired joints were obtained analytically
instead of using numerical solvers. Simulation results show
that the gaze rejects undesirable neck motion and tracks tar-
gets, exhibiting VOR and OKR reflexes, respectively. More-
over, a gaze change from one target to another is quickly
made, resembling saccadicmotion. Overall, the gaze has been
controlled, showing human-like gazing behavior.

For future work, recommendations are given in the follow-
ing:

1) Generalization of the developed IK method.

• The developed IK method can be generalized by
considering the rotation plane of humanoid joints
and their normals.

• The number of DOF may vary between systems,
but the method should be able to achieve the
desired result by decomposing the problem into
subproblems with certain objectives.

• Although any subproblem should be composed
based on the related system itself, position and
direction are the ultimate goals for each one.

• Therefore, by decomposing the main objective into
enough subobjectives and using all the system’s
DOF, the method should result in a unique analyt-
ical solution.

2) Controlling the gazing behavior by introducing a gaze
path objective in the controller.

• Although neck and eye coordination affects the
gazing behavior, the path taken towards the desired
directions should also be considered.

• One way is to define a maximum proportional
deviation from the actual gaze with fixed or adap-
tive ratios for each joint so that a desired behavior
will be followed.

• Another way is to include a machine learning algo-
rithm by making it learn certain gaze features in
order to impose them on the gaze control.

• Ultimately, by defining different gaze styles with
certain features, multiple algorithms can be devel-
oped to follow a particular behavior.

3) Including an intelligent part in the controller to give
more suitable actions for different cases.
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• For cases like stationary target, small change in tar-
get position, huge change in target position, slow
moving target, etc., theÂ fuzzification method can
be utilized to provide more appropriate control
actions for each defined case.

• In general, learning algorithms and artificial intel-
ligence can also be utilized to provide high-level
decisions.
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