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ABSTRACT Rapid changes of states and occurrence of data missing in power systems cause accurate
state estimation very hard. In this paper, an unscented trainable Kalman filter (UTKF) with a deep learning
prediction model is proposed to provide accurate state estimation under incomplete information. First, the
CNN-LSTM architecture, a typical deep learning model, is applied to form a trainable prediction model
(TPM), which offers more accurate prediction of states. However, sometimes states are incomplete due to
data losses in transmissions. To deal with incomplete information, historical time-series states are employed
and fed to the TPM in order to develop a missing data filling method. In this way, the prediction errors can be
lower through the online training and parameter adjustment of the TPM. Combining with the TPM and the
missing data filling method, an unscented trainable Kalman filter (UTKF) is proposed to improve the state
estimation of power systems when incomplete information is involved. Finally, three cases are designed, and
the simulation results show that for the prediction of states, the root mean square error (RMSE), an indicator
of accuracies, is reduced by about 3 multiples, if our missing data filling method is added. Furthermore, the
accuracy of state estimation is improved about 5 multiples by the proposed UTKF method, even if incomplete
information is involved.

INDEX TERMS Dynamic state estimation, deep learning, prediction model, missing data filling, unscented
Kalman filter.

I. INTRODUCTION

Power system states, sampled by measurement units, provide
the most effective method to analyze the operating condition
of power systems directly, which helps the detection of latent
faults and prevents the grid from sudden breakdown [1].
However, the pseudo-measurement is influenced by sensor
sampling errors and transportation disturbance, resulting in
cumulative errors during the operation [2]. For this reason,
state estimation is proposed to eliminate the residual between
the actual value and pseudo-measurement to increase the
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accuracy of data [3], and it plays a critical role in distribution
networks [4].

Usually, the state estimation is divided into static and
dynamic algorithms based on the application scenarios [5].
Widely used static state estimation (SSE) concentrates on the
numerical analysis in the constant time to search the sources
of errors and reduce the stable errors through the weight least
square (WLS) method but it is weak in estimating the changes
state due to the complex calculating process [6]. Opposite
to SSE, the dynamic state estimation (DSE) is proposed to
track the actual state by combining the prior probability of
prediction and posterior probability of measurement to obtain
the closest state to true value after regarding the noises as
the probability distribution [7], [8]. Furthermore, DSE is
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commonly divided into the prediction process for predicting
the next-time state and the measurement process for trans-
porting the errors for estimation. Rather than a steady system,
the states in power systems are affected by tiny disturbances
easily and fluctuates in a large magnitude frequently [9].
Thus, the DSE is more suitable for distribution networks to
reduce the errors in pseudo-measurement.

As an important part of the DSE, Kalman filter (KF)
proposed in 1960 is an efficient method to solve linear filter
problems and prediction issues, and this algorithm could be
incorporated in most scenarios without any modification [10].
Besides, the estimation is regarded as two steps, the predic-
tion process and measurement process, in KF, and the key
purpose of KF is to obtain the differential equations derived
from the variance matrix of the optimal estimation errors [11].
However, KF is more accurate only in the linear system
because it requires the prediction process and measurement
to be described in linear equations, which brings difficulty to
the application in complex nonlinear systems. For this reason,
the extended Kalman filter (EKF) is proposed to expand the
application of Kalman filter by processing the nonlinear func-
tion [12]. The Jacobian matrix of prediction and measurement
process derived from the differential equations only obtains
the first-order part in the Taylor series expansion [13]. That
makes it quick in the calculation but the higher-order data
is abandoned, which results in the low accuracy and weak
convergence rate of EKF. Combining the unscented transform
(UT) and KF, the unscented Kalman filter (UKF) presents a
great performance in dynamic state estimation recently [14],
[15]. As an efficient transform method, UT maps the state
from the prediction process into the measurement process
according the linear or nonlinear function with no loss [16],
[17]. That indicates all higher-order information is reserved,
thus the estimation of UKF is more accurate than that of EKF.

Many researchers study dynamic state estimation in power
systems. Several researchers consider the variances as a con-
stant matrix and lack of the evaluation and the analysis of
errors [18], [19]. Indeed, the errors in the prediction process
are changing during each state transition. Only the errors in
the measurement process could be regarded as constant due
to the sensors residual [20]. It is difficult for those estima-
tors to filter the errors derived from the forecasting process.
Furthermore, some researchers consider the power systems
as the simple model to predict the state such like the linear
model that neglect the practical operation condition of power
system [21], [22], [23]. The states of the power systems are
fluctuating frequently, it is essential to forecast the next-time
state in an accurate method to accelerate the convergence rate
and increase the accuracy. Other works of estimation adopt
algorithms that are not suitable for estimating the states of
the power systems [24]. To specific, EKF is quicker than
UKEF in the calculation speed, but UKF is more accurate
than EKF. For some scenarios, the error accumulation effect
from EKF results in a larger derivation in the controller or
dispatch center. Besides, most estimations do not consider
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the effectiveness and integrality of data under harsh operating
conditions such as power line disconnection, different mea-
surement units breakdown and the data sequences accepted
by the state estimator could miss sometimes [25], [26]. The
data missing could lead to the error accumulation and eco-
nomic losses.

To get a more accurate prediction state, the realistic power
systems model is essential to be considered. With the devel-
opment of deep learning (DL), artificial neural network
(ANN) becomes a critical component of the prediction algo-
rithm over the last few decades [27], [28]. The deeper hid-
den architecture of ANN has begun to surpass the classical
method in many scenarios. Based on that convolution neural
network (CNN) is the most popular to extract key information
from the specified object [29], [30], [31]. Some researchers
concentrate on the excellent information processing ability of
CNN, and the results demonstrate that CNN could extract the
state labeled with time in power systems [32]. Considering
the state is fluctuating with operating time, the CNN is suit-
able for the power systems in the prediction process. Never-
theless, the hidden layers of CNN limited the performance in
the time of calculating for state estimation in power systems,
and predicting the speed of CNN is influenced by its multi-
layers architecture, which makes it hard to forecast state in
power systems [33]. As one of the most powerful dynamic
predictors, long short-term memory (LSTM) is successfully
used in a different field to forecast time-series data in the
low time cost, which could also be used in state estimation
in the prediction process [34]. Thus, the combining of CNN
and LSTM could compensate for the shortcomings of each
other in power systems for state estimation in the prediction
process.

As mentioned above, the existing prediction models of
power systems are weak to provide accurate state predic-
tion during operation, and traditional DSE algorithms could
not fill the missing data during operation. In this paper,
an unscented trainable Kalman filter (UTKF) with the CNN-
LSTM architecture is proposed, which improves the accuracy
of state estimation significantly, even if data losses occur.
The simulation results demonstrate that the proposed TPM
decrease the RMSE in prediction and missing data filling, and
the UTKF achieves better performance in accuracy of esti-
mation in power systems involved incomplete information.
Therefore, the main contributions are listed as follows

1) To improve the prediction accuracy, the deep learning
(DL) model, CNN-LSTM, is introduced to dynamic state
estimation (DSE), which leads to a trainable prediction model
(TPM) of power systems. Through online training in the
CNN-LSTM and parameter adjustment, the forecasting errors
are reduced, which makes the prediction more accurate.

2) Data losses always exist in measurement and trans-
mission. To deal with incomplete information in the DSE,
historical time-series states are employed to design a miss-
ing data filling method, which offers a way to avoid error
accumulation.
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3) An unscented trainable Kalman filter (UTKF), com-
bined with deep learning (DL) and Kalman filter (KF) is
proposed to tackle the problem of state estimation when
incomplete information is involved. The covariance matrix of
states is analyzed and a proposition is proved, which indicates
that the estimated errors are reduced effectively.

The paper is organized as follows. Section II describes the
problem formulation in power systems. Section III details the
unscented trainable Kalman filter with missing data filling.
Section IV discusses the effectiveness and accuracy of the
proposed algorithms by simulation. Section V draws the con-
clusion.

Il. PROBLEM FORMULATION
In this section, the problem formulation of power systems is
introduced. The DSE is revised into a nonlinear formulation
according to the actual operation condition of power systems.

In this paper, power systems installed with phasor measure-
ment units (PMU) and supervisory control and data acquisi-
tions (SCADA) is considered. The nodes in power systems
are described asi C N = {1, 2, ..., n}. N represents the set
of the bus number. If node i and node j is connected directly,
they are called neighbors, and all neighbors of node i are
jC M.

The state transition of the network with n nodes could be
described as

x(t+1)=Fx()+w() €))]

where x(7) is the state at time ¢; F' is the transition matrix; w(t)
is the transition noise. The state of power systems is dynamic
and influenced by any changes in the grid, the equation (1)
could decrease the response time effectively of estimation by
predicting the next-time state. The state vectors are

x (1) = [u(t), v(t)]" )

where u(t) and v(¢) are the magnitude and phasor of node
voltage, respectively. Also, the deviation exists during mea-
surement. The measurement could be described as

2+ D) =Hx(@t+1)+qt+1) 3)

where z(t + 1) is the measurement at time ¢ + 1, H is
the measurement matrix of ith node; and g(r + 1) is the
measurement noise. The noise of measurement occurs when
the sensors sample or transport the state data inevitably. The
measurement vectors are

2(t) = [P), Q), U), V(1) P; j(0), Qi j0]" (4

where P(¢) and Q(t) are the node positive power and negative
power, respectively; U(¢) and V(¢) are the measurement of
magnitude and phasor of node voltage; P; ;(¢) and Q; ;(¢) are
the branch power from i to j nodes, j C ;.

The equations (1) and (3) formulate the problem for a
linear system. However, the power systems is characterized
by strong nonlinearity and frequent fluctuation, which leads
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to the nonlinear function of F and H. Consequently, the
problem could be described as

x(+ 1D =fx@)+w) )
2+ D =hx+1))+qt+1) (6)

where f(x) and h(x) are the nonlinear transition and mea-
surement function, respectively. The equations (5) and (6)
describe the model in state transition and measurement pro-
cess of multi-agent distribution networks.

In this paper, the algorithm is proposed to estimate the
next-time state to cope with the dynamic and nonlinear power
systems. The main aim of this paper is to filter the noise
which exists in the prediction and measurement process and
fill the missing data based on the historical time-series data
to increase the accuracy of measurement in power systems.
Power systems discussed in this paper is regarded as abso-
lutely observable, the data missing only occurs in several
buses at the same time. The data error in the prediction and
measurement process is distributed as Gaussian noise.

IIl. UNSCENTED TRAINABLE KALMAN FILTER WITH
MISSING DATA FILLING

In this section, an UTKF algorithm is proposed to improve
the accuracy of the state in power systems involved incom-
plete information. The UTKEF is divided into the prediction
process and measurement process. To increase the estima-
tion accuracy and reduce the complexity of calculation, the
prediction process provides a prior mathematical expectation
for the measurement process. Then, the more accurate state
is estimated based on the predictions. Considering the data
losses in power systems, traditional UKF is limited on solv-
ing the missing data problem in power systems, thus, the
UTKEF algorithm is proposed to increase the effectiveness of
estimation.

A. TRAINABLE PREDICTION MODEL OF POWER SYSTEM
Although the bus voltage is dynamically changing during
operation, the trend of the state is correlated with the residen-
tial and industrial consumption habits, climate, and renewable
generation. Thus, it is feasible to predict the state based on
DL. The trainable prediction model (TPM) is a new approach
to a model complex system. As an important part of the
neural network, the convolution neural network (CNN) is
implemented into the information extraction. In fact, power
systems could be regarded as a system with the input of
renewable resource generation, injection power, and con-
sumer power of several nodes, and the states in power systems
are not only interrelated with themselves but correlated with
the input mentioned above. Therefore, the input informa-
tion with time-series is evaluated by CNN to extract the
correlation.

The CNN is implemented to extract the information for the
prediction process, and it could be divided into four layers:

1) Embedded layer. The state data is input through the
embedded layer and is cut into pieces. The time-series state
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—lx(t+1)

CNN layer LST™M Output
layer layer
FIGURE 1. CNN-LSTM architecture.
vector is X = [x(1), ..., x(¢)]” at time ¢, and the output of

embedded layer of ith node is E(t) = [x(t — d), ..., x()].
The length of the output is depending on the size of convolu-
tion kernel d.

2) Convolution layer. The data of ith node is obtained by
convolution layers, which could be described as

x'=gM'E)+ V' )

where x' is the output of convolution layer; M’ is the weighed
matrix and b’ is the constant term.

3) Pooling layer. The pooling layer could simplify the
calculation time during prediction by the pooling algorithm,
usually the max-pooling method. Similarly important with
the convolution layer, the data aggregated could increase the
effectiveness and accuracy of prediction.

4) Dense layer. The architecture of CNN is established for
extracting the features of data, for this reason, the work of the
dense layer is to output the reorganized data for the next layer.

Although CNN could identify the data effectively, the pre-
diction of CNN is limited by its convergence time, which
is unable to output prediction on time. The long short-term
memory units (LSTM) present the superior prediction of
time-series data, recently. After the pre-processing of data
by CNN, the data features are extracted, then those would
be transported to prediction units. The jth unit in LSTM
architecture with k units is described as

D =D o pM N +Rfy(/_1) 459

+pP oD ®)
eV = o(Mx' + RS 4 5% ©)
PV = oMPx' + RIYI™D 4 Py (10)
oV = oM x' + ROV 4 p%) (11)
Y = o0 © p(c?) (12)

where j is the number of LSTM units; v, p(f) and oY are
the input, forget, and output gate, respectively. c?) is the
state vector of jth unit; y¥) is the output of LSTM; M =
(M€, MP, M°], R = [R*,R!,R°] and b; = [b°, 1P, }°]
are the state parameters of input, forget and output gate,
respectively. o is the point-wise sigmoid function; ¢ and p are
the hyperbolic tangent function; © denotes the corresponding
elements multiplication of matrix. The state parameters of
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LSTM are obtained by training to get a more accurate predic-
tion state, and every node of power systems is installed with
CNN-LSTM architecture. The architecture of CNN-LSTM is
shown in Fig.1, and the prediction process is

Rt +1) = FE®)) (13)

where X(r + 1) is the prediction state. Besides, the TPM
of CNN-LSTM architecture could correct the parameters
in neural network by learning and calculate the residual in
operating. For this reason, the CNN-LSTM architecture could
be implemented without an error estimator, and the residual
function is

€+ 1) =s(x(+1),x(+ 1)) (14)

where €(t + 1) is the residual at time ¢ + 1; X;(z + 1) is the
prediction state vector at time ¢; s(-) is the residual function.

B. MISSING DATA FILLING METHOD

When meeting the incomplete information in measurement,
the prediction need to detect and fill the missing data. If the
networks are only trained in offline data, the missing data
would decrease the prediction accuracy and error accumu-
lation. Supposed that the dispatch center could detect data
missing in measurement, if the measurement data couldn’t be
read by estimator, it would be regarded as missing data, and
the estimator need to fill it to avoid accumulation of errors.
Thus, the online training method with missing data filling
method is proposed.

Considering the neural network is also a project to min-
imize the residual between prediction and true value, the
online training method could be incorporated into the DSE.
The parameter information matrix of ith agent is Hl(r’)(t) =
[Mc,(i)’ Me,(i)’ MP,(i),Mo,(i)’ Ra(i)’ Re’(f), RP: (i)’ Ro,(i)’ bc,(/'),
b @D b D p2 DT and it could be adjusted to output more
accuracy prediction during system operating. The state tran-
sition process according to (8) and (12) is

Tt + 1) = A@Q), Ei(r), 5(1)) + (1) (15)
It + 1) = Y (@), Ei(1), Y1) + €,(1) (16)
Hy(t 4 1) = Hy (1) + ex(0) (17)

where R(t) = [e:(2), €(t), €x(t)] are the errors should be
filtered; The function A(-) and Y'(-) is the nonlinear transition
function of LSTM unit. Furthermore, the Jacobian matrix is
adopted to linearize the transition function. The transition
equations could be written as

A+ 1) = A@Q), i), (1)) (18)
T+ 1) = YE@1), E0), 5(1)) (19)
Hy(t+1) = H, () (20)

St + 1) = Firt + DEa(0F (e + 1)T
+R(t+1) 1)
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Algorithm 1 Online Training Based on TPM

Initialization: ia(t) <« fa(O)
Information matrix calculation:

1) Construct information matrix;\

E(41) < [€t + 1), 5t + 1), Hy (1 + NG

Y+ 1) < (1)

2) Get next-time parameters by (18), (19),(20), and
21).

3) For power systems with N nodes, calculate the infor-
mation matrix.

nt+1) < y@e+D+Rt+1)

EC+1) <&+ D+ v+ Dne+ 17!

S+ 1) =X+ 1)

Yt +1) <@+ D) —ye+Dne+D)'ye+ DT
Update parameters:

[c(t + 1), 5 + 1), Hy (¢ + 1] < & + 1)/N

S+ —yYy@E+1)

where fdi(t + 1) is the covariance matrix for jth unitat r + 1
time, and the Jacobian matrix F; ;-(t + 1) is

IACEY) IACEY) I(ACEY)

ac 7y Y

where ¢ = ¢t + 1); H = Hy(t + 1;5 = 3¢ + 1).
Consequently, for agent i at time k + 1 with neighbor j € V;
the iteration [2] of distributed CNN-LSTM is

ne+1D)=ve+1)+Rt+1) (23)
EC+ D) =EG¢+ D)+ v+ Dyt + 17!
S+ D) =X+ 1) (24)

e+ D =v@+1)—v@+ Dnie+ D'y + DT (25)

where n(t+1), £(t+1) and ¥ (¢4 1) is the information matrix.
The training result is calculated as

ct+1)
e+ | = ﬁg(z+ 1) (26)
Hy(t+1)

where N is the number of nodes in power systems. The
method of online training based on trainable prediction model
(TPM) is Algorithm 1.

The incomplete information leads that the secondary
devices being unable to respond on time, which would influ-
ence the power supply and stability of the grid. Besides,
several missing data results in the wrong calculation of state
estimation, and the cumulative error could also lead to eco-
nomic losses.

The missing data matrix is described as

x(t) = [x1(2), NaN, ..., xp—1 (1), x,()]F (27)
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NaN X(t+1)
Missing Data Filling Prediction

FIGURE 2. The comparison of the input matrix between the prediction
and missing data filling.

where NaN represents the missing data in state matrix; x(¢) is
the state matrix with missing data.

If the missing data appears in the state matrix, the esti-
mation would not operate as normal because the estimator
couldn’t calculate the deviation between the prediction state
and the actual state. Fig.2 shows the comparison of the input
matrix between the prediction and missing data filling. The
whole states from initial operation time are as the input matrix
for missing data filling, and the several latest states are as the
input matrix for prediction. For the /th missing data in x(¢),
the filling state is

X+ 1) =f(Er(1) (28)

where Eq.,(t) is the state time-series matrix from initial time
to time ¢, and the filled state matrix is

X(0) = [x1(1), %20, B (1), ., X1 (0, xa(O](29)

where X,(¢) and x3(¢) is the filling state predicted by the CNN-
LSTM architecture.

C. UNSCENTED TRAINABLE KALMAN FILTER

To solve the nonlinear function and decrease the error dur-
ing estimation, the unscented transition (UT), which could
transport the variables and not change the raw distribution of
the data, is adopted to eliminate the model nonlinearization.
Sigma points are adopted after the prediction process as
follows

P+ D=3 +1) (30)

xPe+ D=3+ D+ Kk +DE(+ Dl (31)
xOC+ D=3+ -k +0E0+ Dl (32)

where x (k)(t + 1) is the kth sigma point of prediction x(¢ 4 1);
$,(t + 1) is the covariance matrix of predicting state; k are
from 2 ton 4+ 1 and n 4+ 2 to 2n + 1 in equations (31) and
(32), respectively; ()i is the k column of the matrix and ./
is operation of Cholesky factorization, respectively. After the
generation of sigma points, the measurement process could
be described as

yOe+D=hrxPe+1),k=1,....2n+1  (33)

2n+1
W+ D= 00yPe+ (34)
k=1
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2n+1
S+ =D 00¢Pe+ - +1) 39
k=1

P+ -2+ ) 0w+ 1)

where the weights p® — 1/2N,k = 1,2,...,2N + 1,
y®(r + 1) is the sigma point of measurement; fz(t + 1)is
the measurement matrix based prediction; fz(t + 1) is the
variance matrix of measurement; O(¢ 4+ 1) is the noise matrix
of measurement process. The UTKF algorithm is summarized
in Algorithm 2.

Algorithm 2 Unscented Trainable Kalman Filter (UTKF)

Off-line training iteration:

1) Time-series matrix E(t) < [x(1), ..., x(®)]T

2) Calculate the output by (8), (9), (10), (11) and (12).

3) Calculate the residual € by (14).

4) Adjust parameters according to €.

Ife <p

5) Calculate the initial variance matrix fx )
where E(t) consists of the operating state from time 1 to ¢;
B is the tolerance error.
Initialization:

x(1) < x(0) T(t) < ,(0)

Prediction process:

1) Construct input matrix E(t) = [x(t — d), ... x(1)].

2) Output the prediction state matrix X(¢ + 1) by (8),
9), (10), (11) and (12).

3) Operate the Algorithm 1.

4) Get residual €(t + 1) by (14), calculate the fx (t+1)
and update the parameter in CNN-LSTM architecture.

5) Byt + 1) < Zi(0)

If find NaN in x(t):

6) Fill the missing data by (28).
Measurement process:

1) Generate sigma points by (30), (31) and (32).

2) Calculate measurement based on prediction by (33),
(34) and (35).
Estimation process:

K = Sl + DS + D!

Xt4+1) <X+ D+ K@e+1) =20+ 1))

Z(t+ 1) = h(x(t + 1))
where Z(t + 1) and x(¢t + 1) are the estimation of mea-
surement and state vector which is consist whole nodes
of power systems, respectively; K is the Kalman gain;
fxz(t + 1) is the covariance matrix between X(¢ + 1) and
Z(t + 1); z(¢ + 1) is the pseudo-measurement at time ¢ + 1.
Update: R R

Et+1) < [x@2),....x(¢t+ D], 2.(¢t) < Z(t + 1).

Algorithm 2 demonstrates the process of UTKEF, the esti-
mation of state is obtained according to the Proposition 1.

Proposition 1: If the Xt + 1), 2(t + 1) and S.(t + 1)
are obtained by (13), (34) and (35), respectively, the optimal
estimation state is

Xt+1) < xt+ 1)+ K@t + 1) =21+ 1) (36)
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FIGURE 3. IEEE 33-bus System.

and the optimal Kalman gain is
K =%+ DE+ D! 37)

Proof 1: The main purpose of state estimation based on
Kalman filter is to minimize the variance of state, the error
between true state and estimated state is

r+D=x+1)—-x(+1) (38)

Substituting the (14) and estimated state into (38), and the
equation is

rit+ 1) =€+ 1) —Klzt+D—-Z¢+1D] 39

Considering the variance of the real and predicted state is
the important parameters to evaluate the error, the covariance
matrix is defined as

Tt + 1) =E[r(t + Dr(t + D]
=S+ 1)+ KS,(t+ DK —2KS (1 + 1)

where E(-) is the calculation of expectation; fxz(t +1) =
[x(r + 1) —=X(t + D]lz(t + 1) — 2 + D]”. To eliminate the
residual in prediction and measurement, the variance between
true state and estimated state need to be minimized, and the
partial derivative of with T+ respect to K is

Atr(Ti(r + )]

K =2KS.(t+ 1) =28, +1)  (40)

; ; Aer(Sxt+1N] _
In order to get the optimal K, setting the =—=8——> =

0 as
2KS.(t+1) =28 +1)=0 (41)

So the optimal Kalman gain K = S..(r + D[Z.(z + 1)] .

IV. CASE STUDY

In this section, the simulation demonstrates the efficiency
and accuracy of the proposed UTKF algorithm by comparing
it with other popular algorithms in power systems involved
incomplete information. The parameters of the simulation
are set at first. In case 1, the accuracy of proposed TPM is
verified by comparing the prediction with traditional model.
The accuracy of prediction under incomplete information
is verified in case 2. At last, the case 3 demonstrates the
accuracy of proposed UTKF with the missing data filling for
state estimation.
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(2) (b)

1.06 1.06 1.06
=—— True State —— Trué Value —— True State
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2
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Time[seconds]

FIGURE 4. The voltage magnitude prediction of different prediction algorithms in several nodes of power systems in IEEE 33-bus system. (a) Node 1.

(b) Node 11. (c) Node 25.

TABLE 1. Architecture of CNN-LSTM.

Layer Size Activation function
Input layer 9x1,64 cells Linear
Convolution-1D 8x64 ReLU
LSTM 8x64,2x16 cells, Sigmoid
0.2 Dropout
Output layer 16x1 Linaer

A. SIMULATION SETTINGS
Simulation is conducted in IEEE 33-bus power system. Fig.3
shows the connection of nodes, and each node is installed
with measurement units of PMUs. The covariance matrix of
Gaussian noise W(r) € R/ and O(t) C R! are set as 0.02I and
0.0021, respectively. The time interval of the sampling rate is
2 seconds. The window size d is set as 3, and the architecture
of CNN-LSTM is shown in Table 1.

In order to evaluate the performance of algorithms, some
performance indices are selected. The root mean square error
(RMSE) is

n

1
=D leien)]
n

i=1

TRMSE = 42)

B. CASE 1: COMPARISONS OF ACCURACIES OF
PREDICTION MODELS
An accurate prediction model is the most important way to
pre-judge the system change and increase the accuracy of
estimation. A widely used 2-parameter Holts linear trend
(HLT) [35] prediction model is introduced to forecast the state
of operations. It also could predict the missing data based on
the historical time-series data. In this case, the data missing
follows the uniform distribution based on operating time.
Fig.4 compares the prediction of different algorithms in
different nodes in the system It shows that the TPM pre-
dictions follow the true state closer than those of HLT, the
prediction of TPM could track most time. Consequently, the
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FIGURE 5. The performance of prediction involved the missing data of
nodes 17 in IEEE 33-bus system.

TABLE 2. Online training cost in several nodes.

Node31
0.32

Node3 Node 15 Node23
0.29 0.21 0.17

Node Number
Time Cost(s)

Average
0.24

proposed CNN-LSTM architecture is more suitable for state
prediction for DSE.

C. CASE 2: COMPARISONS OF ACCURACIES OF
PREDICTION MODELS UNDER INCOMPLETE
INFORMATION

To guarantee the performance of TPM, the time cost of
online training is considered. Table.2 shows the time costs
of online training in several nodes, and the average time
cost is 0.24 seconds, which means the online training could
operate for about 8 iterations during the interval between two
sampling. Consequently, the online training method of TPM
could be used in practical implementation to fill the missing
data.
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FIGURE 6. The cumulative errors of UTKF and UKF in different nodes in IEEE 33-bus system. (a) Node 1. (b) Node 5. (c) Node 11. (d) Node 17. (e) Node 21.

(f) Node 25. (g) Node 29. (h) Node 31.

Considering the incomplete information, Fig.5 shows the
compensation value for missing data by different algorithms
innode 17. The TPM also performs better in missing data fill-
ing in the accuracy of prediction. The prediction track of TPM
is influenced slightly by the missing data but the prediction
track of HLT is influenced in the next fewer predictions. For
traditional trend prediction model like HLT, it only considers
the changing trend in the long time distance. However, the
CNN-LSTM based on DL could extract the features from the
historical state and promote the performances through online
and offline training.

To analyze the error in detail, the RMSE of different
algorithms in prediction and missing data filling is shown in
Table 3. In the overview of the performance, the RMSE of
TPM not only forecasts the state in lower error but also fills
the missing data with lower deviation compared with the HLT.
The RMSE of TPM decreases more than about 3.07 multiples
in prediction and 2.96 multiples in missing data filing on
average. In conclusion, the prediction model could forecast
the state in power systems.

D. CASE 3: ACCURACY OF UNSCENTED TRAINABLE
KALMAN FILTER WITH THE MISSING DATA FILLING
METHOD FOR STATE ESTIMATION

In order to verify the accuracy of the proposed algorithm,
the cumulative errors of estimation from UTKF with CNN-
LSTM architecture and traditional UKF with HLT prediction
model are presented in Fig.6, and the simulation is conducted
at the initial time after the off-line training of the CNN-LSTM
architecture. In the simulation, the 21, 25, 29, and 31 nodes
are injected with the missing data which is distributed as
uniform distribution, other nodes are operating steadily. Fig.6
shows that the proposed UTKF estimates the state in lower
percent of cumulative error, and the convergence rate is in
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TABLE 3. RMSE of algorithms in several nodes.

TRMSE X 1073
Node TPM HLT

Prediction | Filling | Prediction | Filling
Node 1 1.69 3.42 7.53 10.12
Node 5 1.95 4.14 5.45 12.82
Node 7 2.61 4.98 6.01 9.45
Node 11 2.34 5.21 6.64 11.22
Node 15 2.05 332 8.11 9.44
Node 17 278 3.94 7.43 14.26
Node 25 2.11 4.61 6.57 11.19
Node 29 2.54 442 8.07 15.72
Node 32 2.66 3.58 791 17.23

the same speed almost in the stable operation situation. Con-
sidering the missing data, the errors of UTKF are affected
slightly because of the filling method based on the prediction
of CNN-LSTM architecture. Due to the lack of predicting
method based on the historical state, the cumulative errors
of UKF in several nodes are influenced apparently. Thus, the
proposed UTKF estimates the state in a more accurate and
effective method.

After the power systems reach steady operation condition,
the RMSEs are obtained for every node in Table 4. in one
week, and the missing data is in a uniform distribution in
all nodes. Overall speaking, the UTKF performs better than
HLT in RMSE, the RMSE from UTKF is smaller than UKF
in every node, and the average RMSE of UTKEF is decreased
by 5.99 multiples on average comparing with the UKF. The
most important reason is that UTKF keeps online training
during operation rather than the fixed parameters in UKF with
the HLT prediction model. UTKF increases the accuracy of
prediction based on the residual between the predicted state
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TABLE 4. The convergence time of UTKF and UKF in the simulation of different scale systems.

Node TRuse X 10”7 Node s X 10”7 Node Tryise X 107

UTKF UKF UTKF UKF UTKF UKF

Node 1 0.78 1.45 Node 12 0.44 1.78 Node 23 0.47 1.24

Node 2 0.93 2.98 Node 13 0.49 3.84 Node 24 0.32 3.66

Node 3 0.21 2.67 Node 14 0.92 7.93 Node 25 0.64 1.01

Node 4 0.64 2.12 Node 15 0.23 3.17 Node 26 0.17 1.20

Node 5 0.77 1.14 Node 16 1.32 5.67 Node 27 0.91 2.37

Node 6 0.67 3.94 Node 17 0.33 4.61 Node 28 0.82 3.89

Node 7 0.26 4.12 Node 18 0.94 4.01 Node 29 0.36 2.09

Node 8 1.02 491 Node 19 0.59 2.37 Node 30 0.72 4.44

Node 9 0.78 3.74 Node 20 0.31 4.95 Node 31 0.33 3.15

Node 10 0.54 4.54 Node 21 0.12 1.62 Node 32 0.69 3.61

Node 11 0.48 5.39 Node 22 0.17 3.44 Node 33 0.28 4.77
o0 of power systems. However, rapid changes of states and
4 UKF  —+— SGD incomplete information bring difficulty for state estimation.
2040 SHEVEFK e UTKE In this paper, an unscented trainable Kalman filter (UTKF)
80.0 \x with a deep learning prediction model is proposed to provide
ook accurate state estimation under incomplete information. First,
5 \\ based on the DL, a trainable prediction model (TPM) under
[ 00 % the CNN-LSTM architecture is introduced to predict states in
g 5001 \k power systems in a more accurate way. Considering the data
g 4001 N losses in estimation, the TPM is designed to fill the missing
© w00 \\* N data through online training to adjust parameters in network
' T et s e e a0 e b b layers of CNN-LSTM architecture. Combined with the TPM
200 SV S S and missing data filling method, an UTKF algorithms is
10,0 proposed to increase the accuracy of estimation of power

0.0 systems involved the incomplete information.
0 5 10 15 20 25

Iteration

FIGURE 7. The average cumulative errors of different algorithms with the
iterations of all nodes in IEEE 33-bus system.

and the estimated state, at the same time, it fills the missing
data according to the historical time-series data effectively.
Consequently, the proposed algorithm performs better than
traditional UKF in estimation and missing data filling.

To investigate the performance of different algorithms,
the stochastic gradient descent (SGD) and extended Kalman
filter (EKF), performs well in convergence rate in solving the
optimal problem, is introduced to verify the convergence rate
of proposed algorithm. Fig.7 shows th average cumulative
errors of estimation with iteration. It demonstrates that the
proposed UTKF has the most accurate estimation, and the
EKEF has the larger cumulative errors in estimation. Due to
the neglect of the higher-order in Taylor expansion, the EKF
is the most inaccurate estimation when facing the missing
data in power systems. Convergence rates of UKF, SGD, and
UTKEF are the closely the same, thus the UTKF has fast rate of
convergence in operating. Consequently, the proposed algo-
rithm estimates the state more accurately in power systems
involved incomplete information.

V. CONCLUSION
As one effective way to eliminate the errors in measurement,
state estimation plays an important role in the operation
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Finally, three simulations are conducted in IEEE 33-bus
network to verify the effectiveness and accuracy of proposed
model and algorithm. In case 1, the prediction accuracies
of TPM and widely used prediction model are compared by
forecasting the operating state in power systems, the proposed
TPM could track the real-time state in much more approx-
imate way. Then, the case 2 verifies the accuracies of pre-
diction models under incomplete information, the proposed
method could reduce the RMSE by about 3.07 multiples in
prediction and 2.96 multiples in missing data filling on aver-
age. Considering the estimation in power systems involved
incomplete information, the proposed UTKF could decrease
the RMSE of estimation by about 5.99 multiples on average
in all nodes in long period of operation, and all proposed
methods increase the accuracy and decrease the errors of the
state estimation significantly.
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