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ABSTRACT One of the essential processes in Mobile Ad hoc Networks (MANETs) is blind flooding
to discover routes between source and destination mobile nodes. As the density of nodes in the network
increases, the number of broadcast packets increases exponentially. This can lead to broadcast storms, a drain
on the device’s battery, and reduced network efficiency. We propose a Cross-layer Adaptive Fuzzy-based Ad
hoc On-Demand Distance Vector routing protocol (CLAF-AODV) to minimize the routing broadcast traffic
by considering the quality of service (QoS) (e.g. delay, throughput, packet loss), stability, and adaptability
of the network. The suggested method employs two-level fuzzy logic and a cross-layer design approach
to select the appropriate nodes with a higher probability of participating in broadcasting by considering
parameters from the three first layers of the Open Systems Interconnection (OSI) model to achieve a quality
of service, stability, and adaptability. It not only investigates the quality of the node and the network density
around the node to make a decision but also investigates the path that the broadcast packet traveled to
reach this node. Simulation results reveal that our proposed protocol reduces the number of broadcast
packets and significantly improves network performance with respect to throughput, packet loss, normalized
routing load, collision rate, and average energy consumption compared to the standard AODV and the Fixed
Probability AODV (FP-AODV) algorithms.

INDEX TERMS Broadcast storm, broadcasting, fuzzy logic, mobile ad hoc network, quality of service,
route discovery, routing protocol.

I. INTRODUCTION
Mobile Ad hoc Networks (MANETs) have been shown to
be important to current and future communication methods,
facilitated in part by advancements in wireless technologies
and the ubiquity of mobile devices [1]. Although there are
many potential applications for MANETs (see [2] for exam-
ples), there are still several substantial challenges and unre-
solved problems [3] - the most significant and challenging
being that of routing [4]. In this study, we focus on routing
challenges in high-density Mobile Ad hoc Networks.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nafees Mansoor .

Almost every MANET routing protocol relies on a broad-
cast scheme to distribute routing information through the
network [5]. The fundamental mechanisms in route discov-
ery in reactive routing protocols are based on broadcast-
ing techniques through nodes from sources to destinations
to find existing paths [6]. Nodes in MANETs are mobile
and their mobility leads to frequent route failures and the
need for ongoing route discovery [7]. While broadcasting
increases the reachability of the route request messages to
the destinations in sparse networks, rebroadcasting causes
an excessive number of redundant packets across the high-
density networks that significantly decrease network perfor-
mance [8]. Due to resource constraints (e.g. media access,
limited bandwidth, and battery power), this redundant traffic
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is undesired because it reduces network performance [8].
Therefore, the routing discovery process involves producing
overhead that cannot be overlooked.

A key challenge in the development of MANET routing
algorithms is to create more effective broadcast techniques
that can adjust to topology changes quickly while also taking
into account channel conditions, link bandwidth, congestion,
and battery power of mobile devices.

This study’s main goal is to investigate improvements to
network performance by suppressing broadcast routing load
in the phase of route discovery. We propose a Cross-layer
Adaptive Fuzzy-based Ad hoc On-demand Distance Vector
routing protocol (CLAF-AODV) to reduce routing broadcast
traffic by considering the factors that affect the quality of
service (i.e. bandwidth, queue length), stability (i.e. node
energy, received signal strength), and adaptability with the
network density. We follow a hybrid approach to broadcast
decision-making by considering three phases and employing
fuzzy logic and cross-layer design. The suggested adaptive
hybrid rebroadcasting protocol prevents broadcast storms in
highly dense networks while maintaining reachability in a
sparse network. The resulting CLAF-AODV protocol is then
compared against standard AODV and FP-AODV protocols.

This article is structured as follows: An overview of the
existing routing protocols is given in Section II. Section III
outlines the proposed algorithm, which is then evaluated via
a simulation study in Section IV. Results and discussions are
provided in Sections V and VI. Finally, we conclude our work
in Section VII.

II. EXISTING PROTOCOLS
Various rebroadcasting approaches have been used to reduce
or avoid redundant packet forwarding with the aim of devel-
oping optimal routing solutions [9]. The difference between
these techniques is in the decision-making policies and
parameters used for forwarding broadcast packets.

A. BROADCASTING MECHANISMS
Flooding is the basic mechanism for sending a packet from
a source to a particular target node. In simple flooding
(also known as blind flooding), the source node broadcasts
a data packet to all its neighbours. The neighbours repeat
this procedure until the packet reaches its destination. The Ad
hoc On-demand Distance Vector (AODV) is an example of a
simple flooding routing protocol [10]. The serious disadvan-
tage of flooding is that it produces excessive redundant traffic
(i.e. broadcast storms), which wastes network resources (e.g.
bandwidth, battery), especially in high-density network envi-
ronments. These issues can impair network functionality and
lead to packet loss, end-to-end delay, increased latency, and
low throughput [11].

A deterministic strategy that lets a selected number of
nodes take part in broadcasting by building a virtual over-
lay network is one way to overcome this problem [12].
Global topological information is required to select the sub-
set of nodes. Connected dominating set (CDS) [13] and

Multi-point relay (MPR) [14] are two common strategies for
this broadcasting approach. The CDS technique selects a
subset of the network’s nodes as the connected backbone (also
known as the virtual backbone), such that every other node in
the network has at least one neighbour in the subset. Finding a
minimum CDS in a given network is a challenging task [15].
In the case of MPR, every node in the MANET chooses a
subset of its one-hop neighbour nodes that are responsible
for rebroadcasting any received broadcast packets (called a
multi-point relay). In this scenario, neighbour nodes that are
not in the MPR set receive the broadcast packets and discard
them.

Most deterministic broadcasting algorithms rely on the
network topology and its backbone. In low-mobility network
environments, issues have been raised about the repeated
use of the same nodes that can result in unbalanced energy
consumption, unbalanced load, etc. This class of algorithm
involves the periodic exchange of topological information to
maintain or select the MPR or CDS sets. In high-mobility
network conditions (where the network topology can change
rapidly), a high number of control messages should be sent
to maintain up-to-date topological information. However, this
may result in a large number of collisions as well as a high rate
of packet loss [16]. Depending on the application, offering a
virtual structure over a real network topology may or may not
be advantageous enough to justify the expense of building and
maintaining it.
Counter-based techniques attempt to resolve the problem

by preventing a mobile node from rebroadcasting a message
if the number of duplicate broadcast packets received by
the node during a random wait period exceeds a threshold
value [17]. Fixed-counter strategies are incapable of perform-
ing well in different network operating conditions. A low
counter threshold saves a lot of re-transmission, but reach-
ability suffers greatly in sparse networks. A large value for
this threshold, on the other hand, indicates strong reach-
ability but poor savings on broadcast packets. To address
this, some researchers have proposed dynamic thresholds
to improve broadcasting efficiency. For example, [18] uses
three dynamic thresholds to consider network distribution as
dense, medium, or sparse. The network density is determined
by counting HELLO packets received from neighbours. The
mobile nodes rebroadcast the message while taking the node
density into consideration if the number of duplicate broad-
cast packets received falls below a certain threshold [18].
Authors in [19] present an adjustable counter-based algorithm
by using network density as a parameter to define Random
Assessment Delay (RAD) (random wait timer). For dense
networks, a small RAD is employed, and for sparse networks,
a big RAD is. These schemes were found to improve through-
put and reachability but at the expense of longer delays.
Probabilistic techniques cut down on the number of broad-

casting nodes by assigning a forward probability P to the
nodes (that is, nodes do not participate in broadcasting, with
a probability of 1 − P). The challenging part of these tech-
niques is choosing P. Numerous authors have explored the
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use of both fixed and dynamic probabilistic broadcasting
approaches [20]. Unique fixed probability is not effective for
different network densities (small values of P are effective
for high-density networks, while high values of P are needed
if the network is sparse [21]). To overcome the limitation of
fixed probability, several dynamic probabilistic approaches
have been proposed. A probabilistic extension to the AODV
protocol [22] used a threshold-based probabilistic method for
making decisions about the route request forwarding prob-
ability. Specifically, the protocol first calculates a threshold
value for the average number of neighbour nodes, then given
the total number of network nodes, determines if the localized
network around each node is sparse or dense. If a node’s
localized network has fewer neighbours than a threshold, it is
labeled sparse. In this case, the node forwards the RREQ
with a probability of P1. The localized network is designated
dense when a node’s number of neighbours surpasses the
threshold, and the broadcast probability is set to P2, where
P1 > P2. Unfortunately, it is not always possible in real-
world applications for the algorithm to know howmany nodes
are present in the network as a whole. Furthermore, there
are no criteria for selecting high-quality nodes to participate
in routing. Other methods, such as the Gossip-based node
residual energy AODV approach [23], computes dynamic
rebroadcasting probabilities based on residual energy, node
received signal power, and node density to reduce network
overhead. When an RREQ is received, the received signal
strength is compared to a threshold. If it falls below the
threshold, then the RREQ is discarded. Otherwise, the nor-
malized minimum residual energy from the source to the
current node is used to compute the forwarding probability
P. If a node drops the RREQ packet, it checks if the packet
has or has not been received by its neighbour to prevent an
early death of the routing packet. In this case, the node sets
a gossiping timer C based on the network density, then waits
to hear if a copy of the RREQ has been received. If it does
not receive an RREQ during the gossip period, it re-transmits
the RREQ. While the protocol is energy aware, it does not
consider quality metrics to calculate the routing probability.
Alternatively, the topology-aware Fuzzy controlled proba-
bilistic broadcast method [24] uses hop count and downlink
neighbour coverage to determine a node’s probability of
rebroadcasting. Reference [25] introduced a dynamic fuzzy
energy state-based AODV (DFES-AODV) that calculated the
RREQ forwarding probability using a Mamdani fuzzy logic
system (see [26] for details on Mamdani Fuzzy logic). The
inputs for the DFES-AODV algorithm include the residual
battery level of a node as well as its energy drain rate. It is
advantageous to choose the probability of broadcasting in a
way that takes into account QoS requirements in addition to
network density.

Several dynamic probabilistic approaches have also been
proposed in which a variety of criteria are used to deter-
mine the forward probability. For example, [27] proposed a
two-phase probabilistic algorithm that used a second-timed

broadcasting scheme based on signal-strength and GPS-
derived distances to calculate forward probability and random
assessment delay (see [8] for more details). Node mobility
and link stability have also been considered in [28] to pro-
pose a probabilistic broadcasting algorithm to predict sta-
ble links that are involved in routing paths. Choosing the
node’s/network’s parameters and figuring out how to use
them to generate an adaptive probability is the biggest chal-
lenge in dynamic probabilistic techniques.

In area-based algorithms, the network coverage area of
each node is used to inform rebroadcasting decisions. Specif-
ically, a receiver node rebroadcasts received packets if doing
so will increase the coverage area. In the case of the Based
Beacon-less Algorithms proposed in [29], each node starts
a timer as soon as it receives a message’s first copy. The
node continues to receive more copies of the exact same
message so long as the timer has not expired. If node
A (for example) receives a message from several sources
and these sources cover the transmission range of A, node
A discards the received broadcast message. The AOMDV-
DREAM protocol [30] combines the ad hoc on-demand
multipath distance vector (AOMDV) protocol with the Dis-
tance Routing Effect Algorithm for Mobility (DREAM)
protocol. With the help of this technique, the number of
broadcast messages in the network can be reduced by estimat-
ing the target location. The area-based technique struggles
with node mobility since nodes constantly need to update
their position data, adding to the overhead [31]. In addi-
tion, the use of GPS and position information is required
for area-based approaches, which places limitations on some
applications.
Neighbour-knowledgemethods use neighbour information

to decide whether or not to rebroadcast a message or not.
Although nodes have a greater awareness of their neigh-
bourhood thanks to neighbor-knowledge techniques, it might
be challenging to have reliable and up-to-date information
in highly mobile networks. The authors in [32] defined a
self-pruning technique that reduces the number of redundant
broadcast messages based on three-hop neighbour knowl-
edge. In self-pruning techniques, a sender node adds informa-
tion about its neighbour in the packet header and the receiver
node compares this information with its table to decide about
rebroadcasting. The Scalable Broadcast Algorithm [33] is
similar to self-pruning but uses Hello messages to propa-
gate 2-hop neighbour knowledge. Extended Neighbourhood
Knowledge based Dominant Pruning is proposed in [34] and
uses a dominant pruning technique to decrease the number
of unnecessary broadcast packets by using 3-hop Neigh-
bour connectivity information. In dominant pruning, source
nodes choose some of their neighbours that are allowed to
rebroadcast. The addresses of selected nodes are added to the
broadcast message header and nodes that find their address
in the received message are permitted to rebroadcast. Neigh-
bour knowledge-basedmethods decided whether to broadcast
based on information received from neighbour nodes. The
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neighbour information overhead increases with an increase
in network density or size [35].

Finally, hybrid broadcast schemes optimize MANET
broadcasting by combining the benefits of two or more meth-
ods to achieve better routing performance. An adaptive prob-
abilistic broadcasting technique was proposed in [27] based
on Neighbour knowledge and a forwarding zone criterion.
The algorithm considers the density of nodes using a density
metric called expansion metric. Reference [36] combined
the benefits of probabilistic and counter-based schemes to
suggest an efficient counter-based scheme (ECS). When a
node receives a fresh broadcast packet in ECS, it begins a
timer and keeps track of howmany additional identical broad-
cast packets it receives. The packet is dropped if this value
is greater than a preset threshold; otherwise, it is replayed
with a probability of P. Dynamic Connectivity Factor Rout-
ing Protocol [37] decreases the RREQ overhead by using a
connectivity metric (i.e. density information) and dynamic
connectivity factors (i.e. a node’s connectivity ratio based on
its neighbourhood information), to compute the forwarding
probability. The Neighbour Knowledge-based Rebroadcast
protocol, which combines Neighbour coverage knowledge
and probabilistic approaches, was proposed by the authors
in [38] to achieve good QoS. The Global Positioning System
(GPS) or signal strength can be utilised to calculate the
distance between the source and destination nodes in this
scenario, which determines the rebroadcast probability.

It is concerning that someÂ research articles fail to include
key details about the simulation setting, making it more dif-
ficult to accurately reproduce the study [39].

B. AODV ROUTE DISCOVERY PROCEDURE
One of the most popular reactive routing protocols that has
been extensively employed in the field of mobile wireless
research is the AODV protocol. Unlike proactive routing pro-
tocols, an AODV node does not keep any routing information
about all of the network’s potential destinations. Routes are
found on-demand by starting a route discovery process based
on simple flooding (blind flooding). In simple flooding, when
a mobile node has data for a specific destination, it broadcasts
a route request (RREQ) packet towards its neighbours in
search of a particular destination. Any nodes that receive the
RREQ rebroadcast it until it reaches its destination. After
receiving the RREQ, the destination sends a route reply
(RREP) in the opposite direction to the source node (Refer
to [40] for more detailed information about AODV opera-
tion). Blind flooding of RREQmessages at the phase of route
discovery can cause a significant number of duplicated pack-
ets (RREQs) which utilize the network resources inefficiently
and have negative effects on end-to-end delay, packet loss,
throughput, etc.

III. A CROSS-LAYER HYBRID ROUTE DISCOVERY
ALGORITHM WITH FUZZY LOGIC
This section explains the suggested route discovery mecha-
nism for reactive routing protocols inMANETs that adjusts to

the network changes including the quality of nodes (in terms
of queue length, channel congestion, and remaining energy),
quality of the links (in terms of bandwidth and received signal
strength), and the network density surrounding the nodes.
The suggested method takes advantage of three techniques
to provide a good trade-off between minimal communication
overhead and quality of service: 1) threshold-based retrans-
mission, 2) probabilistic retransmission and, 3) counter-based
mechanism to control routing overhead. Threshold-based
transmission considers the minimum requirements of a node
for participating in the routing process. In addition, if the
network density is below the predefined threshold, the node
certainly transmits the received broadcast packets. We use
fuzzy logic to calculate broadcast probability for the receiver
nodes based on node quality, network density as well as the
path quality that the broadcast packet traverse on it. Finally,
to avoid the unreachability of broadcast packets, we use the
counter-based algorithm to ensure an adequate number of
nodes in the network propagate the broadcast packets. The
proposed hybrid rebroadcasting technique is applied to an
AODV protocol which is one of the most popular reactive
routing protocols for MANETs.

MANET is a distributed system that has neither cen-
tral management nor central monitoring system. Therefore,
mobile nodes are unable to have a full view of the network
condition to make decisions about their operation. In addi-
tion, gathering global information is not practical because of
restricted resources in MANET such as bandwidth or node
hardware.

In this study, a cross-layer design is employed to help
mobile nodes learn about network conditions by analyzing
local parameters at different OSI layers. The route discovery
algorithm uses information from the physical layer and data
link layer as shown in Fig. 1. Routing protocols operate in
layer three. Although higher-layer protocols do not directly
interact with the physical layer, the physical layer and data
link layer characteristics in wireless communication have an
impact on the performance of higher-layer protocols. There-
fore, these layers should not be ignored for high-performance
routing protocols. We’re looking for characteristics in several
layers that affect adaptability, stability, and quality which
have been discussed later in this section. To the best of our
knowledge, none of the previous studies take into account
adequate factors tomake the best decision regarding choosing
the best nodes for rebroadcasting.

To deal with broadcast storms in high-density MANETs,
a fuzzy logic solution with the consideration of cross-layer
parameters as the inputs is suggested to make appropri-
ate decisions about RREQ forwarding. Fuzzy logic, pro-
posed by Zadeh [41], is employed in many applications that
require control or decision-making because it delivers low-
cost answers. Fuzzy logic is a soft computing technique
that can produce precise and accurate decisions in situations
that are multi-variable, uncertain, and imprecise. Fuzzy logic
takes advantage of uncertainty to produce approximate deci-
sions that can be employed in MANET routing. The other
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FIGURE 1. Cross-layer design between physical, data link, and network
layers within the Open Systems Interconnection (OSI) model.

FIGURE 2. The proposed Fuzzy Inference System is comprised of four
main blocks: the Fuzzification Interface, the Fuzzy Inference Engine
(Decision-making unit), the Defuzzification Interface, and the Knowledge
Base.

benefits of adopting the fuzzy logic system are its simplicity
and low computational requirements [42].

The proposed algorithm is implemented with Mamdani
fuzzy inference system. The Mamdani type model is a fuzzy
relational model in which each linguistic control rule is rep-
resented by an IF-THEN statement to define the antecedents
and consequent. Each rule produces a fuzzy set as its output
(Fig. 2). The proposed algorithm contains the monitoring and
fuzzy analyzing module, and the broadcast decision-maker
module.

The objective of the proposed fuzzy model is to identify
the most appropriate nodes by considering network density,
node quality and stability factors to participate in the route
discovery process with the aim of creating a high-quality path
between a source and destination node. The most appropriate
nodes are not only selected based on the local properties of the
nodes, but also we define a new parameter that indicates the
quality of the path that RREQ packet travels on it to this node.
These nodes participate in routing with higher probability.

A. MONITORING AND FUZZY ANALYZING MODULE
A cross-layer fuzzy monitoring system is implemented in
each mobile node to calculate the Node Quality Metric
(NQM ) (see Fig. 3). The embedded monitoring system moni-
tors the Received Signal Strength (RSS) at the physical layer,
the remaining energy of the node, the average size of the
contention window, the average queue length and available
bandwidth at themedium access control (MAC) layer, and the
number of neighbours from the network layer when receiving

FIGURE 3. An overview of the fuzzy subsystems of the cross-layer hybrid
route discovery system with fuzzy logic outlined in Fig. 2.

each RREQ message. The quality of the node is determined
based on a fuzzy inference system (FIS).

1) FUZZY INPUTS
There are five input parameters for the fuzzy logic decision-
maker block including Queue congestion Degree (CgD),
Bandwidth Factor (BF), Remaining Energy (Erem), Con-
tention Degree (CtD), and Received Signal Strength Indicator
(RSSI ). These parameters are used by the decision-maker to
estimate network quality and stability (see Table 1 for the
fuzzy rules used by this module). Each is described below.

a: QUEUE CONGESTION DEGREE (CgD)
During the network routing process, routers use buffers as
memory blocks to handle data transmission. The router or
mobile node places packets in a buffer (also known as a
queue) until it transmits them on wireless media. The queue
length can describe the amount of traffic that is handled by
the mobile node. The size of the queue is limited. If the rate
of input traffic exceeds the rate of output traffic, the queue
capacity becomes full and congestion occurs. In the case
of congestion, packets are dropped based on a predefined
policy. Dropping the packets degrades network performance
and quality of service. Therefore the size of queue occu-
pancy can be used as a factor of quality. The average queue
occupancy [43] of a mobile node at time t can be calculated
using the Exponentially Weighted Moving Average formula
in Eq. (1):

Qiavg(t) = αQicur + (1 − α)Qiavg(t−1)
, (1)

where the weight factor α ∈ (0, 1), Qicur is the current queue
size of node i, and Qiavg(t−1)

is average queue occupancy of
node i at time t − 1.
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The queue congestion degree CgDi of node i can be mea-
sured in packet buffer occupancy rate using Eq. (2):

CgDi = Qiavg(t)/Qsize, (2)

whereQiavg(t) is the average queue length for node i at the time
t and Qsize is the node i queue (buffer) capacity.

b: BANDWIDTH FACTOR (BF)
Bandwidth is a determining factor in service quality which
can be measured at the physical layer. If the available band-
width is insufficient, queuing delays increase and congestion
may occur. Congestion occurs when a node or link carries
more data than it is capable of handling. If some packets
are discarded due to congestion (packet loss), they must
be retransmitted, resulting in further delay. The bandwidth
factor indicates the percentage of available bandwidth. IEEE
802.11 DCF wireless channel is busy when the mobile node
receives or transmits data packets; otherwise, it is idle. The
Eq. (3) is used to calculate the bandwidth factor for node i:

BF i = TIdle(t)/Tint , (3)

where TIdle represents the accumulative idle time periods Tidle
in the predefined time period Tint (2 seconds in this work [44])
which is given in Eq. (4):

TIdle(t) =

t+Tint∑
t

Tidle (4)

c: REMAINING ENERGY (Erem)
MANET network nodes rely heavily on their limited battery
energy. The available energy level of nodes is an important
factor for path stability. If the path contains even one low-
energy node, there is a high chance of link failure during
packet transmission. The rate of energy utilization is defined
in Eq. (5):

EUi = (Pr × Nr + Ps × Ns) (5)

where energy utilization by the node i when it is receiving or
sending a packet are Pr and Ps respectively;Nr andNs are the
number of received and sent packets in turn, where Pr and Ps
are the energy utilized by the node i when it is receiving or
sending a packet; Nr and Ns are the number of the two types
of packets. The percentage of remaining energy for node i is
defined in Eq. (6):

E tremi = (Emaxi − EU t
i )/Emaxi , (6)

where Emaxi is the initial energy of node i.

d: CONTENTION DEGREE (CtD)
Back-off is a technique to improve channel access and reduce
collision probabilities in the Distributed Coordination Func-
tion of IEEE 802.11 medium access control (MAC) model
when multiple nodes want to send data simultaneously. If a

node encounters a collision, it waits for a back-off time
called the contentionwindow (CW) for subsequent data trans-
mission. The contention window is [CWmin,CWmax] where
CWmin and CWmax are the minimum and maximum con-
tention window sizes, respectively. Collision in the channel
causes an exponential increase in CW until it reaches its max-
imum value. The contention window moves to the minimum
(CWmin) if data is successfully transmitted or if it reaches
the maximum value as a result of the exponential increase
due to collision. More mobile nodes in the vicinity of a node
cause contention and a bigger contention window size. Lower
contention window size indicates less collision and provides
higher quality and better performance in terms of end-to-
end delay and packet drop. The average contention window
for a mobile node can be calculated using the Exponentially
Weighted Moving Average (EWMA) formula in Eq. (7):

CW i
avg(t)

= αCWcur + (1 − α)CW i
avg(t−1)

, (7)

where α ∈ (0, 1), CWcur is the current CW size of node i and
CW i

avg(t) is average CW of node i at time t . We captured the
value of the contention window every 2 seconds. We captured
the value of the contention window every 2 seconds.

The contention degree CtD for node i is determined via
Eq. (8):

CtDi = CW i
avg(t)

/CWmax (8)

e: RECEIVED SIGNAL STRENGTH INDICATOR (RSSI)
Inwireless networks, the power of a signal typically decreases
proportionally with the square of the distance (referred to
as path loss), and as a result of other factors (e.g. physical
obstructions, wireless frequency interference, signal reflec-
tion, noise level). To keep things simple, we assume that
distance is the only parameter that affects signal strength. The
relation between the received signal and distance is shown in
Eq. (9):

Received signal power ∝
1
d2

(9)

where d is the distance between two nodes.
The received signal strength indicates link stability. Lower

RSSI represents longer distances between the receiver and
sender nodes, which could result in a higher probability
of link failure. In addition, higher signal strength provides
higher bandwidth.

2) FUZZY OUTPUTS
As shown in Fig. 3, the output of this module, (NQM ), is used
for two purposes. First, the crisp NQM value is used to calcu-
late the path qualitymetric (PQM ). Second, the fuzzy value of
NQM is used as an input parameter for the second-level fuzzy
system to calculate the RREQ retransmission probability.

We modified the RREQ message by adding the PQM field
in the original messages (Fig. 4). The path quality metric for
node i (PQMi) indicates path quality that RREQ traverses to
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TABLE 1. Fuzzy rules used for monitoring and analyzing module. Input 5-tuples outline high (H), medium (M), and low (L) classifications for remaining
energy, bandwidth, congestion, contention, and RSS, respectively. Output labels include very low (VL), medium (M), and high (H).

FIGURE 4. An overview of the original RREQ packet (as described in [40]),
and the modified RREQ packet which replaces the reserved message with
the Path Quality Metric.

node i, and is determined via Eq. (10):

PQMi =
1

n+ 1

(
n× PQMj + NQMi

)
, (10)

where PQMj is the embedded path quality metric in RREQ
received from node j, and n is the hop count. Node imodifies
the received RREQ with this value before its transmission.

3) KNOWLEDGE BASE BLOCK
The system’s intelligence is stored in the knowledge base
block which contains two inner blocks: 1) the database block
in which the membership functions of fuzzy sets are defined,
and 2) the rule-based block which includes fuzzy IF-THEN
rules.

Three fuzzy sets with trapezoidal membership functions
were created for the congestion degree (CgD), contention
degree (CtD), and received signal strength (RSS) variables.
The three input linguistic variables were utilized to assign
three levels to these input parameters: low (L), medium (M),
and high (H). Furthermore, the trapezoidal membership func-
tion is defined by two linguistic expressions: low (L), and
high (H) to describe fuzzy sets for available bandwidth and
remaining energy (Fig. 5(a-e)). To define the linguistic values
for contention degree we consider its crisp value given a
certain number of attempts (Table 2). Finally, we use the
values of signal strength given a particular distance between
two mobile nodes to determine the linguistic values for signal
strength (Table 3).

The parameter Node Quality Metric (NQM) is considered
as the output for the monitoring and analyzing module. It has
been described with three fuzzy sets (linguistic variables)
with trapezoidal membership functions: low, medium, and
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FIGURE 5. Fuzzy membership sets of the input variables for the
monitoring and analyzing module.

high. The output membership function for NQM is shown in
Fig. 6.

TABLE 2. The value of contention window (CW) and contention degree
(CD) according to the attempt number.

TABLE 3. The value of signal strength according to the distance
(m) between two mobile nodes.

FIGURE 6. Fuzzy membership sets of the output variable (NQM) for the
monitoring and analyzing module.

Fuzzy rules are IF-THEN rules designed to make decisions
on the quality of the mobile node. As demonstrated earlier,
CgD, CtD and RSS parameters described with three linguistic
variables and two linguistic variables have been employed
for available bandwidth and remaining energy. It results in
3 × 3 × 3 × 2 × 2 = 108 rules (Table 1). There are two
parts for each fuzzy rule. The first part is the introduction
(IF) and the second part is the result (THEN). For example,
IF remaining energy is high AND available bandwidth is high
AND congestion degree is medium AND contention degree
is low AND signal strength is high, THEN node quality is
medium (see rule 31, Table 1). The trapezoidal membership
functions are used by the fuzzification block to generate
an appropriate fuzzy result for all crisp input parameters as
shown in Fig. 5(a-e).

The fuzzy output of the analysis and monitoring module
(i.e. NQM) is used as the input of the Broadcast decision-
maker module. Additionally, PQM, which must be included
in the RREQ packet, is calculated using this output. As such,
the defuzzification block produces the equivalent crisp value
for NQM (fuzzy output). To provide crisp output for NQM,
we employ the Last of Maxima (LOM) as a defuzzification
method.

B. BROADCAST DECISION-MAKER MODULE
The mobile node makes a decision regarding transmitting or
dropping the received RREQ message using the broadcast

50812 VOLUME 11, 2023



F. Safari et al.: Novel CLAF-AODV for MANETs

decision-maker module. Fig. 7 shows the process of RREQ
forwarding. A source node broadcasts an RREQ packet once
it desires to send data to a destination node. When an inter-
mediate node n receives the RREQ packet, it checks three
conditions. The first condition is to determine if the packet
is received on a bidirectional link. Then it checks whether
the packet is not a duplicated RREQ that was forwarded
before. Finally, the protocol searches its routing table for
the requested destination. If it finds the destination address
in its routing table, it sends an RREP message toward the
source node and discards the received RREQ (which follows
that AODV proposal). However, if this is not the case, the
proposed algorithm executes the three phases of its decision-
making process.
Phase I: First, a node measures the RSS of the sender, and

its own remaining power to verify the minimum requirement
for participating in the routing process to avoid route failure
in the very near future. If it does not meet the minimum
requirement, it drops the RREQ; otherwise, it goes to the
next step. The number of neighbours for node i is defined as
node degree ND. If the node degree of node n is less than the
minimum value of NDthr then it means the network is sparse
and all nodes should participate in route discovery. Therefore
node n rebroadcasts the RREQ with probability 1. If the node
degree is greater than the threshold, the nodemakes a decision
about the forwarding probability based on network density,
quality factors, and stability factors.
Phase II: At this step, the node utilizes fuzzy logic control

to make an appropriate decision. The inputs of the fuzzy
block are cross-layer parameters that help to make a pre-
cise forwarding decision. As illustrated in Fig. 3, there
are three inputs for this module: node degree ND, node
quality metric NQM, and path quality metric PQM. The
output of this fuzzy system is an appropriate forwarding
probability P for the RREQ. Before we describe Phase III,
we provide a summary of the fuzzy inputs for the broadcast
decision-maker.

1) FUZZY INPUTS
a: NODE DEGREE (ND)
The number of neighbours, which also is referred to as node
degree, can be an indication of network density around the
mobile node. While all nodes should participate in broad-
casting in sparse networks to guarantee reachability, in a
dense network, the probability of rebroadcasting should
be a factor of node density. This parameter can be cal-
culated as the length of the neighbour table or routing
table.

b: NODE QUALITY METRIC (NQM)
The fuzzy output of themonitoring and fuzzy analyzing mod-
ule (Fig. 3) is used as one of the inputs for the second fuzzy
subsystem to calculate the RREQ forwarding probability.
This factor reflects the quality of nodes, wireless channel and
stability of the link that the RREQ received on it.

FIGURE 7. Proposed route discovery flowchart (Ethr = %1,
RSSIthr = 3.652622424e−10, NDthr = 6).

c: PATH QUALITY METRIC (PQM)
Path quality metric is a field in the modified RREQ mes-
sage. This metric indicates the quality of the path on which
the RREQ is received. If a mobile node receives an RREQ
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FIGURE 8. Fuzzy membership sets of the input variables for the broadcast
decision-making module.

FIGURE 9. Fuzzy membership sets of the broadcast probability for the
broadcast decision-making module.

message on a path with high quality, it rebroadcasts the
message with a higher probability.

2) FUZZY OUTPUT
The defuzzified output value for the membership function
at this stage is a number between 0.1 and 0.9 which is the
probability P for broadcasting RREQ. To avoid the unreach-
ability problem, we use the value 0.1 for the lower boundary
of the probability. To defuzzify this, we again use the LOM.
Since the mobile node broadcasts the RREQ packet with a

TABLE 4. Forwarding decision maker module rules. Input triples outline
high (H), medium (M), and low (L) classifications for density, node
quality, and path quality, respectively. Output labels include very low (VL),
low (L), medium (M), high (H), and very high (VH).

probability of P, it is possible that the packet is not sent at
this stage. In this case, the algorithm enters Phase III to ensure
that the packet is sent by a sufficient number of neighbours.

3) KNOWLEDGE BASE BLOCK
Three fuzzy sets with trapezoidal membership functions were
defined for each of the input variables in the database. The
three input linguistic variables were used to categorize the
input parameters into three levels: low (L), medium (M),
and high (H). Fig. 8 depicts the membership functions for
input parameters. Three fuzzy sets are defined for three input
parameters, leading to 27 rules for this module (Table 4).

The result of the broadcast decision-making module is the
broadcast probability. This module suppresses the received
broadcast with a probability of 1-P. Five fuzzy sets (linguistic
variables) with triangular membership functions have been
used to describe the broadcast probability: very low, low,
medium, high, and very high. Fig. 9 depicts the broadcast
probability output membership function. The fuzzy inference
engine for this module is based on Mamdani’s minimum.
The Fuzzy Inference Engine (fuzzy decision-making unit)
evaluates the fuzzy rules and produces an output for each rule
based on the fuzzy input.
Phase III: If a node n failed to forward the RREQ to its

neighbour at Phase II, it moves to a counter-based process in
which it starts a random timer τ and waits to gather informa-
tion about the environment to decide whether to rebroadcast
or discard reject the received RREQ. Here, the node waits
to receive a certain number of copies C of RREQ messages.
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We use the random timer to reduce message contention and
collision when nodes are near one another. If it has receivedC
copies of the sameRREQ from its neighbour, it means that the
RREQ has been rebroadcasted as much as is necessary. Oth-
erwise, it rebroadcasts the RREQ. By utilizing the counter-
based phase we minimize the vulnerability to unreachability
in our method.

To calculate random wait time, we use the AODV Node
Traversal Time (NTT) parameter [5]. It estimates the typical
one-hop traversal time for packets, including queuing delays,
interrupt processing times, and transfer times. NTT is set
to 30 ms (which can be accessed via ‘‘ns-2.35/aodv/aodv.h’’
in the NS 2.35 simulator). We calculate the random timer
through the Eq. 11:

TMRrand = φ + NTT , (11)

where TMRrand is the random timer andφ is a random number
between 0 to 60 ms.
This is repeated for each intermediate node until the RREQ

reaches the destination. At that point, the destination node
sends an RREP to the source node. These parameters are
tuned by repeating the experiment.

C. ROUTE REPLY MECHANISM
Unlike the original version of AODV in which the destination
node replies to the first received RREQ, in our proposed
algorithm the quality of the paths and hop count are taken
into account to provide an RREP message. As mentioned
previously, RREQ is modified by adding the path quality
metric (PQM) field to its original form as shown in Fig. 4.
When an intermediate node receives an RREQ, it updates the
value of the PQMvalue before rebroadcasting. This process is
repeated until the destination node receives the RREQ.When
the destination received the first RREQ, it starts a timer and
stores all RREQs from the particular source before the timer
ends. Next, the destination node calculates the path priority
factor (PPF) as a function of PQM and hop count metric (HC)
as shown in Eq. (12).

PPF = (α × PQM) (β × HC)−1 , (12)

where α and β are weights. The destination node then sends
the RREP for the RREQ with the highest priority.

IV. SIMULATION SETTING
The proposedmethod is implemented using Network Simula-
tor 2 (NS2.35). The parameters of the simulated network are
listed in Table 5. Nodes are placed randomly in a 1000 m ×

1000 m region. The transmission range for all nodes is 150 m.
Nodes move around the area according to the random way-
point model which is one of the popular mobility models
for the evaluation of routing protocols in MANETs. At the
start, all nodes are randomly distributed in a given two-
dimensional area and each nodemoves toward a random point
at a random speed within the range [Vmin,Vmax]. When a
node arrives at its destination, it waits for a pause time Tpause
before repeating the process. Due to the limited transmission

TABLE 5. Parameter settings for the simulation study.

range, mobile nodes exchange packets in a multi-hop manner.
The speed of the mobility is varied from 2 m/s to 5 m/s.
To define variable network density, the number of nodes in
the network ranges from 100 to 500. The simulation ran
under various traffic loads with 10 and 20 Constant bitrate
(CBR) connections for each number of nodes. Traffic is trans-
mitted using User Datagram Protocol (UDP). To increase
the accuracy of the estimate for the results, we repeat the
experiment 30 times for each scenario. To reduce the impact
of node distributions on simulation results, the random traffic
connections are generated by using the same seed for differ-
ent scenarios. The cbrgen.tcl script, a utility included in the
NS-2.35 package that allows for the selection of traffic set-
tings, was used to generate traffic. By using an Awk script to
process data from trace files, we calculated the performance
metrics.

V. SIMULATION RESULTS AND STATISTICAL ANALYSIS
We explore the performance of the CLAF-AODV routing
protocol against both the AODV and FP-AODV routing pro-
tocols under varying conditions. To accomplish this goal,
we developed several linear models using the lm function in R
(version 4.0.4 [45]) to explore how our simulation parameters
(e.g. the number of nodes (Nnodes), the routing protocol used,
and the number of connections) affect the five performance
metrics (i.e. normalized routing load, average end-to-end
delay, packet loss, collision rate, and average energy con-
sumption). To account for the possibility that the performance
metrics might depend on the interaction of the simulation
parameters, several two-way interaction terms were included
in themodel. The general structure of eachmodel is described
via:

y = β0 + β1 · Nnodes
+ β2 · IRPCLAF + β3 · IRPFP + β4 · IS2
+ β5 · Nnodes · IRPCLAF + β6 · Nnodes · IRPFP
+ β7 · Nnodes · IS2 + ϵ,
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where β0 represents the baseline (i.e. AODV protocol and
scenario 1) model intercept, β1 represents the slope associ-
ated with the number of nodes in the experiment, βi, i =

2 . . . 4 represent the change in intercept from baseline for
the various factor variables, and βi, i = 5 . . . 7 represent the
change in slope from baseline for the number of nodes in
the experiment given the factor variables. Factor variables are
included via the indicator function I∗, where I∗ is set to 1 if
∗ is true, and 0 otherwise. For example, IRPCLAF = 1 if the
CLAF-AODV routing protocol is used, and set to 0 otherwise.
In this case, β2 represents the average intercept difference
between the CLAF-AODV protocol and the baseline method
(i.e. the AODV protocol), and β5 represents the average slope
difference for the CLAF-AODV protocol compared to the
baseline protocol. Similarly, β3 and β6 represent the average
intercept and slope difference, respectively, for the casewhere
IRPFP = 1 compared to the AODV baseline. Further, IS2 =

1 in the case of scenario 2. Given this, β4 and β7 represent,
respectively, the average intercept and slope difference com-
pared to the scenario 1 baseline. Finally, ϵ represents a normal
random error with mean 0, and variance σ 2.
To show the effectiveness of the proposed protocol,

we evaluate normalized routing load (NRL), average end-
to-end delay (EED), packet loss, collision rate, and average
energy consumption as performancemetrics across the differ-
ent scenarios and given the routing protocol and the number
of nodes in each experiment. Simple contrasts are used to
evaluate the statistical significance of the findings. We dis-
cuss the results for each performance metric in the following
paragraphs.

A. NORMALIZED ROUTING LOAD (NRL)
The normalized routing load is calculated by dividing the total
number of routing control packets (RREQ, RREP, RERR,
etc.) transmitted by all nodes by the total number of data
packets received at the destination nodes [46].

NRL =

∑
RPkttx/

∑
DPktrx , (13)

where RPkttx represents the sent routing packets and DPktrx
represents the received data packets.

Figure 10 compares the observed averages for NRL across
the three protocols and 2 scenarios, given the number of
nodes used in each experiment. Contrast results are shown
in Table 6 for scenario 1. Similar results were found for
scenario 2 but are not shown. As outlined in the table (and
visible in the graph), there are no significant differences (i.e.
p-value > 0.05) between the three routing protocols and
across the two scenarios in the case of a MANET consisting
of 100 nodes. However, for the case of 200 nodes and above,
CLAF-AODV has a statistically significant difference in the
routing load compared to both AODV and FP-AODV. For
example, the average percent reduction in normalized routing
load for CLAF-AODV compared to AODV and given sce-
nario 2 were 54.9%, 66.5%, 72.6%, and 67.2% for 200, 300,
400, and 500 nodes, respectively. Scenario 1 saw a percent
reduction ranging from 31.2% to 53.6%. CLAF-AODV also

FIGURE 10. Normalized routing load vs number of nodes given three
protocols (AODV [orange lines with boxes], FP-AODV [blue lines with
triangles], and CLAF-AODV [green lines with circles]) and 2 scenarios
(10 connections [dashed lines and hollow shapes] and 20 connections
[solid lines and solid shapes]).

TABLE 6. Contrast estimates of normalized routing load for 100, 200, 300,
400, and 500 nodes. Significant differences (p-value < 0.05) are
presented using boldfaced text. Negative values indicate that the first
protocol listed in a row has a lower average normalized routing load than
the second protocol listed in the same row.

outperformed FP-AODV, with average percent reductions
ranging from 11.1% to 34.6% (scenario 1) and 28.3% to
51.6% (scenario 2).

B. THROUGHPUT
The number of bits that are successfully received by the desti-
nation nodes in a period of time (tsim) is known as throughput.
Higher values of throughput reflect better network perfor-
mance. Throughput, measured in kilobits per second (Kbps),
is calculated by Eq. (14):

Throughput = (Byterx ∗ 8)/(tsim × 1024) , (14)

where Byterx is the number of received bytes and tsim is the
simulation time.

The average throughput across experiments for each of
the three protocols and 10 or 20 network connections is
shown in Fig. 11. Contrast results for throughput are sum-
marized in Table 7 for scenario 1. Again, similar results
were found for scenario 2, but are not shown. Significant
statistical differences in average throughput were identified in
all comparisons save for the throughput comparison between
FP-AODV and AODV and given 100 or 200 nodes in the net-
work. Regardless, CLAF-AODV significantly outperformed
both AODV and FP-AODV for both scenarios and given
100, 200, 300, 400, or 500 nodes. Specifically, CLAF-AODV
saw significant increases in throughput ranging from 1.7% to
20.9% (scenario 1) and 5.9% to 36.7% (scenario 2) compared

50816 VOLUME 11, 2023



F. Safari et al.: Novel CLAF-AODV for MANETs

FIGURE 11. Throughput vs number of nodes given three protocols (AODV
[orange lines with boxes], FP-AODV [blue lines with triangles], and
CLAF-AODV [green lines with circles]) and 2 scenarios (10 connections
[dashed lines and hollow shapes] and 20 connections [solid lines and
solid shapes]).

TABLE 7. Contrast estimates of throughput for 100, 200, 300, 400, and
500 nodes. Significant differences (p-value < 0.05) are presented using
boldfaced text. Positive values indicate that the first protocol listed in a
row has a higher average throughput than the second protocol listed in
the same row.

to AODV, and 3.8% to 14.2% (scenario 1) and 7.5% to 14.5%
(scenario 2) compared to FP-AODV.

C. AVERAGE END-TO-END DELAY (EED)
The average time taken by data packets to successfully trans-
fer from a source to a destination node is referred to as end-
to-end delay [47], and is calculated using the Eq. 15:

Average EED =
1
N

∑
(trx − ttx), (15)

where trx is the packet’s received time, ttx is the packet’s sent
time, and N is the total number of packets. The end-to-end
delay performance comparison between AODV, FP-AODV,
and CLAF-AODV are illustrated in Fig. 12. Again, CLAF-
AODV outperforms both AODV and FP-AODV. Specifically,
CLAF-AODV is shown to significantly reduce the aver-
age EED for both scenario 1 and 2, and given all network
sizes considered. The minimum and maximum reductions
observed in EED were 1.4% (scenario 1, CLAF-AODV vs
AODV, 100 nodes), and 63.37% (scenario 1, CLAF-AODV
vs AODV, 400 nodes), respectively.

Packet loss: Packet loss is defined as the percentage of
transmitted packets that were not received by the destination
nodes [48].

Packet loss =

(∑
Ptx −

∑
Prx

)
/
∑

Ptx (16)

where Ptx is the sent packet and Prx is received packet.

FIGURE 12. Average end-to-end delay vs number of nodes given three
protocols (AODV [orange lines with boxes], FP-AODV [blue lines with
triangles], and CLAF-AODV [green lines with circles]) and 2 scenarios
(10 connections [dashed lines and hollow shapes] and 20 connections
[solid lines and solid shapes]).

TABLE 8. Contrast estimates of Average end-to-end delay for 100, 200,
300, 400, and 500 nodes. Significant differences (p-value < 0.05) are
presented using boldfaced text. Negative values indicate that the first
protocol listed in a row has a lower average end-to-end delay than the
second protocol listed in the same row.

TABLE 9. Contrast estimates of packet loss for 100, 200, 300, 400, and
500 nodes. Significant differences (p-value < 0.05) are presented using
boldfaced text. Negative values indicate that the first protocol listed in a
row has a lower average packet loss than the second protocol listed in
the same row.

where Ptx are sent packets and Prx are received packets.
Excessive redundant broadcast packets lead to packet loss by
exhausting the network resources. Fig. 13 depicts the results
for packet loss. Contrast estimates (Table 9) indicate that
CLAF-AODV significantly outperforms both AODV and FP-
AODV given both scenarios and all network sizes. The range
in packet loss is 6.1% to 62.9% (scenario 1, CLAF-AODV vs
AODV), 40.1% to 47.7% (scenario 1, CLAF-AOVD vs
FP-AODV), 12.0% to 57.6% (scenario 2, CLAF-
AODV vs AODV), and 26.4% to 45.5% (scenario 2, CLAF-
AODV vs FP-AODV).

D. MAC COLLISION RATE
represents the average number of packets discarded per sec-
ond as a result of MAC layer collisions. Mac collision rate is
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FIGURE 13. Packet loss vs number of nodes given three protocols (AODV
[orange lines with boxes], FP-AODV [blue lines with triangles], and
CLAF-AODV [green lines with circles]) and 2 scenarios (10 connections
[dashed lines and hollow shapes] and 20 connections [solid lines and
solid shapes]).

calculated using Eq. (17):

MAC collision rate =
1
tsim

∑
Pdrop, (17)

where Pdrop is the dropped packet at the MAC layer and
tsim is the simulation time. As previously discussed, the
number of duplicate broadcast packets rose as node density
increased. With more duplicate broadcast packets, channel
contention increased. Mobile nodes in MANETs operate on
shared wireless channels. Medium contention at the MAC
layer is a mechanism used by mobile nodes to ensure that
shared wireless media are used efficiently (Section III-A
for more detail). Channel contention increases by increas-
ing the number of traffic that attempts to access the shared
wireless channel. Increasing contention results in increasing
EED because of the high probability of several back-off for
transmitting a packet. In addition, due to a limited number of
re-transmissions (for TCP (Transmission Control Protocol)
traffic), increasing contention can lead to packet loss and
decreased throughput.

Fig. 14 displays the rate of collisions across both scenarios,
the five network sizes, and for each of the protocols evalu-
ated. Table 10 provides a summary of the contrast estimates.
CLAF-AODV results were significantly lower than the other
protocols considered for both scenarios and given the net-
work size, except for the comparison between CLAF-AODV
and FP-AODV given 100 nodes. In this case, no significant
difference was observed. Regardless, the statistically signif-
icant reductions ranged from 17.3% to 77.7% (scenario 1,
CLAF-AODV vs AODV), 30.7% to 62.9% (scenario 1,
CLAF-AODV vs FP-AODV), 35.6% to 80.6% (scen-
ario 2, CLAF-AODV vs AODV), and 44.9% to 66.3%
(scenario 2, CLAF-AODV vs FP-AODV).

E. AVERAGE ENERGY CONSUMPTION
represents the average energy consumed by the net-
work nodes during the simulation. It is calculated via

FIGURE 14. Collision rate vs number of nodes given three protocols
(AODV [orange lines with boxes], FP-AODV [blue lines with triangles], and
CLAF-AODV [green lines with circles]) and 2 scenarios (10 connections
[dashed lines and hollow shapes] and 20 connections [solid lines and
solid shapes]).

TABLE 10. Contrast estimates of MAC collision rate for 100, 200, 300,
400, and 500 nodes. Significant differences (p-value < 0.05) are
presented using boldfaced text. Negative values indicate that the first
protocol listed in a row has a lower average MAC collision rate than the
second protocol listed in the same row.

Eq. (18):

Eavg =
1
n

n∑
i=1

(E iini − E irem), (18)

where E iini is the initial energy of node i, E
i
rem is the remaining

energy of node i at the end of simulation time, and n is the
number of network nodes.

Mobile nodes consume energy to transmit packets. Reduc-
ing the number of transmitted packets reduces energy con-
sumption. Fig. 15 portrays the energy consumption for each
of the 3 protocols evaluated, for 2 scenarios, and given differ-
ent network sizes. CLAF-AODV showed significant reduc-
tions in energy consumption compared to the AODV and
FP-AODV protocols, except for three scenario 1 cases: there
was no significant difference between 1) CLAF-AODV and
AODV given 100 nodes, nor 2) between CLAF and FP given
200 nodes. In case 3, we observed a significant increase in
energy consumption between CLAF-AODV and FP-AODV
for 100 nodes. These patterns were consistent for scenario
2 as well. Constrast estimates can be found in Table 11.

VI. DISCUSSION
Although Broadcasting as a common mechanism of MANET
routing algorithms increases the reachability of the network,
however, it can result in broadcast storm problems in high-
density environments. Broadcast storms occur when a huge
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FIGURE 15. Average energy consumption vs number of nodes given three
protocols (AODV [orange lines with boxes], FP-AODV [blue lines with
triangles], and CLAF-AODV [green lines with circles]) and 2 scenarios (10
connections [dashed lines and hollow shapes] and 20 connections [solid
lines and solid shapes]).

TABLE 11. Contrast estimates of average energy consumption for 100,
200, 300, 400, and 500 nodes. Significant differences (p-value < 0.05) are
presented using boldfaced text. Negative values indicate that the first
protocol listed in a row has a lower average energy consumption than the
second protocol listed in the same row.

number of broadcast packets are in the network in a short
period of time. When the number of nodes increases in a spe-
cific area, the number of broadcast packets increases expo-
nentially. These redundant packets waste network resources
and impair network performance.

Although many protocols have been proposed to solve the
stated problem, as far as we know, none have considered
sufficient parameters simultaneously in their proposed algo-
rithm to reduce the number of broadcasts and increase QoS.
Nodes in our proposed protocol decide whether to broadcast
packets based on several factors from different layers of the
OSI model which can affect network adaptability, stability,
and service quality (Sections III-A1 and III-B). In the rest of
this section we discuss the results of our simulation study.

A. NORMALIZED ROUTING LOAD
Excess routing packets (i.e. overhead) are undesired traffic
that consumes network resources and increases con-
tention, ultimately reducing network performance. As such,
improving network performance requires lowering routing
overhead. In this paper, we showed that the normalized rout-
ing load observed for AODV, FP-AODV, and the proposed
CLAF-AODV were not statistically significantly different
when the network was small (100 nodes). This is likely
due to the sparse nature of the network (i.e. 100 mobile
nodes in 1000 m2 with a transmission range of 150m)

where it is expected that nodes won’t always receive every
broadcast packet. Regardless, as the network size increased,
CLAF-AODV significantly outperformed both AODV and
FP-AODV (Fig. 10). Further, the normalized routing load
increased more than 6.2 (scenario 1) to 8.7 times (scenario
2) for the AODV protocol, and by more than 5.1 (scenario 1)
to 8.3 (scenario 2) times for the FP-AODV protocol (as the
network size grew from 100 to 500 nodes). This compared
to an increase of only 3.1 and 3.8 times for the proposed
CLAF-AODV protocol given scenarios 1 and 2, respectively.
These findings suggest that the fuzzy logic decision making
algorithms used in the proposed protocol improves network
performance since it considers the quality of each node and
path before retransmitting a packet; something that neither
AODVor FP-AODVdo. Further, the use of a fixed probability
(in our case, P = 0.65) in the FP-AODV protocol may not be
sufficient to account for the heterogeneity of the network, nor
the manner in which the local density varies across the net-
work. CLAF-AODV considers heterogeneous node density
to calculate rebroadcast probabilities from 10% for a high-
density environment to 90% for a low-density environment
using a fuzzy logic system if the number of neighbouring
nodes is 6 or higher. Otherwise, CLAF-AODV operates the
same as AODV. Finally, to avoid early death, CLAF-AODV
follows a counter-based approach (Section III-B). All of
these considerations work together to provide an appropriate
dynamic broadcasting decision in CLAF-AODV to reduce
redundant routing packets.

B. THROUGHOUT
The rate of successfully delivered messages through the net-
work in a given amount of time is referred to as network
throughput, and is a key indicator of performance. Some
parameters in the network (e.g. bandwidth, network con-
gestion, end-to-end delay, and packet loss) can affect net-
work throughput. Our simulation study demonstrates that
the CLAF-AODV protocol allows for significantly higher
throughput compared to the AODV and FP-AODV protocols
for all network sizes and for both scenario 1 or 2 (Fig. 11).
Further, CLAF-AODV throughput was relatively unchanged
for scenario 1 (decreasing by less than 2%), and decreased
by approximately 20% for scenario 2 (when the number of
nodes increased from 100 to 500). The AODV protocol saw
reductions of roughly 15% and 32% across the two scenarios,
compared to an increase of about 4% and a reduction of 16%
for FP-AODV. In other words, CLAF-AODV provided higher
levels of throughput and smaller reductions in throughput as
the network size increased (for either scenario) compared to
both the AODV and FP-AODV protocols.

C. AVERAGE END-TO-END DELAY (EED)
More redundant broadcast packets are generated in higher
node density which causes a higher probability of network
congestion and collision. Collisions can result in exces-
sive retransmission and lead to channel contention - both
of which increase EED. In high-density MANETs, the
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AODV and FP-AODV protocols do not perform as well as
the CLAF-AODV protocol in terms of end-to-end delay.
In fact, the CLAF-AODV protocol significantly outper-
forms the other two protocols investigated. Comparing the
change in end-to-end delay as the network size increased
from 100 to 500 nodes, the AODV protocol saw end-to-end
delay increased by 131% (scenario 1) and 117% (scenario 2).
The FP-AODV protocol, however, provided a reduction of
less than 1% in end-to-end delay for scenario 1, and an
increase of roughly 10% for scenario 2. This compares to the
CLAF-AODVprotocol which reported a reduction of approx-
imately 11% for scenario 1, and an increase of approximately
12% for scenario 2. That is, we have a case where CLAF-
AODV typically has lower end-to-end delay than the other
two protocols, and the changes in end-to-end delay as the
network size increases is typically smaller than the change
observed for AODV and FP-AODV. This is likely due to the
fact that in the CLAF-AODVprotocol, the chance of choosing
nodes to participate in routing is determined by the levels
of contention, the length of the queue, and the amount of
available bandwidth - all of which directly affect end-to-end
delay.

D. PACKET LOSS
Packet loss occurs when one or more packets on a com-
puter network are unable to reach their destination. It is a
more serious problem for wireless networks than wired net-
works, where loss can occur due to network congestion, radio
frequency interference, degraded signals, distance, physi-
cal obstacles, and limitations in network bandwidth, buffer
capacity, or other constrained network resources. As such,
routing protocols should be designed to reduce packet loss
as much as possible. Reducing redundant broadcast packets
and efficiently using network resources are two ways to
reduce congestion and packet loss. Since the CLAF-AODV
protocol was designed to do exactly this, it is not surpris-
ing that the protocol significantly outperformed both the
AODV and FP-AODV approaches. That is, CLAF-AODV
had significantly fewer lost packets compared to the other
protocols. Further, as the network size increased from 100 to
500 nodes, the CLAF-AODV protocol saw a decrease of
approximately 18% in the number of packets lost given sce-
nario 1, and an increase of about 19% given scenario 2.
This compares to an increase of 106% and 98% packet loss
for AODV given the two scenarios, a decrease of approxi-
mately 17% (scenario 1), and an increase of approximately
29% (scenario 2) for FP-AODV. In other words, the rel-
ative changes in packet loss as the network size grows
from 100 to 500 nodes for FP-AODV and CLAF-AODV are
relatively similar (although FP-AODV has a larger increase
for scenario 2), but the CLAF-AODV protocol typically starts
with a lower values of packet loss. Further work should
investigate if these patterns hold for larger network sizes,
as there may be a point at which FP-AODV outperforms
CLAF-AODV.

E. MAC COLLISION RATE
Mobile devices communicate on wireless shared channels.
A network collision occurs when two or more devices try
to access the same shared channel at the same time. The
collision of radio signals causes data loss and corruption.
To prevent collision in the wireless channel, wireless devices
employ a form of contention to avoid collision. Backoff is a
common strategy that is used by wireless devices to resolve
contention problems (Section III-A1). Increasing network
traffic can lead to increases in backoff to transmit packets
and result in high end-to-end delay or even packet drop.
Additionally, restrictions on retransmission of a transmitted
packet may result in packet loss. The CLAF-AODV proto-
col was found to significantly reduce network collision and
contention (compared to the AODV and FP-AODV protocols
for both scenarios and network sizes above 100 nodes) by
reducing redundant rebroadcasts. Selecting potential mobile
nodes to form routing paths by considering the channel status
in terms of collisions appears to provide better network per-
formance in terms of end-to-end delay and packet loss. In the
case of 100 nodes, the CLAF-AODV collision rate was not
significantly different from FP-AODV, but was significantly
higher than AODV. As the network size increased, the CLAF-
AODV collision rate increased by a factor of approximately
14 for scenario 1, and by a factor of approximately 18 for
scenario 2. This compares to increases by a factor of 51 for
AODV (both scenarios), and increases by a factor of 61 and
75 for FP-AODV (scenario 1 and scenario 2, respectively).
Again, the proposed CLAF-AODV algorithm tends to have
significantly lower collision rates (for larger networks), and
the change in collision rate as the network grows tends to be
smaller compared to the other two protocols.

F. AVERAGE ENERGY CONSUMPTION
Mobile devices rely on the limited power supplied by their
battery. Network lifetime is therefore improved by decreasing
energy consumption. Since mobile nodes consume energy to
transmit and receive packets (based on our energy model),
reducing overhead can lead to fewer rebroadcast packets and
an overall reduction in energy consumption compared to the
competing protocols. Given the design of the CLAF-AODV
protocol, we find that energy consumption for larger networks
is typically significantly reduced compared to the AODV
and FP-AODV protocols. This is not necessarily the case for
smaller networks, where the energy consumption is found
not statistically significantly different at 100 nodes (CLAF-
AODV vs. AODV), and 200 nodes (CLAF-AODV vs. FP-
AODV), and is in fact significantly greater at 100 nodes
when comparing CLAF-AODV to FP-AOVD. The change
in energy consumption is also important to consider. In the
case of the CLAF-AODV protocol, energy consumption
increases by approximately 4% for scenario 1, and decreases
by approximately 4% for scenario 2 as the network grows
from 100 to 500 nodes. In contrast, the FP-AODV protocol
increases by 20% and 42%, and the AODV protocol increases
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by 17% and 39% for scenarios 1 and 2, respectively. In other
words, the CLAF-AODV typically outperforms the other pro-
tocols, and sees smaller increases in energy consumption as
the network grows.

VII. CONCLUSION
In this work, we proposed the novel CLAF-AODV routing
protocol to cope with the broadcast problem. We leveraged
two-level fuzzy logic to suppress broadcast packets in the
network. The proposed protocol considered stability, qual-
ity, and adaptability factors to make the appropriate deci-
sion about forwarding broadcast packets. For this purpose,
the forwarding probability is calculated adaptively based on
parameters such as node quality, path quality, and network
density around a node.We employed fuzzy logic to determine
node quality based on energy, bandwidth, the length of the
queue, signal strength, and MAC contention as inputs. Our
simulation study and analysis demonstrate that compared to
the original AODV and FP-AODV protocols, our proposed
routing protocol decreases routing load and MAC layer con-
tention efficiently. The CLAF-AODV shows higher perfor-
mance in terms of throughput, packet loss, and end-to-end
delay in contrast to the two other routing protocols in a high
network density. We will assess the suggested protocol using
various node speeds and mobility models in our upcoming
study. Then, to suggest an adaptive broadcasting strategy,
we will take into account the mobility pattern and relative
node speed in addition to the aforementioned characteristics.
Further, routing protocols should be tested in the field since
simulation studies do not necessarily capture environmental
factors that might impact the functionality of a MANET.
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