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ABSTRACT As intelligent driving vehicles came out of concept into people’s life, the combination of
safe driving and artificial intelligence becomes the new direction of future transportation development.
Autonomous driving technology is developing based on control algorithms and model recognitions. In this
paper, a cloud-based interconnected multi-sensor fusion autonomous vehicle system is proposed that uses
deep learning (YOLOv4) and improved ORB algorithms to identify pedestrians, vehicles, and various traffic
signs. A cloud-based interactive system is built to enable vehicle owners to master the situation of their
vehicles at any time. In order to meet multiple application of automatic driving vehicles, the environment
perception technology ofmulti-sensor fusion processing has broadened the uses of automatic driving vehicles
by being equipped with automatic speech recognition (ASR), vehicle following mode and road patrol mode.
These functions enable automatic driving to be used in applications such as agricultural irrigation, road
firefighting and contactless delivery under new coronavirus outbreaks. Finally, using the embedded system
equipment, an intelligent car was built for experimental verification, and the overall recognition accuracy of
the system was over 96%.

INDEX TERMS Automatic driving, multi-sensor fusion, Internet of Things (IoT), edge intelligence, multi-
object detection, YOLOv4.

I. INTRODUCTION
Nowadays automobiles have become an indispensable tool
for people to travel. Moreover, the level of manufacturing
and popularity of automobiles plays an important role in
measuring a country’s level of modernization and technology.
With the continuous progress of science and technology, there
are various potential safety hazards in the traditional manual
driving vehicles. The continuous growth of car ownership has
also caused road traffic congestion. In addition to increasing
the safety awareness of traffic participants, all sectors of soci-
ety hope to reduce the occurrence of traffic accidents and traf-
fic congestion through technological progress, among which
intelligent driving vehicles are the most concerned [1]. Com-
pared with traditional manual driving, automatic driving has
great advantages in safety, convenience and efficiency. Cur-
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rently, autonomous vehicle have been put into trial operation
in China and have achieved some success on specific roads.
In recent years, the construction of smart cities and smart
transportations have made intelligent driving a new direction
of urban transportation development [2], [3] [4]. Automatic
driving technology has become the main research direction
of road traffic [5]. The paper [6] improves road traffic con-
gestion by optimizing traffic signal lights. The paper [7] con-
trols and predicts vehicle routes by optimizing and predict-
ing traffic signals to alleviate traffic congestion. Intelligent
transportation systems have been used in different countries
to help solve traffic problems, the paper [8] has studied many
countries’ approaches to solving traffic problems involving
their tools and technologies, and examines their different
tools, technologies and applications. The paper [9] optimized
the route through deep learning. The paper [10] reviews
the latest technology of autonomous artificial intelligence.
it pays special attention to Special attention data preparation,
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feature engineering and automatic super parameter optimiza-
tion. With more and more researches around intelligent trans-
portation, the deep integration of intelligent driving technol-
ogy, machine vision, environment awareness technology, and
edge intelligent processing have become research hotspots.
Unmanned driving technology has developed rapidly.

With the upgradation of the global industrial chain, the
division and cooperation of global factories have promoted
the rapid development of the automobile industry [11].
As of December 2019, China’s car ownership had exceeded
250 million. The increase of car ownership not only causes
traffic congestion, air pollution, and other problems but also
brings new challenges to urban planning. Traffic accidents
caused by automobiles also cause loss of life, health and prop-
erty. The use of new energy vehicles reduces the dependence
on fossil fuels [12] and reduces air pollution. Road traffic
safety has become a serious issue. In 2018, there were about
60000 people died in traffic accidents in China, meanwhile
there are about 1.24 million people died in traffic accidents
each year all over the world. According to the China High-
way, 86% of motor vehicle accidents were caused by illegal
driving, where as the top five were caused by failing to give
ways, driving without a license, speeding, drunk driving, and
driving in the opposite direction. In the current environment,
in addition to improving driver safety awareness and regu-
lating civilized driving, all sectors of society hope to reduce
the occurrence of traffic accidents and traffic congestion
through technological progress. The paper [13] surveys and
summarizes that most of the current traffic accidents were
caused by human error, and the most prominent reason was
fatigue driving. Automatic and auxiliary driving technologies
can help reduce the occurrence of traffic accidents. In the
1950s, some developed countries began studying automatic
driving.

Since the beginning of the 21st century, Internet of Things
(IoT) technology, 5G applications, physical computing abil-
ity, dynamic vision technology, artificial intelligence technol-
ogy, and automatic driving technology have been developed.
The paper [14] completely abandons the concept of ‘‘driver’’
and introduces a autonomous vehicle based on deep learning
and autonomous navigation. It uses a DRL-based urban envi-
ronment automatic driving strategy, performs sensor fusion
on two types of input sensor data, and trains the network
to test the vehicle’s automatic driving ability. This provides
new possibilities for solving complex control and naviga-
tion related tasks. Compared with human-driving vehicles,
intelligent driving vehicles offer higher reliability and faster
reaction times, which can effectively reduce the number of
traffic collisions. Based on automatic driving, this paper [15]
proposed two DNN based deep learning models for the first
time. It is used tomeasure the reliability of the driverless vehi-
cle and its main on-board unit (OBU) components; however,
this model increases the complexity of the control system and
increases the system costs. In [16], The new challenges facing
environmentally awareness technology are discussed from
three perspectives: technology, the external environment, and

application. The paper also points out the future development
trends of environmental awareness technology. Environment
sensing mainly uses fusion sensing to sense the driving envi-
ronment around the vehicle (infrared sensing, radar system).
The different sensors take full advantage to form a sensor sys-
tem with complete information coverage. Deep learning is a
new subject in the field of machine learning. At present, deep
learning networks [17] and radio frequency technology [18]
are used for target detection and image processing. As one
of the cores of intelligent transportation, pedestrian detection
is highly relevant to the industry and has important applica-
tion value. Road sign recognitions are diverse, and specific
instruction sign recognitions enable driverless vehicles to be
used in night road patrols. Multi sensor fusion technology
expands the application of driverless vehicles to agricultural
irrigation, intelligent transportation, road fire protection and
other places.

The Internet of Things (IoT) technology and the
fifth-generation mobile network (5G) provide a large number
of interfaces for edge intelligent devices through low-cost
radio modules [19]. A large amount of local data that are
difficult to store can be stored in the ECS through the Internet
of Things technology. IoT technology allows intelligent edge
devices to access and provide feedback to users. At the
same time, client data are collected from the client and the
remote-control command [20] is executed. the paper [21] uses
a combination of the Internet and machine vision to remotely
control the crawler.The user function of an intelligent driving
system is designed based on the development of Internet of
Things technology. The system significantly enhances the
security of a vehicle through the combination of cloud-based
unlocking and local fingerprint unlocking through small
programs. This paper [22] proposed and implemented an
integrated automatic login platform based on mobile finger-
print identification using block-chain theory, and constructed
a convenient and integrated automatic login platform through
smart phones, which has strong security.

Our contributions are mainly as follows:

1) We also considered the safety of driver-less vehicles
from another perspective. As there is no driver, the
instrumentalization attributes of the vehicles become
increasingly obvious. How can owners absolute control
their vehicles? Through IoT and wireless communica-
tion technologies, we provide a control scheme based
on cloud remote data interactions. As the owner’s
permission is obtained through the cloud, the user of the
vehicle is confirmed through fingerprint verification,
which provides a reference for the accountability of
driver-less vehicles after traffic accidents.

2) We designed a multi device management platform
through the Internet of Things technology to real-
ize the information connection between embedded
devices, mobileWeChat applets and database platform.
The intelligent recognition system and motion control
system use different master chips, which allows the
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intelligent processing system focus on the processing
of machine vision. Compared to a single chip process-
ing system, the processing time of machine vision is
shorter.

3) In the image training phase, we added training for
semi-occluded pedestrians and vehicles to improve the
accuracy of image recognitions. We trained 5607 pic-
tures in two categories.

4) Through data fusion among IoT technology, multiple
chips and multiple sensors, the entire application sys-
tem can realize complex functions and complete diver-
sified control. Automatic driving vehicles can be used
for agricultural irrigation, unmanned road patrols, road
fire protections, and other applications.

The rest of the organizational structures of this paper are
as follows: The second part introduces the related work; The
third part introduces the system from the aspects of software,
hardware and mechanical structure, and introduces the work-
flow of the entire IoT system; The fourth part introduces the
experimental results. Finally, we conclude the work of this
paper.

II. RELATED WORK
A. IMAGE PROCESSING
As an important branch of artificial intelligence, machine
vision has significant applications in science and technology,
medical treatment, the military industry, and other fields.
Machine vision is receiving more and more attention as a
fundamental component of emerging technologies such as
automatic driving, unmanned driving, intelligent machine
work, virtual reality and augmented reality [23], [24] [25].

1) IMPROVED ORB IMAGE PROCESSING
Feature extraction and image matching algorithms are the
basis of many image algorithms that are widely used in image
stitching, moving object detection, visual navigation, and
other fields [26]. Oriented fast and rotated bridge (ORB) is
a fast algorithm for extracting and describing feature points.
Fast and brief are feature detection algorithms and feature
vector creation algorithms, respectively, for extracting and
describing features. The biggest feature of the ORB algorithm
is its fast calculation speed. SIFT, a scale-invariant feature
transformation, is a description used in the field of image
processing. This description has scale invariance, can detect
key points in an image, and is a local feature descriptor.
The advantage of the SIFT algorithm is that its features are
stable, it is invariant to rotation, scale transformation and
brightness, and it is also stable to a certain extent to per-
spective transformation and noise; the disadvantage is that
the real-time performance is not high, and the feature point
extraction ability for smooth edge targets is weak. Speeded
Up Robust Features (SURF) improves the method of feature
extraction and description, and completes feature extraction
and description in a more efficient way. The calculation time
is only 1% of SIFT and 10% of SURF. SURF improves

FIGURE 1. Schematic diagram of Fast detection algorithm.

the way of feature extraction and description, and completes
feature extraction and description in a more efficient way.

This is mainly because fast is used to accelerate the extrac-
tion of feature points. This provides a more rapid response
for automatically driving vehicles to recognize road signs.
In [27], the SIFT, SURF, and ORB feature descriptors were
compared and analyzed experimentally. Compared with other
advanced works, the best results can be obtained by crossing
SIFT, SURF, and ORB methods with random forest classi-
fication models. The brief algorithm was used to calculate
descriptors. The unique representation of the binary string of
the descriptor not only saves storage space but also greatly
shortens the matching time.

After confirming the maximum number of key points to be
found, you need to complete the extraction of key points. The
following is an introduction to key point extraction:

1) The first step is to locate all key points in the training
image, confirm the maximum number of key points to be
searched, and extract fast feature points using a fast algo-
rithm. If there is a large difference between a pixel and suf-
ficient pixels in its surrounding neighborhood, the pixel may
be a feature point. The confirmation process in the algorithm
is as follows:

The value of the threshold parameter H of the selected
feature point is determined. For any pixel point P on the
image, fast compares 16 pixels in the circle with point P as
the center in Figure 1. If there are more than 8 pixels on the
circle whose gray value is less than LP - H (LP is the gray
value of point P) or whose gray value is greater than LP + H,
then pixel P is selected as the key point.

2) The second step is to help orb achieve scale invariance
through pyramid. Orb algorithm itself does not have scale
invariance. This part of the function is set in OpenCV by
setting pyramid extraction rate scale and pyramid level. The
original image is reduced to n images according to the extrac-
tion rate, and the scaled image is shown in Formula 1

I ′ =
1

scalek
(k = 1, 2, . . . , n) (1)

3) The third step is to define the direction of feature
points, realize the rotation invariance of orb, and use the gray
centroid method to calculate the direction angle of feature
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points. An image area, the element expression of the corre-
sponding 2 × 2 matrix is:

mpq =

∑
x,y

XpyqI (x, y) (2)

X, Y is the coordinate value, and I (x, y) is the pixel value.
The centroid of the image area is:

C = (
m10

m00
,
m01

m00
) (3)

The direction of the feature point can be obtained, thus
achieving rotation invariance.

θ = arctan(m10, m01) (4)

1) Step 1: the image is smoothed by Gauss check to
enhance the noise resistance of the image.

2) Step 2: in the field of each feature point, compare the
pixel sizes of the two for binary assignment.

τ (p; x, y) =

{
1 if p(x)< p(y)
0 if p(x)>= p(y)

(5)

In the formula, P (x) and P (y) are the pixel values of
random points x and y respectively. In this way, the binary
assignment of each feature point will form a binary code,
which forms a binary feature point descriptor.

3) Step 3: to satisfy the invariance of scaling, the brief
algorithm constructs the image pyramid.

2) MODEL TRAINING
Early target detection was mostly simple shape objects,
or template matching technology was used to realize the
recognition of simple objects. The traditional target detec-
tion technology had low accuracy and cumbersome feature
extraction steps. Different algorithms were needed for dif-
ferent objects. With the development of image processing
technology, deep learning has been applied in image classifi-
cation [28], [29].

Convolutional neural network (CNN) is one of the most
widely used neural networks in image recognition at present.
Some researchers try to apply CNN to target testing and
obtain good results. The target testing method based on deep
learning develops rapidly. There are two kinds: two-stage
target object detection mode and single-stage target object
detection mode. The two-stage object detection method gen-
erates a large number of candidate regions in the image, and
then classifies and regresses each region. Girshick et al. [30]
proposed R-CNN, whose performance is significantly supe-
rior to other traditional target detection models, and initiated
a new era of target detection based on deep learning. The
paper [31] proposed a convolution network method based on
fast region (Fast R-CNN) for object detection, The paper [32]
uses a pedestrian detection method based on genetic algo-
rithm to optimizeXGBoost training parameters for pedestrian
recognition. The single-stage target detection method is a
method that transforms the target detection problem into a
regression problem. YOLO (you only look once) network

divides the input image into grids of equal size, and each
grid predicts candidate boxes and category information of two
scales to complete the detection, which can quickly complete
the target detection. In Figure 2,describe the process of AI
development and training.

The detection rate of CNN algorithm is low and can not
meet the real-time detection of road conditions. The charac-
teristic of YOLO algorithm is that only one CNN operation
is required for the image, so that the target position can be
selected in the output layer. YOLOv4’s backbone feature
extraction network is CSPDarkNet53, which makes a little
improvement on Darknet53 and uses CSPNet (cross stage
partial networks) for reference. CSPNet solves the problem
of repeating gradient information in network optimization in
other large convolutional neural network framework back-
bone, and integrates the gradient changes into the feature map
from beginning to end, thus reducing the parameter quantity
and flops value of the model, ensuring the inference speed
and accuracy, and reducing the model size.

Data of prediction box position:

bx = σ (tx) + cx (6)

by = σ (ty) + cy (7)

bw = pw + ecw (8)

bh = ph + ech (9)

Here, bx and by are the coordinates of the center point of
the prediction frame; A2 and A2 is the width and height of the
prediction frame; Cx , Cy is the coordinate of the center point
of the first verification frame; pw, ph are the width and height
of a priori frame;(tx ty ph th) is the location information of
the prediction box; σ is the activation function, representing
the probability between [0,1]. The calculation formula of
confidence is:

confidence = Pr(object) × IOU truth
pred (10)

Pr(object) confirms whether the target exists, IOU truth
pred is

the interaction ratio between the prediction frame and the real
frame.

B. FINGERPRINT VERIFICATION
Fingerprint identification is controlled by EAIDK-310’s
retrieval of the allowed data from the cloud. When core
processor obtains the allowed signal from the cloud, it sends
a signal to the fingerprint module. After receiving the sig-
nal, the fingerprint module enters the detection mode and
compares it with the stored fingerprint after receiving the
input. At this stage, the fingerprint is verified by usingAS608,
simulating the door part in the actual use of the vehicle. The
simulation of our car door is through the fingerprint module.
The paper [33] considers the uniqueness of fingerprint infor-
mation and applies fingerprint verification to transactions in
the financial market. Article [34] applies AS608 to the data
acquisition end of the access control system.

This design uses template matching method to extract fin-
gerprint image on the basis of thinning image. The template

VOLUME 11, 2023 50337



R. Tong et al.: Embedded System Vehicle Based on Multi-Sensor Fusion

FIGURE 2. Artificial intelligence training.

FIGURE 3. Fingerprint verification data communication.

matching method has high efficiency. It mainly extracts the
feature points of fingerprint, including endpoint and bifurca-
tion point. Based on the statistical analysis of 8 neighborhood
points, the end points and bifurcation points are obtained.
Among all the forms of the 8 neighborhoods, 8 can basically
meet the conditions of endpoint characteristics, and 9 can
also basically meet the conditions of bifurcation points. The
fingerprint module is divided into two modes: verification
and input.

After the fingerprint data is collected by the acquisition
module, it is transmitted to the STM32 board through the
RS232 serial port; The STM32 board performs comprehen-
sive processing on the whole fingerprint data, including com-
prehensive evaluation of its image and data. At the same time,
the user data is formed after extracting feature points and
processing, and the fingerprint template is stored in flash.
Number them to complete template storage. The user data is
matched with the fingerprint template. If the matching is suc-
cessful, the user is verified successfully. After the verification
is successful, the vehicle is allowed to perform other control.

The control function of the fingerprint module is mainly
completed by the communication task and the monitoring
task. The communication task in Figure 3 is a separate
thread, which queries and receives the frame data of the
fingerprint module in real time. When the effective frame

FIGURE 4. Voice module workflow.

data is received, the data will be repackaged into a message
body and sent to the monitoring task through the message
mechanism between tasks; The monitoring task is another
separate thread, which processes the message body sent by
the communication task in real time. After receiving the
effective message body, it will send the fingerprint to the
input function module or the verification function module
according to the message command content.

C. VOICE INTERACTION SYSTEM
Automatic speech recognition (ASR) is a key technology
in human-computer interaction, which helps specific peo-
ple realize the intelligent interaction between machines and
people [35], [36]. For a long time, speech recognition has
not become the main form of human-computer communi-
cation because of its unstable recognition accuracy and no
good interaction experience. However, with the application
ofmulti-core processor, Pascal framework graphics processor
and high-performance solid-state disk, as well as the applica-
tion of deep learning technology, we can train a larger data
set to generate a more complex speech model [37], [38],
[39]. The paper [40] uses cloud analysis to realize the voice
interaction of early teaching machines. The paper [41] first
introduces the basic ideas, advantages and disadvantages of
HMM (hidden markov model)-based model and end-to-end
models, and points out that end-to-end model is the develop-
ment direction of speech recognition. The emergence of these
methods has significantly improved the accuracy of speech
recognition and made this technology enter the lives of the
majority of users.

Speech recognition ASR technology is a technology based
on key word list recognition. It is only necessary to set the
list of key words to be recognized, and transmit these key
words to the LD3320 in the form of characters to recognize
the key words spoken by the user in Figure 4. The user is
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not required to perform any recording training. The most
important practical significance of ASR technology is to pro-
vide a voice-based user interface (VUI) that is separated from
keys, keyboards and mice, so that users can operate products
more quickly and naturally. The speaker independent speech
recognition technology (ASR) is to analyze a large number
of speech data through linguists’ speech models, scientists
establish mathematical models, and extract the detailed fea-
tures of primitive speech through repeated training, as well
as the feature differences among various primitives. It is
possible to obtain the speech characteristics of each primitive
in the sense of statistical probability optimization. At last,
senior engineers convert the algorithm and voice model into
hardware chips for application in embedded systems.

The interactive voice control system is designed with
VG009 and LD3320. The voice recognition chip LD3320
is used to process the voice signal received by the external
microphone, extract the voice feature, match the key words
in the stored key word list, and then match the words with
the highest score from the key word list as the final output.
The word list is input in the form of Pinyin string through
the MCU. The LD3320 has two parts of speaker independent
speech recognition, namely, the search engine module and
the complete feature library. It does not need an external
auxiliary chip and can realize a complete solution for speech
recognition by a single chip. In consideration of the user
experience of the whole intelligent system, the processing
results are not only sent to the main control chip to realize the
switching between multiple functions, but also the intelligent
interactive system is realized with VG009.

D. MULTI SENSOR FUSION
Although the performance of the sensors is constantly
improving, it is still difficult to meet the requirements of safe
and stable driving of intelligent driving vehicles using a single
sensor. Multi sensor fusion can solve the defect of insuffi-
cient performance of a single sensor, increase the information
factors collected, provide more considerations for decision-
making, and have stronger rationality. It is a major devel-
opment trend of intelligent driving vehicles. The paper [42]
realizes obstacle detection onmore complex off-road surfaces
through sensor fusion technology. Multi sensor fusion can be
divided into decision-making level fusion, feature level fusion
and data level fusion according to different fusion media. For
example, Tesla’s autopilot system integrates millimeter wave
radar and camera to realize L2 level automatic driving. Baidu
Apollo unmanned vehicle realizes unmanned driving through
the integration of GPS, camera, infrared sensor and other
data. The paper [43] discusses the application of multi-sensor
fusion for unmanned vehicles.

In order to broaden the use of autonomous vehicles, we use
multi-sensor fusion to realize the tracking mode, following
mode and voice interactive control mode of autonomous
vehicles. In Figure 5, The switching of these working modes
is controlled through voice interaction. These working modes

FIGURE 5. Sensor data fusion.

FIGURE 6. Sensor fusion of automatic vehicle system.

have greatly broadened the use scenarios of unmanned vehi-
cles, making them suitable for the transportation of unmanned
ports, contact-less distribution under the epidemic, agricul-
tural irrigation, road fire prevention, etc. Intelligent identifi-
cation combined with comprehensive sensing of sensors can
help vehicles achieve more accurate control, and the combi-
nation of infrared and pedestrian identification can effectively
ensure the safety of vehicles.

III. SYSTEM ARCHITECTURE
As far as we know, the multi-sensor fusion autonomous
vehicle system based on cloud interconnection is an envi-
ronment sensing system. The automatic driving function
can be realized completely independently, so that the whole
intelligent driving vehicle does not need a driver. In this
section, we provide the overall design framework of the
system.

A. SYSTEM OVERVIEW
The design comes from the automatic driving of intelligent
control, cloud remote command and edge intelligent pro-
cessing. The hardware structure of the overall platform is
shown in Figure 7. The entire auto drive system includes
an intelligent control system and a data management sys-
tem. The intelligent control system is divided into intelli-
gent detection part, motion control part, voice interaction
system and fingerprint recognition system; The intelligent
detection part detects the road surface information through
the camera and recognizes the corresponding road surface
information to issue corresponding instructions. The motion
control part is equipped with infrared sensors and ultrasonic
sensors. A multi-sensor fusion is formed to realize diversified
control of intelligent vehicles. The intelligent detection part
uses image recognition and processing technology to detect
traffic signs, pedestrians, vehicles and traffic lights. The voice
interaction system realizes interactive voice control for the
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FIGURE 7. The architecture of the proposed system.

vehicle. Confirm the identity of the driver-less vehicle user
through the communication between the fingerprint identifi-
cation system and the cloud data. The sharing of driver-less
vehicles is promoted through the interconnection of WeChat
applet on mobile phone.

1) Motion control system: the motion control system
is designed to complete the processing instructions of the
intelligent platform. The motion control system includes
STM32f103c8t6, TA6586 motor drive board, Tcrt5000
infrared sensor and DC motor. The motion control sys-
tem integrates the data of various sensors, receives the
signals of the intelligent platform, executes the process-
ing results of EAIDK-310, and completes the mechanical
functions of the vehicle. The whole motion control sys-
tem is an execution system for multi-sensor fusion of road
surface.

2) Intelligent detection system: the whole intelligent con-
trol system includes EAIDK-310, LCD display screen, cam-
era and other modules. As the core of the whole system
control, EAIDK-310 realizes the real-time detection of road
information, directly interacts with the cloud information
through WiFi, and detects the cloud control signal online in
real time. EAIDK-310 is equipped with a high-performance
ARM processor, with a main frequency of 1.3GHz. At the
same time, its on-board running memory is as high as 1GB.
Its rich peripheral interfaces include WiFi, USB, Ethernet
and HDMI interfaces, providing good convenience for the
interaction between the entire intelligent system and users.
EAIDK-310 preloaded embedded deep learning framework
Tengin supports the direct deployment of Caffe / tensorflow /
Python / mxnet / onnx / Darknet and other training frame-
work models, supports network performance optimization
strategies such as layer fusion and quantification, provides
a unified API (C / Python / JNI) interface, and provides
self-defined operators for extended interfaces. EAIDK-310
can be used in a variety of intelligent detection and has a wide
range of practicability.

3) Voice interaction system: thewhole voice control system
is based on a dialogue between LD3320 and VG009, which
is an interaction mode designed based on user experience.

4) Fingerprint identification system: ATK-as608 finger-
print module is used for fingerprint identification to col-
lect fingerprints. The chip has built-in DSP arithmetic unit
and integrated fingerprint identification algorithm, which can
efficiently collect fingerprint images. The data collected by
the fingerprint module is stored in the CPU.The ATK-as608
has a fingerprint wake-up function. When a finger is detected
on the fingerprint detection module, the wake-up pin on the
module sends a high level back to the IO port of the CPU.
After receiving the high level, the CPU starts to receive the
fingerprint data.

B. MECHANICAL STRUCTURE
In Figure 8,the purpose of mechanical design is to flexibly
integrate all parts to facilitate the realization of various func-
tions, the measurement angle of sensors, the sensor layout of
the whole vehicle, and the convenience of human-computer
interaction. The integrated platform retains the original intel-
ligent vehicle model, and has been transformed and inno-
vated. The design of themechanical structure of the automatic
driving vehicle includes the design of the body, the layout
of the hardware structure, the design of the sensor and the
human-computer interaction.

1) INTELLIGENT VEHICLE BODY DESIGN
In the design of the whole system, the control system of
the chassis mobile platform is the most important, which is
the core of the stable operation of the whole system. The
level of the control system is directly related to the intelligent
level of the intelligent platform. The design strategy of the
control system also determines the functional characteristics,
application scope and expansibility of the whole design sys-
tem. There are many kinds of operating structures of mobile
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FIGURE 8. Schematic diagram of each part of the vehicle.

FIGURE 9. Mechanical structure and position of crawler.

chassis. At present, the commonly used ones are wheel type,
crawler type, leg type and the combination of the above-
mentioned structures.

Compared with other chassis, crawler chassis has the
advantages of good carrying capacity, low overall cost and
simple control. Crawler traveling mechanism is widely used
in construction machinery, tractors and other field vehicles.
The poor traveling conditions require that the traveling mech-
anism has sufficient strength and rigidity, and has good trav-
eling and steering ability. The crawler is in contact with the
ground, and the drive wheel is not in contact with the ground.
When the motor drives the drive wheel to rotate, the drive
wheel continuously rolls up the track from the rear under
the action of the drive torque of the reducer through the
engagement between the teeth on the drive wheel and the
track chain. The ground part of the crawler gives the ground
a backward force, and the ground correspondingly gives the
crawler a forward reaction, which is the driving force to drive
the machine forward. When the driving force is enough to
overcome the traveling resistance, the roller rolls forward
on the upper surface of the crawler, so that the machine
travels forward. The front and rear crawlers of the crawler
traveling mechanism of the whole machine can be turned
independently, so that the turning radius is smaller.

In this paper, the mobile platform uses DC reduction motor
to realize its movement ability, and it needs to move forward,

FIGURE 10. Overall structure of 3D printing shell.

backward, horizontally and diagonally. The voltage and cur-
rent consumed by the DC motor in this operating state are
relatively large and the change of its forward and reverse
rotation needs to be realized by changing the polarity of the
applied voltage.

2) HARDWARE STRUCTURE AUXILIARY LAYOUT DESIGN
Considering the fixing of STM32 and other devices such as
motor drive board, the fixed structure of these components
was designed using solid works, and the additive manufactur-
ing was carried out using 3D printing. The overall structure
is shown in the figure 10.
A set of fixed structure is established in the camera part.

An external vertical plate with a width of 50mm, a length of
60mm and a thickness of 3mm is established on the upper
surface of the box. A hole is opened on the plate to lead out
the camera connecting line to ensure the stable and normal
operation of the camera connection. At the same time, the
plate is inclined at an angle of 80 Â◦ with the upper surface
of the box. While the camera is fixed, the rear language
command is introduced into the sound transmission hole of
the voice module to facilitate voice control. The voice control
module is fixed by the positioning hole on the PCB, and the
corresponding fixed hole position is designed in the additive
manufacturing, and the sound transmission hole is opened at
the microphone position of the voice module on the upper
cover of the box to facilitate the external control of voice
transmission. The fingerprint module is fixed on the side of
the box, and a hole is opened on the side plate to facilitate
identification. The STM32 and the motor drive board are
fixed by the positioning holes on the PCB, placed at the
bottom of the box and a boss is added at the bottom to realize
the stable installation of the board. The relevant control lines
are led out through the openings on the four sides of the box.

C. SOFTWARE SYSTEM
The software platform is designed by structured program-
ming method, and the software system is divided into three
parts. It is divided into intelligent image processing, multi-
sensor data fusion system and multi device management
platform. The EAIDK-310 platform for intelligent process-
ing is installed with the Linux fedora28 system and adopts
the embedded deep learning framework Tengine We deploy
the model based on YOLOV4 training on EAIDK-310 and
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cooperate with the improved orb algorithm to complete the
image processing of the road surface. Multi sensor fusion
is realized by STM32c8t6. Data docking among embedded
devices,WeChat applet and database platform can be realized
on the multi device platform.

In the user interface, we directly use LCD to display the
road surface information collected by the camera, and display
the recognition results to enhance the interaction between
the intelligent device and the user. Due to the enhanced
instrumentality of the driver-less device, we have developed a
WeChat applet to facilitate the user’s remote control instruc-
tions, display the driving path and parking location through
interaction with the cloud data stream. The voice interaction
system uses LD3320 to interact with the VG009 playback
module and sends the control signal to the motion control
system in Figure 12. The input of voice commands and the
synthesis of voice play are based on the upper computer of
the computer and written into the memory in advance.

The operation flow is as follows:

1) The user inputs the vehicle model and password
through the mobile terminal login interface and
requests the cloud terminal to confirm the login.

2) Enter the console and send the permission signal to the
cloud. After the signal is successfully sent to the cloud,
a pop-up window will be displayed to indicate whether
the signal is successfully sent.

3) When EAIDK-310 receives the signal and is not
allowed, the system is in a standstill state and as608
is in a sleep state.

4) After receiving the permission signal, the as608 is
awakened. After receiving the information of the per-
son entered in advance, the fingerprint opens the switch
of the simulated door lock. Thus, the cloud local dual
authentication is realized. It ensures the owner’s control
over his / her vehicle. The drive free camera starts to
work and enters the detection environment.

5) After reaching the destination, the applet can remotely
close the allow button, EAIDK-310 exits the detection
state, and the camera exits the working state. At the
same time, send the current parking position to the
cloud, and you can view the location of the vehicle
through the applet.

EAIDK-310 development board supports RJ45 interface
and can provide 100m Fast Ethernet connection function.
In Figure 11, the VNC connection supported by EAIDK-310
development board is adopted in the debugging process of
this project. The specific settings are as follows:

1) IDENTIFICATION OF ROAD SIGNS, PEDESTRIANS AND
VEHICLES
a: IMPROVE ORB
Because orb algorithm does not need deep learning and can
complete self-renewal quickly, the applicability of this algo-
rithm is more extensive and convenient. It can cooperate with
the tracking function to complete the distribution task of the

FIGURE 11. VNC connection settings.

unmanned port and the automatic cruise of the specific road
section.

A subset of key point descriptions is established for the
template map (reference map) and the real-time map (obser-
vation map). The target recognition is accomplished by com-
paring the key point descriptors in the two-point set. The sim-
ilarity measure of key point descriptors with 128 dimensions
adopts Euclidean distance.

Key point descriptors in template diagram:

Ri = (ri1, ri2, . . . ri128) (11)

Si = (si1, si2, . . . si128) (12)

Similarity measure of any two descriptors:

d(Ri, Si) =

√√√√√(
128∑
j=1

(rij − sij)2) (13)

To obtain the paired key descriptor d(Ri, Si) needs to
satisfy:

Si
Sp

< Threshold (14)

Si is the closest point to Ri in the real-time map, and SP is
the next closest point to Ri in the real-time map.
After confirming that the number of feature points reaches

the threshold value, it indicates that the road sign is recog-
nized. After recognition and multi-sensor fusion processing,
the automatic driving car will complete the corresponding
action in Figure 13.

b: PEDESTRIAN AND VEHICLE DETECTION BASED ON
YOLOv4
Due to the particularity of the use scene, the identification
of pedestrians and vehicles is the master condition of road
safety. For the detection of pedestrians and vehicles, the use
of feature point detection can not meet the needs well due to
factors such as obstacles and environment. We have made a
variety of data sets of vehicles blocked and pedestrians with
complex actions. It is a complex work to develop custom
labels every time the image is preprocessed. It needs to intro-
duce an efficient image annotation method. The boundary
box is used to realize image matching and accelerate the
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FIGURE 12. The flow chart for controlling the system.

FIGURE 13. Identification process.

transformation of images in computer vision. In this paper,
rectangular box is selected for image annotation, and labe-
limg (a labeling tool for image preprocessing) is selected for
image annotation. The annotation of the data set is shown in
the figure14.

In order to obtain good recognition accuracy, a large
number of data sets are needed. We constructed a data set
of omni-directional pedestrian and vehicle detection. The
collected images need to consider pedestrian and vehicle
detection under various road conditions. We found a total of

FIGURE 14. Pedestrians and cars are marked in the figure. As an image
annotation tool, labelimg can save the generated annotations as an XML
file in Pascal VOC format without secondary conversion.

5607 pavement conditions. According to the ratio of training
set and test set 9:1. In this experiment, the size of picture
input is 800 × 800 for training, and the initial learning rate
is 0.001. The learning rate is a parameter determined by the
programmer. A high learning rate means that the action of
weight updating is larger, so it may take less time for themode
to converge to the optimal weight. However, if the learning
rate is too high, the jump will be too large and not accurate
enough to achieve the best. This value is usually 0.1-0.001.
The data set is shown in the figure 15.
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FIGURE 15. The data on the samples in the database.

TABLE 1. Type of call out box.

FIGURE 16. System architecture of pedestrian and vehicle identification.

We have illustrated the flow chart of pedestrian recognition
in Figure 16.

2) MULTI-PLATFORM INTERCONNECTION
Before planning to build multi-platform interconnection,
we need to consider the overall design of the traditional soft-
ware and hardware integration platform. The design platform
divides the data flow transmission into three corresponding
parts, the control end facing users, the edge intelligent device
end, and the data storage transfer station. The user control
terminal is the channel for direct interaction between the
intelligent system and the user, and needs to be convenient
to use, complete in function and easy to control. The edge
intelligent device is the execution carrier of the task. Due
to the restriction of local storage, the data supplier needs to
upload the data generated in the process of use. The data
storage transfer station is used to analyze, classify and store
the uploaded data.

The self-driving vehicle designed in this paper uses the
network module of EAIDK-310 as the channel for uploading
the application information of edge intelligent processing
equipment, and the cloud provides the possibility for remote
data interaction and storage. In Figure 20,At the remote user
end, we design an interactive page through the user’s mobile

FIGURE 17. Overview of applet page design.

FIGURE 18. WeChat applet login interface, cloud unlock, weather view.

FIGURE 19. Parking position viewing and navigation through external API.

WeChat applet to provide convenience for remote control and
facilitate the user to understand the use of the vehicle.

WeChat applet, developed by Tencent in China based on
WeChat ecosystem, is an application level program that does
not need to be downloaded. The combination of WeChat
applet and unmanned user terminal realizes the visibility of
data on the mobile terminal and greatly facilitates the user’s
use experience.

Before planning and designing each page, we learn from
the early user login mode to identify users and distinguish the
vehicles that need to be controlled. As a cloud platform con-
nection station facing the actual user needs, WeChat applet
collects and uploads the control data flow of the user during
the interaction with the cloud, extracts the corresponding
user data flow from the cloud for display, helps the user to
remotely control the vehicle, view the parking position, And
remind the user of the weather conditions through the external
API in Figure 19.

Onenet is a PAAS (Platform as a service) Internet of
things open platform created by China Mobile. It can greatly
facilitate developers to connect devices, quickly complete the
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FIGURE 20. The flow chart for controlling the system.

deployment of intelligent hardware, and help the linkage of
edge computing hardware. This design scheme stores and
matches the control data flow, location data and user infor-
mation of WeChat applet and EAIDK-310 through Onenet
platform in Figure 21 to realize intelligent interaction and
remote control of the whole intelligent system. Our cloud data
access users need to provide corresponding data stream keys.

IV. EXPERIMENT AND RESULTS
The experiment evaluates the test results and verifies the
accuracy of target detection (road signs, pedestrians), voice
interaction and fingerprint verification in the actual working
environment. At the same time, the control process of the
whole system is verified. Since the design involves the partic-
ipation of users, and considering the adaptability and individ-
ual differences of users, we conducted repeated experiments
on different users for many times.

For the function of the system, we have carried out overall
verification.Of course, there have been many traffic acci-
dents since the launch of assisted driving. However, with
the improvement of sensor accuracy and the coordinated

FIGURE 21. The cloud parses the stored parking position data.

processing of communication equipment, unmanned driving
has been well applied in the field of medium and low speed.
In order to avoid traffic accidents, we guarantee the priority
of obstacle avoidance function during operation through the
equipped ultrasonic sensors. Setting the priority of control
signal is described in Table 2. The priority setting greatly
ensures the safety attributes of the vehicle. Our entire article
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FIGURE 22. The user terminal grabs the parking position from the cloud.

FIGURE 23. Self-driving vehicle.

is based on the cloud interconnection, and the entire sys-
tem is simulated on embedded devices. We carried out a
comprehensive experiment on smart cars in Yangpu District,
Shanghai, focusing on the accuracy verification of interactive
devices with many human factors. We tested cloud access
using scripts. The communication between EAIDK-310 and
the motion control system was tested through automatic data
transmission. Under the condition of ensuring the accuracy of
image recognition, voice interaction and fingerprint verifica-
tion, the whole system rarely had problems when the signal
was good.

We made assumptions about the experimental environ-
ment:

1)We use the embedded intelligent car to simulate the real
vehicle, and use the motion control system to simulate the
motion of the real vehicle.

2)The signal coverage of the whole experimental environ-
ment is good.

FIGURE 24. Data stream.

TABLE 2. Prioritization of control signals.

TABLE 3. User fingerprint test results.

3)The special EAIDK-310 development board is used
for visual processing, and the road section information is
obtained in real time through the camera.

4)The WeChat applet we used for testing has not been
released publicly and is only used for debugging.

Data flow transmission is shown in Figure 24:

A. FINGERPRINT IDENTIFICATION
The fingerprint module is debugged by the upper computer
input detection. We input the fingerprint templates of the
three main authors of this design and store them in the
local end of the vehicle. The fingerprint template matching
detection at the local end and the cloud cooperate to realize
the double verification of the unmanned vehicle. As shown
in Table 3.In order to verify the accuracy of fingerprint
recognition, we entered three user templates, and each user
conducted 300 tests.

B. VOICE INTERACTION SYSTEM
The wake-up waiting is set to 5s. After wake-up, the indicator
stays on and waits for the input of voice commands. The
setting of wake-up words greatly improves the efficiency of
voice recognition. In the voice interaction system, we use the
serial port to output commands for on-demand. Voice inter-
action files we use iFLYTEK’s online voice synthesis tool
to synthesize voice. There are two types of wake-up: voice
wake-up and serial wake-up. When the correct fingerprint
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TABLE 4. Voice interaction and serial port instructions.

TABLE 5. Image recognition.

FIGURE 25. The voice command is written into the LD3320 in the form of
Pinyin string through the upper computer.

input is detected, it is wake up by the serial port (if the cloud
allows).

C. IMAGE RECOGNITION EXPERIMENT
In the road sign recognition test, about 5 kinds of traffic signs’
icons were collected, and feature points in the figure 26 were
extracted by orb rapid recognition. The recognition of single
road signs is shown in the figure below, and the recognition
accuracy of road signs is shown in the figure below Table 5.
Important parameters in the detection of evaluating pedes-

trians and vehicles are as follows: TP refers to the detection of

FIGURE 26. Feature point extraction and recognition effect.

vehicles or pedestrians, and there are also vehicles or pedes-
trians in the actual picture (positive samples are correctly
identified as positive samples); TN is no model detected
and there is no model in the sample (negative samples are
correctly identified as negative samples); FP is the number
of negative samples identified as positive samples; FN is a
positive sample and is recognized as a negative sample; The
recall rate (R) is the probability that the trained model can
predict travelers and vehicles; The accuracy rate (P) is the
ratio of the correctly detected target to the total number of
targets; AP is the average precision of each category, and
mAP is the average of all categories of APS.

Recall =
TP

TP+ FN
(15)

Precision =
TP

TP+ FP
(16)
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TABLE 6. Evaluation index of vehicle and pedestrian detection.

FIGURE 27. Pedestrian and vehicle detection.

AP =

∫ 1

0
P(R)dR (17)

mAP =

(
ϵ∑
i=1

APi)

c
× 100% (18)

In the figure27,the recognition result shows that it has a
good recognition effect on pedestrians and vehicles under
general road conditions. However, the recognition accuracy
of vehicles with severe occlusion will be reduced. For our
800 × 800 pixel image, the time for checking each frame
in visual processing is 0.09s. In the actual test, we think
the feedback time of the whole communication equipment is
within 1s.

V. CONCLUSION
In this study, a set of auto-drive systems were designed
based on cloud interconnections through EAIDK-310,
STM32F103C8T6, and the interaction between the WeChat
applet and cloud data, the double verification of the remote
and local ends of the car is realized to ensure the control rights
of the car owner. The double verification of the car remotely
and locally to ensure the owner’s absolutely control. The
sharing concept of unmanned driving is promoted through
the interaction with cloud location data flow. This paper
introduces the overall design scheme, the work flow of the
system, the design of the embedded system, the identification
algorithm adopted, the model deployment, the construction
of the cloud platform and page design of the WeChat applet.

Finally, the specific functions are tested through physical
construction to complete the implementation of the whole
cloud networking control system.

The feasibility of the entire system was verified in this
study. In subsequent experiments, we considered connecting
with a physical vehicle. It is necessary to further consider the
accuracy of various sensors to avoid traffic accidents and to
create amore complete cloud and local storage system to cope
with the subsequent large number of visits.
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