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ABSTRACT The exploiting of missile guidance law is one of the most important issue of defense systems.
However, it is a complex nonlinear guidance control problem. In recent years, several intelligent algorithms
have been employed for the missile guidance law design. This paper aims to provide a more effective
intelligent neural network, and then apply it to missile guidance control. An elliptic type-2 function (ET2F)
combined with a Takagi-Sugeno-Kang (TSK) fuzzy system (FS) based on a wavelet function and a brain
imitated neural network (BINN) is proposed to produce a new Takagi-Sugeno-Kang elliptic type-2 fuzzy
brain imitated neural network (TSKET2FBINN). The proposed TSKET2FBINN is then incorporated into the
missile guidance law. The proposed missile guidance control system includes the TSKET2FBINN controller
and a robust compensation controller. A Lyapunov function is used to generate parameter adjustment adaptive
laws so as to guarantee system stability with fast tracking performance of missile guidance control system.
By presenting three missile control scenarios, the effectiveness of the proposed method is then demonstrated.
The miss-distance (MD) of the proposed method is calculated and compared to other recent guidance
methods to demonstrate its superior performance.

INDEX TERMS Elliptic type-2 function, TSK fuzzy system, brain imitated neural network, missile guidance
law, command to line-of-sight.

I. INTRODUCTION
The exploiting of missile guidance law is one of the most
important issue of defense systems. The idea behind the
command to line-of-sight (CLOS) is to keep the missile
pursuing and target in visual contact until impacting time [1].
There are numerous advantages for following the CLOS guid-
ance law. First, using this rule can eliminate the need for a
costly searching mechanism. Second, unlike the well-known
proportional navigation, it does not rely on information
about the range of the target, which makes it completely
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insensitive to interference. Third, in some scenarios where
the target and tracker must be kept within a single narrow
beam due to radar constraints, so a CLOS guidance law
is required. In addition, as the precision of ground tracker
increases, the CLOS-law becomes more desirable, especially
for short-range air defense systems. Nevertheless, there are
few scientificworks that address the specifics of this guidance
law. Lin and Peng demonstrated how to solve the nonlinear
tracking problem of CLOS guidance control using a cerebel-
lar model articulation controller [1]. Lin and Wang proposed
a fuzzy side force control for missile against hypersonic
target [2]. Wang and Hung [3] presented a fuzzy neural
network (FNN) missile guidance control system in 2013,
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in which the proposed FNN controller’s weighting factors
are used to direct the defending missile (DM) toward the
attacking missile (AM). Wang et al. [4] proposed an adaptive
self-organizing map (SOM) controller with recurrent neural
network (RNN) in 2014 for missile defense systems (MDS).
Li et al. [5] published a model predictive control using a con-
strained quadratic programming (QP) problem and a neural
network for guidance control law in 2015.

Recently, neural networks (NNs) have been successfully
applied in nonlinear system [6], especially for aerospace
engineering [7], NN for steering law for manoeuvring tar-
gets [8], NN of missile guidance control [9]. Su et al. pre-
sented a guidance law in [8], which was developed using
the backstepping method of sliding mode control, a radial
basis function (RBF) neural network, and an adaptive control
technique. A Lyapunov-based stability analysis shows that all
signals are bounded and the LOS rates eventually converge
near the origin. Liang et al. proposed NN-based nonlinear
integrated missile control in conjunction with a disturbance
observer [9]. Fuzzy neural also applied in latest application
such as control of waverider vehicles [10], [11]. Bu et al. [10]
proposed a new nonfragile prescribed performance control
method for waverider vehicles (WVs) such that the quanti-
tative prescribed performance can be guaranteed for tracking
errors in the presence of actuator saturation. In this design,
low-complexity fuzzy neural control protocols are presented
for velocity subsystem and altitude subsystem of WVs. Also,
Bu et al. [11] presented A fuzzy-neural-approximation-based
pseudo non-affine control protocol for waverider vehicles
(WVs), which is capable of guaranteeing tracking errors with
desired prescribed performance and rejecting the obstacle of
fragility inherent in the traditional prescribed performance
control.

The first type of fuzzy logic systems is called a type-1
system, and the second type is called a type-2 system. Since
type-1 fuzzy logic systems usually have accuratemembership
functions, type-1 fuzzy neural networks (FNNs) and fuzzy
BELCs cannot account for the uncertainty of the rules. How-
ever, many external and internal disturbances are unavoidable
and occur in many practical applications. Type-2 fuzzy logic
systems, an extension of type-1 fuzzy logic systems used
for FNNs and fuzzy BELCs [12], [13], have been proposed
to mitigate the effects of such uncertainties. Type-2 fuzzy
elliptic functions are more general, and can control the fuzzy
footprint, manage and represent uncertainties, andmake deci-
sions with incomplete or ambiguous data [14]. In type-2
fuzzy elliptic functions, the form of the fuzzy ‘‘footprint’’
is the membership function. Type reduction methods, such
as the Karnik-Mendel scheme [15], can convert type-2 fuzzy
BELCs into type-1 fuzzy BELCs, but they are very computa-
tionally intensive. In addition, type-2 fuzzy elliptic functions
do not explain the concept of variability and cannot model the
diversity of opinions of a single expert or a group of experts.
The nonstationary fuzzy set theory and the corresponding
nonstationary fuzzy inference system were introduced [16].

This step was taken in response to the shortcomings of type-2
fuzzy inference systems. Moreover, an iterative algorithm for
interval fuzzy sets of type-2 was proposed, which reduces
the nature of the stopping condition. This algorithm, based
on the Karnik-Mendel scheme, starts with the initialization
of the switching point and then proceeds to a unidirectional
search [17]. The parameters responsible for the support and
the width are intertwined, which is a general drawback of
membership functions of type-2 fuzzy systems. When using
an elliptic membership function of type-2, the parameters
responsible for the width of the fuzziness can be separated
from those responsible for the support and the center of the
membership function. In addition, elliptic membership func-
tions have specific values for the left and right ends of the sup-
port, but ignore the blur on the rest of the support [14], [17].
This is due to the fact that elliptic membership functions
are elliptic. These properties can be used to study how the
presence of fuzziness in the input affects the inference of
type-2 fuzzy logic systems.

There are two types of fuzzy systems: Takagi-Sugeno-
Kang (TSK) fuzzy systems (FS) and Mamdani-Larsen fuzzy
systems [18], [19]. The TSK fuzzy inference model can
improve mapping and achieve accurate approximation per-
formance, making it more useful for a wide range of applica-
tions. Zhao and Lin [19] proposed a wavelet-TSK-type fuzzy
cerebellar model neural network (WTFCMNN), which com-
bines a Gaussian-type FCMNN and a TSK- fuzzy inference
system based on a wavelet function. In the subsequent portion
of each rule, the TSK fuzzy inference system employs the
series expansion of wavelet functions rather than the linear
combination of input functions. Using this property, wavelet
functions can easily obtain the global and local behaviour of
any function [20]. Consequently, this paper employs the TSK
fuzzy system based on a wavelet function.

Nevertheless, wavelet-function-based fuzzy systems have
been reported in a number of prior studies, including flight
control [11], [21], [22], [23]. In comparison with them, this
paper used wavelet function based TSK fuzzy system to
replace the traditional first-order linear function. The wavelet
function acts as a connected function between the inputs and
the weight spaces. Therefore, this makes special improve-
ment in comparison with the wavelet-function-based fuzzy
systems in [11], [21], [22], and [23].

The imprecision of system uncertainties and external per-
turbations is a constant challenge for researchers working
with nonlinear control systems. The brain imitated neu-
ral network (BINN) was developed by Lucas et al. [24] to
address these issues. The components of the BINN are:
Input, Learning, Output, Emotion, Emotion Output, and Con-
troller Output. By combining with other systems such as
CMAC [13], [25], function-link [26], TSK fuzzy system [13],
[27], wavelet type-2 fuzzy system [13], and type-2 fuzzy
system [28], the performance of BINN can be improved.

Therefore, in this paper, a new neural network (NN)
using the type-2 elliptic function, TSKFS, and BINN is
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TABLE 1. A comparison of the proposed structure and the related works.

presented. It is called the Takagi-Kang-Sugeno elliptic type-2
fuzzy brain imitated neural network (TSKET2FBINN). The
proposed structure includes the advantages of a type-2
elliptic membership function, a BINN, and a TSK fuzzy
inference system. Then, the proposed structure is a more
general type-2 fuzzy neural network. If the number layer
of the TSKET2FBINN is reduced to one and each block
has only one neuron, and the type-2 elliptic membership
function is replaced by another membership function, then
the structure can be called a TSK type-2 fuzzy neural
network.

The exploiting of missile guidance law is one of the most
important issue of defense systems. However, it is a complex
nonlinear guidance control problem. In recent years, several
intelligent algorithms have been employed for the missile
guidance law design. This paper aims to provide amore effec-
tive intelligent neural network, and then apply it to missile
guidance control.

To control the missile, a suitable control law can be
designed. Since the target is in motion, the line-of-sight

(LOS) may shift at any time, and the target is flying with
an unknown acceleration. The anti-aircraft missile is gen-
erally controlled by a system that tracks the targets. How-
ever, the control target is the distance between the missile
and the intended target. This is because the detected tar-
get is in motion and may be subject to unexpected escap-
ing acceleration [1]. The TSKET2FBINN is developed for
the purpose of evaluating the effectiveness of this guidance
system. Thus, this paper aims on applying the proposed
TSKET2FBINN control system for missile guidance con-
trol law design to significantly improve the system perfor-
mance. Finally, three scenarios of missile guidance control
are used to show the performance and effectiveness of the
proposed TSKET2FBINN. Moreover, a comparison of the
proposed structure and the related works is presented in
Table 1.

The main contributions of this work are listed below:

(1) An elliptic type-2 function (ET2F) [14], [15], [16], [17]
along with a Takagi-Sugeno- Kang fuzzy sys-
tem [18], [19] and a brain imitated neural network
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(BINN) [24] are incorporated to improve response to
input uncertainties.

(2) The updated weight of the TSK application is based on
the wavelet function, which increases the flexibility of
the automatic parameter updating [18], [19], [20].

(3) A missile guidance control law based on the pro-
posed TSKET2FBINN is designed and its performance
is evaluated through three simulation scenarios in
section V of the paper.

(4) Utilizing miss-distance (MD) calculation and t-test sta-
tistical evaluation to compare the proposed method
with other previous methods in the end of section V of
the paper can illustrate the effectiveness of the proposed
guidance law.

The rest of this article is structured as follows. Problem for-
mulation is given in section II, the proposed TSKET2FBINN
is described in section III, convergence analysis and online
learning rules is presented in section IV, Simulation results
for the proposed missile guidance strategy are presented in
section V, and finally the conclusion of the paper is given in
section VI.

II. PROBLEM FORMULATION
It is possible to solve the 3-dimensional CLOS control prob-
lem by applying techniques from the tracking problem for a
time-varying nonlinear system. A three-dimensional diagram
for tracking a missile on its way to its target is described in
Figure 1 [1]. The ground tracker is the starting point for the
inertial measurement unit. Both the axis and the plane are at
90 degrees to each other. The body frame of the rocket rotates
about the center of mass with the axis pointing forward along
the centerline of the rocket. The inertial frame of the rocket
is represented by the following equations [1], [2], [3], [4],
(1) as shown at the bottom of the page, where

(
xm ym zm

)
is missile position in inertial frame,ψm is yaw angle ofmissle,
θm is pitch angle of missle, φmc is roll angle command, g is
gravity acceleratio, ax is axial acceleration of missile, ayc is
yaw acceleration of command, azc is pitch acceleration of
command, Rm is missile range from ground tracker, vm is
missile velocity, sθ is sin (θ), and cθ is cos (θ).

The 3-D CLOS guidance problem is posed as a tracking
problem. The guidance requirement is to control the missile
always pressing on the LOS and keeping forward in order
to hit the target. However, due to instrument errors, target
movement, and thrust direction errors, the missile guidance

FIGURE 1. 3-D missile target tracking scheme.

FIGURE 2. Definition of tracking error in LOS frame.

system cannot always stay on the LOS between the missile
and the target. The tracking error LOS frame is shown in
Fig. 2. The axis is horizontally to the left of the aircraft and
points forward along the line of sight to the target. The rota-
tional relationships between the coordinates of the missile’s
LOS frame is described in figure 2, which are as follows [1]:[
e1
e2

]
=

[
− sin(βt ) cos(βt ) 0

− sin(εt ) cos(βt ) − sin(εt ) sin(βt ) cos(εt )

] xmym
zm


(2)

where βt , εt are respectively azimuth angle of LOS to target
and elevation angle of LOS to target.

 ẍmÿm
z̈m

 =

 cθmcψm −sφmcsθmcψm − cφmcsψm −cφmcsθmcψm + sφmcsψm
cθmsψm −sφmcsθmcψm + cφmcsψm −cφmcsθmsψm − sφmcsψm
sθm sφmccθm cφmccθm

 ·

 ax
ayc
azc

−

 0
0
g


[
ψ̇m
θ̇m

]
=


cφmc

(vmcθm)
sφmc

(vmcθm)
sφmc
vm

cφmc
vm

 ·

[
ayc
azc

]
−

[
0

gcθm
vm

]
(1)
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Specifically, we have a tracking error e ≡ [e1, e2]T . Since
e1 and e2 are impossible to measure and directly, these quan-
tities must be calculated by transforming the rocket’s polar
position data, which can be retrieved from the ground tracker,
into a known coordinate system.

e≡

[
e1
e2

]
=

[
Rm cos(1ε + εt ) sin(1β)

Rm sin(1ε+εt ) cos(γt )−Rm cos(1ε+εt ) sin(εt ) cos(1β)

]
(3)

where e is the distance between the launch point of the
missile and the line of sight. Thus, if the tracking errors
can be controlled to be reduced to zero before the target
crosses the missile, the missile will eventually hit the target.
The 3-dimensional (3-D) CLOS steering challenge has been
reformulated into a tracking problem. Define

x ≡
[
x1 x2 x3 x4 x5 x6 x7 x8

]T
≡
[
xm ym zm ẋm ẏm żm ψm θm

]T
uT ≡

[
uT1 uT2

]T
≡
[
ayc azc

]T (4)

Using the above notation, equations (1) and (3) can be con-
verted into the following state space form:

ẋ = f (x)+

2∑
o=1

gouTo

e = h (x) (5)

where

f (x) =



x4
x5
x6

ax cos(x7) cos(x8)
ax sin(x7) cos(x8)
ax sin(x8) − g

0

−
g cos(x8)(

x24 + x25 + x26
)1/2


∈ ℜ

8×1 (6)

g1 (x) =



0
0
0

− sin(φmc) sin(x8) cos(x7) − cos(φmc) sin(x7)
− sin(φmc) sin(x8) sin(x7) + cos(φmc) sin(x7)

sin(φmc) cos(x8)
cos(φmc)(

x24 + x25 + x26
)1/2

cos(x8)
sin(φmc)(

x24 + x25 + x26
)1/2


∈ ℜ

8×1

g2 (x) =



0
0
0

− cos(φmc) sin(x8) cos(x7) + sin(φmc) sin(x7)
− cos(φmc) sin(x8) sin(x7) − sin(φmc) sin(x7)

cos(φmc) cos(x8)

−
sin(φmc)(

x24 + x25 + x26
)1/2

cos(x8)
cos(φmc)(

x24 + x25 + x26
)1/2


∈ ℜ

8×1 (7)

h (x) =

[
h1 (x)
h2 (x)

]
=

[
−x1 sin(βt )+x2 cos(βt )

−x1 sin(γt ) cos(βt )−x2 sin(γt ) sin(σt )+x3 cos(εt )

]
(8)

The goal of CLOS guidance control is to find a control law
that reduces tracking error to zero. Specify the vector fields
for system (5) X0 and Xj, j = 1, 2 as follows.

X0 ≡
∂

∂t
+

8∑
o=1

fo (x)
∂

∂x0

Xj ≡

8∑
o=1

gj,o (x)
∂

∂x0

(9)

where fo (x) , gj,o (x) , and xo are the o-th components of
f (x) , g (x), and x respectively [9]. Direct computation yields

X0h1 = −β̇tx1cβt − β̇tx2sβt − x4cβt + x5cβt
= −β̇tRpcεt + β̇te2 − x4cβt + x5cβt

X0h2 =
(
β̇t sin(βt ) sin(εt ) − ε̇t cos(εt ) cos(βt )

)
x1

−
(
ε̇t cos(εt ) sin(βt ) + β̇t cos(βt ) sin(εt )

)
x2

−ε̇tx3 sin(εt ) − x4 cos(βt ) sin(εt )

− x5 sin(βt ) sin(εt ) + x6 cos(εt )

= −β̇te1 sin(εt ) − γ̇tRp − x4 cos(βt ) sin(εt )

− x5 sin(βt ) sin(εt ) + x6 cos(εt )

X1X0h2 = (cos(εt ) cos(x8) + sin(εt ) sin(x8) cos (x7 − βt))

×sin(φmc)+cos(φmc) sin(εt ) sin (x7−βt)X2Xoh2
= (cos(εt ) cos(x8) + sin(εt ) sin(x8) cos (x7 − βt))

× sin(φmc) − sin(φmc) sin(εt ) sin (x7 − βt)

X1X0h1 = − sin(φmc) sin(x8) sin (x7 − βt)

+ cos(φmc) cos (x7 − βt)

X2X0h1 = − cos(φmc) sin(x8) sin (x7 − βt)

− sin(φmc) cos (x7 − βt)

X2
0 h1 =

(
2β̇t ε̇t sin(εt ) − β̈t cos(εt )

)
Rp + β̇2t e1

+
(
2β̇t γ̇t cos(εt ) + β̈t sin(εm)

)
e2

− 2β̇t Ṙp cos(εt ) + 2β̇t ė2 sin(εt )

+ ax (t) cos(x8) sin (x7 − βt)
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X2
0 h2 = −

(
ε̈t + β̇2t sin(εt ) cos(εt )

)
Rp − β̈te1 sin(γt )

+

(
β̇2t sin(εt ) sin(εt ) + ε̇γ 2

t

)
e2

− 2ε̇t Ṙp − 2β̇t ė1 sin(εt )

+ (sin(x8) cos(εt ) − cos(x8) sin(εt ) cos (x7 − βt))

× ax (t)− g cos(εt )

Ṙp = −
(
β̇t sin(βt ) cos(εt ) − ε̇t sin(εt ) cos(βt )

)
x1

−
(
ε̇t sin(εt ) sin(βt ) − β̇t cos(βt ) cos(εt )

)
x2

+ ε̇tx3 cos(εt ) + x4 cos(εt ) cos(βt )

+ x5 cos(εt ) sin(βt ) + x6 sin(εt ) (10)

Equation (3) can be expressed in a more compact form by
some manipulations:

e =

[
F1
F2

]
+

[
G11 G12
G21 G22

] [
u1
u2

]
≡ F+ Gu (11)

where F1 = X2
0 h1, F2 = X2

0 h2, G11 = X1X0h1, G12 =

X2X0h1, G21 = X1Xoh2, and G22 = X2Xoh2. Choosing a
sliding surface as follows.

s ≡ e+�

∫ t

0
e(τ )dτ (12)

where � =

[
ξ1 0
0 ξ2

]
∈ ℜ

2×2 is a two-dimensional space

governed by a positive, diagonal, nonnegative matrix.

⇒ ṡ ≡ ė+�e (13)

To illustrate, the mathematical model for an ideal controller
uideal looks like:

uideal = G−1(−F−�e) (14)

Replacing (14) into (11), obtains

ė+�× e = 0 (15)

The choice to represent the coefficients of a Hurwitz polyno-
mial in (12) leads to the conclusion that lim

t→∞
∥s∥ → 0 ⇒

lim
t→∞

∥e∥ → 0. However, it is not possible to obtain the exact
model for uideal in (14), since models always depend on the
flight conditions with strong uncertainties. For this reason,
a Takagi-Kang-Sugeno elliptic type-2 fuzzy brain imitated
neural network (TSKET2FBINN) controller is proposed to
imitate the ideal controller.

III. TSK ELLIPTIC TYPE-2 FUZZY BRAIN IMITATED
NEURAL NETWORK
An architecture of the proposed TSKET2FBINN is depicted
in figure 3, which consists of five spaces: input space, elliptic
type-2 function space, sensory weight space and emotional
weight space, amygdala space, orbitofrontal cortex space, and
output space. The specifics of TSKET2FBINN can be listed
as follows.

A. INPUT SPACE
ϒ =

[
ϒ1, ϒ2, . . . , ϒni

]
∈ Rni , ni is the input dimension.

B. ELLIPTIC TYPE-2 FUNCTION SPACE
Lower and upper elliptic type-2 function are respectively
described as

µ
ij

(
2ij
)

=


(
1 −2

q
ij
ij

) 1
qij , if 2ij < 1

0, others
(16)

µij (ϒi) =


(
1 −

∣∣∣∣ϒi − mij
vij

∣∣∣∣qij
) 1

qij

, if

∣∣∣∣ϒi − mij
vij

∣∣∣∣ < 1

0, others
(17)

where vij and mij are respectively center and dilation of the

elliptic type-2 function. Set 2ij =

∣∣∣ϒi−mijvij

∣∣∣, equations (16)
and (17) can be rewritten as follows.

µ
ij

(
2ij
)

=


(
1 −2

q
ij
ij

) 1
qij , if 2ij < 1

0, others
(18)

µij
(
2ij
)

=


(
1 − ϒ

qij
ij

) 1
qij
, if 2ij < 1

0, others
(19)

C. SENSORY WEIGHT SPACE AND EMOTIONAL WEIGHT
SPACE
Upper and lower weights of the sensory space are defined as
follows by the TSK fuzzy system and the wavelet function of
the input.

V jo =

ni∑
i=1

(
−(ϒi − bij)

aij

)
e

−(ϒi−bij)
2

2a2ij × ωjo (20)

Set

Z ij =
(ϒi − bij)

aij
(21)

V jo =

ni∑
i=1

(
−Z ij

)
e

−Z2ij
2 × ωjo (22)

V jo =

ni∑
i=1

(
−(ϒi − bij)

aij

)
e

−(ϒi−bij)
2

2a2ij × ωjo (23)

Z ij =
(ϒi − bij)

aij
(24)

V io =

ni∑
i=1

(
−Z ij

)
e

−Z2ij
2 × ωjo (25)

The upper and lower weights of the emotional space are
defined using the TSK fuzzy system and the wavelet function.

W io =

ni∑
i=1

(
−(ϒi − bij)

aij

)
e

−(ϒi−bij)
2

2a2ij × χjo (26)

W jo =

ni∑
i=1

(
−(ϒi − bij)

aij

)
e

−(ϒi−bij)
2

2a2ij × χjo (27)
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FIGURE 3. The architecture of Takagi-Kang-Sugeno elliptic type-2 fuzzy brain imitated
neural network.

where χjo is a weight

W jo =

ni∑
i=1

(
−Z ij

)
e

−Z2ij
2 × χjo (28)

W jo =

ni∑
i=1

(
−Z ij

)
e

−Z2ij
2 × χjo (29)

D. AMYGDALA AND ORBITOFRONTAL CORTEX
SUB-OUTPUT SPACE

αo =
1
2
.

ni∑
i=1

nj∑
j=1
µ
ij
V ijo

ni∑
i=1

nj∑
j=1
µ
ij

+
1
2
.

ni∑
i=1

nj∑
j=1
µijV ijo

ni∑
i=1

nj∑
j=1
µij

=
1
2
.


ni∑
i=1

nj∑
j=1

(
1 − F

qij
ij

) 1
qij V ijo

ni∑
i=1

nj∑
j=1

(
1 − F

qij
ij

) 1
qij

+

ni∑
i=1

nj∑
j=1

(
1 − F

q
ij

ij

) 1
qij V ijo

ni∑
i=1

nj∑
j=1

(
1 − F

q
ij

ij

) 1
qij

 (30)

oo =
1
2
.

ni∑
i=1

nj∑
j=1
µ
ij
W ijo

ni∑
i=1

nj∑
j=1
µ
ij

+
1
2
.

ni∑
i=1

nj∑
j=1
µijW ijo

ni∑
i=1

nj∑
j=1
µij

=
1
2

·


ni∑
i=1

nj∑
j=1

(
1 −2ijqij

) 1
qij W ijo

nj∑
i=1

nj∑
j=1

(
1 −2

qij
ij

) 1
q̄ij

+

nij∑
i=1

nj∑
j=1

(
1 −2ijqij

) 1
qij W ijo

ni∑
i=1

nj∑
j=1

(
1 −2ij

qij ) 1
qij

 (31)

E. OUTPUT SPACE
The o-th output of the TSKET2FBINN controller can be
calculated as

uoTSKET2FBINN = αo − oo for o = 1, 2 . . . , no (32)

IV. ONLINE LEARNING RULES AND CONVERGENCE
ANALYSIS
Selecting a cost function as follows.

4 =
1
2

no∑
o=1

s2o (33)

VOLUME 11, 2023 53693



D.-H. Pham et al.: Design of Missile Guidance Law Using TSK Elliptic Type-2 Fuzzy BINNs

where so = sdesiredo − zo in which sdesiredo is the desired output.
An expression for the rule governing the periodic updating of
parameters is derived as follows.

ξ (t + 1) = ξ (t) +1ξ (34)

where ξ possibly depends on one of these factors
V ijo,V ijo,W ijo,W ijo,mij, vij, qij or qij. Instead of updating

V ,V ,W , and W , we will instead update b, a, a, ω and χ .
The law for adjusting these parameters are expressed by the
chain rule as follows.

1mij = −ζm.
∂4

∂mij

= −ζm

(
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µ

ij

.
∂µ

ij

∂2ij
.
∂2ij

∂mij

+
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µij

.
∂µij

∂2ij
.
∂2ij

∂mij

)

= −ζm.
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

(
∂uo
∂µ

ij

.
∂µ

ij

∂2ij

∂2ij

∂mij

+
∂uo
∂µij

.
∂µij

∂2ij
.
∂2ij

∂mij

)
(35)

∂4

∂so
=

no∑
o=1

so (36)

∂so
∂zo

= −1 (37)

∂zo
∂uo

= zo(1 − zo) (38)

∂uo
∂µ

ij

= V ijo −W ijo (39)

∂uo
∂µij

= V ijo −W ijo (40)

where ζm, ζv, ζq, ζq, ζb, ζa, ζa, ζω, and ζχ stand for learning
rates.

The proposed TSKET2FBINN-based control system for
missile guidance is proposed to minimize tracking error. The
proposed control system includes a TSKET2FBINN con-
troller uTSKET2FBINN and a robust compensator uRC , as shown
in Fig. 4, The uTSKET2FBINN serves as the main controller,
while the robust compensator uRC compensates for any dis-
crepancies and guarantees system stability.

Robust compensator control system design
From the nature of the approximation error between the

TSKET2FBINN and the ideal controller, the following can
be deduced about the overall control system for the proposed
TSKET2FBINN:

uideal = uTSKET2FBINN + ε (59)

where ε = [ε1, ε2, . . . , εno ]
T

∈ ℜ
no stands for the vector of

approximation errors.

To mitigate the potential for approximation error in (59),
we use an H∞ tracking power [26] in the following way:

no∑
o=1

T∫
0

s2odt ≤

m∑
i=1

T∫
0

s2o(0) +

m∑
i=1

β2o

 T∫
0

ε2odt

 (60)

With all initial conditions setting to zero, (60) simplifies to

sup
εo∈L2[0,T ]

∥so∥
∥εo∥

≤ βo (61)

where ∥so∥2 =

T∫
0
s2odt and ∥so∥2 =

T∫
0
s2o.dt .

From this, it can be seen that robustness can be improved
by choosing an appropriate attenuation level βo [31]. Then a
theorem is expressed as follows:
Theorem 1: The missile guidance system described in

equation (1). The uTSKET2FBINN is proposed in equation (32),
the online parameter learning algorithms of TSKET2FBINN
are presented in equations (35)-(58), and the robust compen-
sator is formulated as

uRC =
1
2
(βTβ)−1(βTβ + I).s(t) (62)

where β = diag(β1, β2, . . . , βno ) ∈ ℜ
no×no is a square

matrix, I = diag(1, 1, . . . , 1) ∈ ℜ
no×no , and s =

[s1s2 . . . sno ]
T

∈ ℜ
no . The system can be stable and robust.

Proof: The following is a definition of the Lyapunov
function.

V2 =
sT s
2

=
1
2

no∑
o=1

s2o (63)

The derivative of (63) is calculated as follows.

V̇2 = sT ṡ = eT
(

ε −
1
2
(βTβ)−1(βTβ + I).s(t)

)
V̇2 =

no∑
i=o

(
−soεo −

s2o
2

−
s2o
2β2o

)

=

no∑
o=1

(
−e2o
2

−
1
2

(
eo
βo

+ βoεo

)2

+
β2oε

2
o

2

)

≤

no∑
o=1

(
−e2o
2

+
β2oε

2
o

2

)
(64)

where εo(t) ∈ L2[0,T ],∀T ∈ [0,∞). When the preceding
equation is integrated, the result is:

V2(T ) − V2(0) ≤

no∑
o=1

−

T∫
0

s2o
2
dt +

β2o

2

T∫
0

ε2odt

 (65)

Meanwhile V2(T ) ≥ 0, The following inequality can be
deduced from the previous inequality.

1
2

no∑
o=1

T∫
0

s2odt ≤

V (0) +
β2o

2

no∑
o=1

 T∫
0

ε2odt

 (66)
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∂µ
ij

∂2ij
.
∂2ij

∂mij
=

−1∣∣vij∣∣ sign(ϒi − mij)

∣∣∣∣ϒi − mij
vij

∣∣∣∣
(
q
ij
−1
)

×

(
1 −

∣∣∣∣ϒi − mij
vij

∣∣∣∣qij)
(

1
qij

−1
)

=
−1∣∣vij∣∣ sign(ϒi − mij)ϒ

q
ij
−1

ij ×

(
1 − ϒ

q
ij

ij

)( 1
qij

−1
)

(41)

∂µij

∂2ij
.
∂2ij

∂mij
=

−1∣∣vij∣∣ .sign(ϒi − mij)

∣∣∣∣ϒi − mij
vij

∣∣∣∣
(
qij−1

)
×

(
1 −

∣∣∣∣ϒi − mij
vij

∣∣∣∣qij
)( 1

qij
−1
)

=
−1∣∣vijk ∣∣ sign(ϒi − mij)2

qijk−1
ij ×

(
1 −2

qij
ij

)( 1
qij

−1
)

(42)

1mij = ζm

no∑
o=1

sozo(1 − zo) ×

−
(V ijo −W ijo)∣∣vij∣∣ sign(ϒi − mij)2

q
ij
−1

ij ×

(
1 −2

q
ij
ij

)( 1
qij

−1
)

−
(V ijo −W ijo)∣∣vij∣∣ sign(ϒi − mij)2

qij−1
ij ×

(
1 −2

qij
ij

)( 1
qij

−1
) (43)

1vij = −ζv.
∂4

∂vij
= −ζv

(
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µ

ij

.
∂µ

ij

∂2ij
.
∂2ij

∂vij
+
∂4(k)
∂so

.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µij

.
∂µij

∂2ij
.
∂2ij

∂vij

)

= −ζv
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

(
∂uo
∂µ

ij

.
∂µ

ij

∂vij
+
∂uo
∂µij

.
∂µij

∂vij

)
(44)

∂µ
ij

∂vij
=

−1∣∣vijk ∣∣2 sign
∣∣vijk ∣∣ ∣∣ϒi − mijk

∣∣ ∣∣∣∣ϒi − mijk
vijk

∣∣∣∣
(
q
ijk

−1
)

×

(
1 −

∣∣∣∣ϒi − mijk
vijk

∣∣∣∣qijk)
(

1
qijk

−1
)

=
−1∣∣vijk ∣∣2 sign

∣∣vijk ∣∣ ∣∣ϒi − mijk
∣∣2q

ijk
−1

ij ×

(
1 −2

q
ij
ij

)( 1
qijk

−1
)

(45)

∂µijk

∂vijk
=

−sign
∣∣vijk ∣∣∣∣vijk ∣∣2 .

∣∣Ii − mijk
∣∣ . ∣∣∣∣ Ii − mijk

vijk

∣∣∣∣
(
qijk−1

)
×

(
1 −

∣∣∣∣ Ii − mijk
vijk

∣∣∣∣qijk
)( 1

qijk
−1
)

=
−sign

∣∣vijk ∣∣∣∣vijk ∣∣2
∣∣ϒi − mijk

∣∣ .2qijk−1
ij

(
1 −2

qijk
ij

)( 1
qijk

−1
)

(46)

1vij = −ζv

no∑
o=1

sozo(1 − zo) ×

−
(V ijo −W ijo)∣∣vijk ∣∣2 sign

∣∣vijk ∣∣ ∣∣ϒi − mijk
∣∣ .2q

ijk
−1

ij

(
1 −2

q
ij
ij

)( 1
qijk

−1
)

−
(V ijo −W ijo)∣∣vijk ∣∣2 sign

∣∣vijk ∣∣ ∣∣ϒi − mijk
∣∣2qijk−1

ij

(
1 −2

qijk
ij

)( 1
qijk

−1
) (47)

1q
ij

= −ζq
∂4

∂q
ij

= −ζq
∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µ

ij

.
∂µ

ij

∂q
ij

(48)

∂µ
ij

∂q
ij

=
1
q2
ijk

ln
(
1 −2

q
ij
ij

) (
1 −2

q
ij
ij

) 1
qijk −

1
q
ijk

ln(2ij).2
q
ij
ij

(
1 −2

q
ij
ij

)( 1
qijk

−1
)

(49)

1q
ij

= −ζq

no∑
o=1

so.zo.(1 − zo)(V ijo −W ijo)

(
1
q2
ijk

ln
(
1 −2

q
ij
ij

) (
1 −2

q
ij
ij

) 1
qijk −

1
q
ijk

ln(Fij)F
q
ij

ij

(
1 − F

q
ij

ij

)( 1
qijk

−1
)
(50)
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If the initial condition of the system V (0) = 0 is satisfied,
the following inequality holds:

sup
εo∈L2[0,T]

no∑
o=1

T∫
0

∥so∥
∥εo∥

≤ βo (67)

where ∥so∥2 =
∫ T
0 s2odt and ∥εo∥

2
=
∫ T
0 ε

2
odt . Based on the

desired attenuation ratio, the designer will choose a constant
βo between ∥so∥ and ∥εo∥ [31], [32]. The robust tracking per-
formance desired by (61) can be achieved with an attenuation
level β. This implies that our proposed method will guarantee
the robust stability of the control system.
Remark 1: Regarding the Lyapunov function, the

principle for constructing Lyapunov function (63) is
that Lyapunov function V2 is dependent on the errors

s = [s1s2 . . . sno ]
T

∈ ℜ
no . It will guarantee that when

the Lyapunov function is declined to zero, the error s =

[s1s2 . . . sno ]
T will approach to zero too.

For selecting Lypunov function, for different system and
for the different purpose, the Lyapunov function may be
selected differently and of course, choosing Lyapunov func-
tion will affect to the performance of the system [33]. In this
paper, it is seen that the laws for updating the weights of
the neural network in equations (35)-(58) depend on the
errors s = [s1s2 . . . sno ]

T , therefore, the different Lyapunov
function may be influence to the updating of the weights
of the neural network. However, in this paper, authors have
not yet studied how the Lyapunov function affects to the
weight updating process, please allow us study in the future
work.

1qij = −ζq
∂4

∂qij
= −ζq

∂4

∂so
.
∂so
∂zo

.
∂zo
∂uo

.
∂uo
∂µij

.
∂µij

∂qij
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) (
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) 1
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−
1
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)( 1
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)

(52)
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−
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.
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.
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FIGURE 4. The schematic illustration of the proposed control system.

V. SIMULATON RESULTS OF OUR METHOD FOR MISSILE
GUIDANCE LAW
We demonstrate the effectiveness of the proposed adaptive
guidance law based on TSKET2FBINN using computational
simulations. In a closed-loop engagement scenario, it is
impossible to evaluate performance characteristics until the
target dynamics have been specified. The intended motion
model is unlikely to generate any axial acceleration or roll
motion. The inertial frame can then be used to represent the
simplified dynamics of the target’s motion, as demonstrated
in [1], [2], and [3].

ẍt = −aty sin(ψt ) − atz sin(ψt ) cos(θt )

ÿt = aty cos(ψt ) − atz sin(ψt ) sin(θt )

z̈t = −atz cos(θt ) − g

ψ̇t =
aty

vt cos(θt )

θ̇t =
atz − g cos(θt )

vt
(68)

where aty, atz are respectively yaw acceleration of target, pitch
acceleration of target; θt , ψt , vt are respectively pitch angle
of target, yaw angle of target, and target velocity.
Remark 2: It is important to note that the missile model in

(1) and the target model in (68) are only used for simulation
purposes and are not required for the derivation of adaptive
TSKET2FBINN-based guidance law. Three different simula-
tion scenarios are examined to demonstrate the viability of the
proposed design strategy. Consider the first case (scenario 1),
in which the threat originates from the axis, to illustrate an
anti-aircraft scenario. The second scenario (scenario 2) is
also an anti-aircraft scenario, in which the enemy aircraft
approaches from the axis. The final scenario (scenario 3) is a
simplified anti-intercontinental-ballistic-missile scenario.

A. SCENARIO 1
The initial of target can be listed in Table 2. The initial
values for each parameter of the proposed method are shown
in Table 3. Fig. 5 depicts a three-dimensional (3D) missile
tracking using our method, Fig. 6 depicts error signals of
missile guidance control using our method, Fig. 7 depicts
control signals of missile guidance control using our method,

TABLE 2. Initial Parameters of Target and Missile for scenario 1.

TABLE 3. Initial parameters of the proposed method.

and Fig. 8 depicts the miss distance in scenario 1 using our
method.

B. SCENARIO 2
The initial of target and missilecan be listed in Table 4 and
the initial values of proposed controller is shown in Table 3.
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FIGURE 5. Three dimensional (3D) missile tracking with the proposed
method.

FIGURE 6. Error signals of missile guidance control with the proposed
method.

FIGURE 7. Control signals of missile guidance control with the proposed
method.

Figure 9 shows the 3D path of the missile in scenario 2 using
our method, Figure 10 shows the error signals of the mis-
sile, Figure 11 shows the control signals of the missile, and
Figure 12 shows the miss distance in scenario 2 using our
method.

C. SCENARIO 3
Table 5 lists the initial parameters of the target and the mis-
sile. Table 3 also displays the initial values of the proposed
controller. Figure 13 depicts the missile’s three-dimensional

FIGURE 8. Miss distance in scenario 1 using our method.

TABLE 4. Initial parameters of target and missile for scenario 1.

FIGURE 9. 3D trajectory of missile guidance control in scenario 2 using
our method.

trajectory when our method is applied to the third scenario;
Figure 14 depicts the error signals generated by the mis-
sile; Figure 15 depicts the control signals generated by the
missile; and Figure 16 depicts the distance by which the
missile missed its target.
Remark 3: Miss-distance (MD) comparisons between our

method and previousmethods are presented in Table 6. In sce-
nario 1, theMDof ourmethod is 20.53 times less than theMD

53698 VOLUME 11, 2023



D.-H. Pham et al.: Design of Missile Guidance Law Using TSK Elliptic Type-2 Fuzzy BINNs

FIGURE 10. Error signals of missile guidance control with the proposed
method.

FIGURE 11. Control signals of missile guidance control with the proposed
method.

FIGURE 12. Miss distance in scenario 2 using our method.

of feedback linerizarion guidance law (FBL) [1], 1.73 times
less than theMD of Adaptive CMAC-based guidance law [1],
and 1.50 times less than the MD of Adaptive FBELC-based
guidance law [1]. In scenario 2, the MD of our method is
2.91 times less than the MD of FBL, 1.16 times less than the
MD of CMAC-based guidance law, and 1.10 times less than
theMD of FBELC-based guidance law. In scenario 3, theMD
of our method is 12.27 times less than the MD of FBL [1],

TABLE 5. Initial parameters of target and missile for scenario 3.

FIGURE 13. 3D pursuit trajectory using our method.

FIGURE 14. Error signals of missile guidance control with our method.

1.20 times less than the MD of CMAC-based guidance law,
and 1.18 times less than the MD of FBELC-based guidance
law. This indicates that our method is superior to recent
methods.

In addition, the t-Test statistical analysis is used in this
test to propose differences between the methods in Table 4,
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FIGURE 15. Control signal using the proposed method.

FIGURE 16. Miss distance of missile guidance system with the proposed
method.

TABLE 6. Miss-distance comparison for guidance laws.

which contains 10,000 continuous samples of our method and
Feedback Linearization Guidance Law (FBL), CMAC based
guidance law, and FBELC based guidance law.
Remark 4: In Table 7, a comparison of two groups of

continuous data, the difference in Means and P-values is
less than 0.05. The t-Test results between our method and
the other controllers show that the Means and P-values
are acceptable. As a result, the proposed controller dif-
fers statistically significantly from the other controllers.
P-value stands for probability value, t_Stat stands for
standard-error unit difference, and df stands for degrees of
freedom.

TABLE 7. The statistical test results for the difference of controllers.

VI. CONCLUSION
In this study, we have presented the TSKET2FBINN struc-
ture for nonlinear systems based on a combination of a
type-2 elliptic membership function, a BINN, and a TSK
fuzzy inference system. Thus, the TSKET2FBINN struc-
ture combines the advantages of the type-2 elliptic member-
ship function, the BINN, and the TSK fuzzy system. The
TSKET2FBINN is capable of fast convergence and favorable
performance. The TSKET2FBINN parameters are trained
using an SMC-based gradient descent algorithm. The stabil-
ity of the TSKET2FBINN-based control system is demon-
strated using a Lyapunov function. Three different scenarios
are demonstrated to illustrate the effectiveness of the pro-
posed guidance control system. Under the same conditions,
the comparison results show that the proposed method has
impressive generalization capability and outperforms other
methods in missile guidance control. Future research could
include (1) using the optimization algorithm such as modified
grey wolf optimizer to determine the optimal learning rates
to further improve the learning performance, (2) the devel-
opment of a self-organization algorithm for the automatically
adjusting the structure of TSKET2FBINN for generating the
more efficient network structure, and (3) using the proposed
TSKET2FBINN for other practical models.
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