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ABSTRACT The development of information technology has promoted the expansion of the application
field of facial recognition technology. Its mainstream recognition methods rely on deep learning algorithms
for calculation, but the problem of large data computation brought by its system makes it difficult to apply
to embedded platform devices. As a result, this study focuses on improving recognition systems built on
lightweight backend networks and builds an embedded platform system environment using multi-scale
feature fusion, anchor box size optimization, the addition of channel attention mechanism weighted features,
affine face alignment, and file compilation. The experimental results showed that when the number of
iterations was 300, the loss value (0.46) of the improved embedded algorithm was much smaller than that of
other comparison algorithms (1.42, 1.73, 2.01), and its ACC value (0.924) was significantly better than other
comparison algorithms (0.915, 0.909, 0.894). The minimum system testing time consumedwas7 ms. This
deep learning embedded facial recognition algorithm has high recognition accuracy, a fast running speed, and
is less limited by environmental conditions and data types. It is ideally suited for use in embedded hardware
devices, broadening the scope of equipment matching and facial recognition algorithms’ applications. As a
result, it is better suited to satisfy the demands of embedded devices and massive data processing jobs.

INDEX TERMS Embedded, face, deep learning, lightweight back-end network, channel attention
mechanism.

I. INTRODUCTION
The rise of biometric recognition technology effectively com-
pensates for the shortcomings of conventional identification
methods by using external means and tools that produce
subpar recognition results. This is due to the development
of computer technology and the increased importance that
people place on the privacy of information and data. Due
to its simplicity in data collection, immediacy of recogni-
tion results, scalability, and interactivity, face recognition
technology is employed in a variety of fields, including
smart payments, access management, and criminal inves-
tigation [1], [2]. However, the effectiveness and accuracy
of face recognition can be limited by objective conditions
such as lighting conditions and device resolution, as well
as subjective conditions such as expression posture and data
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collection angle [3], [4]. The emergence of deep learning
technology has provided new tools and evaluation ideas for
traditional face recognition. The model is robust to differ-
ent illumination conditions and reduces the interference of
shadow areas on face content recognition. The experimental
results showed that the model-driven face image illumination
processing algorithm can effectively recognise face images
in different scenes and at different scales [5]. The deep
learning model can technically handle facial recognition. The
study suggests a deep learning, lightweight back-end network
face recognition system and quantifies and improves various
aspects of face recognition and detection while introducing
an attention mechanism to weight the feature channels to
better achieve feature extraction of key information about
faces. This will help reduce the interference of lighting con-
ditions, acquisition equipment, and shooting angles on recog-
nition accuracy. In particular, face alignment and redundant
information removal are accomplished using non-maximum
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and affine transformation, the lightweight back-end network
MobileNet0.25 for feature fusion of various dimension lev-
els, and image feature extraction. Subsequently, the size of
the anchor frame was optimized to ensure better extraction
of detailed features, and attention mechanisms were intro-
duced on the basis of lightweight networks to weight the
feature channel weights to improve recognition accuracy. The
implementation of deep learning facial recognition technol-
ogy based on embedded platforms through cross compilation
environment design, embedded platform compilation, and
other aspects, as well as improving the accuracy of feature
extraction of important facial information.

II. LITERATURE REVIEW
The rise in low-cost mobile cameras and surveillance sys-
tems is fueling the continual growth of facial recognition’s
application spectrum while simultaneously presenting new
tools and difficulties for use in the real world. Facial recog-
nition has currently established itself as a key authenti-
cation technique. Most scholars have conducted research
on image detection, facial information capture, and fea-
ture generation for recognition. Juneja K et al. improved
their methods for face normalization, feature generation,
and recognition and defined the performance and accuracy
of different methods. The comparison between traditional
methods and the latest methods has been achieved from a
mapping perspective, providing a new exploration method
for improving facial recognition systems [6]. Based on the
differences in recognition accuracy of previous generations
of facial recognition algorithms for different ethnic images,
Cavazos J G Scholar analyzed the differences in the impact
of data-driven and scene modeling on images, such as image
quality, algorithm architecture, threshold decision-making,
and demographic constraints. The scholar proposed using
deep convolutional neural networks to classify datasets and
improve algorithm recognition accuracy [7]. To enhance the
effectiveness of the algorithm and lessen the interference of
background information while increasing the efficiency of
resource availability, Wang et al. applied a synaptic neural
regeneration mechanism to the visual system. Experimental
results showed that this improved model can effectively
improve recognition accuracy based on covering multiple
learning dimensions [8]. Goswami et al. propose to improve
the deep learning algorithm with filter response behaviour to
address the low robustness of the algorithm. Experimental
results showed that this improved method can effectively
reduce the impact of adversarial attacks on the performance
of the algorithm, and the recognition results are better [9].
Keinert’s team uses a non-convex induced penalty function
and This simplified strategy can effectively represent the
feature space in a low-dimensional way and has a high
recognition performance [10]. He et al. use convolutional
networks and coefficient classification to achieve dynamic
matching of face features, avoiding the dependence of the
original algorithm on a priori location information. The
experimental results showed that the algorithm performs well

in multiple databases and retains high integrity of details [11].
Wang proposes to redefine the search space with a
profit-normalised loss function and a reward-oriented
approach after analysing the core concept of feature differ-
entiation. Recognition simulation experiments show that this
improved method has better recognition accuracy [12].

Images are progressively becoming a form of communica-
tion thanks to advances in media and information technology.
The recognition power of convolutional neural networks has
expanded the scope of their use, but it is challenging to com-
bine data from several dimensions. Therefore, Lou proposed a
multi-level information fusion algorithm under convolutional
computation to ensure the integrity of feature information
data. The improved model can group feature extraction for
network information data, and its recognition effect is bet-
ter [13]. Rejeesh proposed a face inference recognition algo-
rithm based on interest points and optimised and classified the
parameters of key points with an adaptive genetic algorithm
and fuzzy neural network. Simulation results showed that
the algorithm can effectively recognize the detected images,
and the recognition efficiency is significantly higher than
other existing Algorithm [14]. Geet al. proposed to extract
facial information from high-resolution images in order to
improve the accuracy of low-resolution field face images
and reduce the computational cost, and the results were used
to fine-tune the low-resolution images. Simulation results
showed that the face recognition efficiency accuracy of
low-resolution images was higher and the memory consump-
tion was less than 1 MB [15]. To address the current research
on the face recognition mechanism of convolutional neural
networks. To address the problem that the current research
on the face recognition mechanism of convolutional neural
networks is limited, Grm et al. labeled face target images
with the help of a wild dataset and analyzed the mechanism
of covariate factors affecting image recognition quality and
feature extraction. The results showed that noisy data and
missing pixels negatively affected the recognition perfor-
mance of the model and that there was a limit to the quality
of the image under compression changes. The results can
provide more research inspiration for computer recognition
of face images [16]. Considering the high-dimensional nature
of face images, Annamalai collects data with the help of
semantic analysis and implements feature extraction of facial
information with LTP patterns and key point scaling, while
the Firefly optimiser and DBN network perform dimension-
ality reduction and classification operations on the images.
Experimental results show that the recognition algorithm
improves accuracy by more than 5% [17]. As a way to
ensure the clarity and accuracy of image information data
recognition, Dorofeev proposes to implement 3D face recog-
nition using convolutional networks and incorporate the idea
of depth filtering into the algorithm model. Experimental
results also showed that this improved method was successful
in recognizing key features of 3D faces [18]. Wang et al.
used the local binary histogram method for facial recog-
nition system drone technology to better ensure the safety
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of citizens. When identifying the target object, this method
designs a label and sends its image and position coordinate
information to relevant personnel, with a recognition accu-
racy rate far exceeding 85% [19]. Yang scholar designed a
face recognition attendance system based on real-time video
processing, and analyzed and designed it from four aspects:
accuracy, stability, truancy situation, and interface settings.
The experimental results showed that compared to traditional
check-in methods, the face recognition attendance system has
a recognition accuracy of over 80%, effectively reducing the
situation of students leaving early and skipping classes, and
improving classroom efficiency [20]. According to Baloch
scholars, facial recognition and motion detection are com-
plex systems for connecting information that can operate
simultaneously while also storing data, have a wide range
of application spaces, and have the ability to link data [21].
In response to the changes in facial appearance features and
recognition difficulties caused by age, scholar Zhao pro-
posed a deep Argue invariant model for field face recogni-
tion. By designing a unified deep architecture pattern, facial
data authenticity matching, and effective training strategies,
recognition accuracy was improved. At the same time, a new
large-scale cross Argue face recognition (CAFR) benchmark
dataset was constructed. The results indicate that the recogni-
tion method exhibits good recognition generalization ability
in unconstrained face recognition datasets [22]. Zhang et al.
proposed an attention aware facial recognition method based
on deep convolutional neural networks and reinforcement
learning to address the interference of outdoor environments
on facial recognition. Facial recognition is achieved through
facial feature recognition and reinforcement training, as well
as network feature embedding. The results showed that this
method had good recognition performance in public facial
verification databases [23]. Wang proposed that the infor-
mation processing pathway of the human visual cortex can
be simulated to achieve facial type image recognition on
different backgrounds and sizes. At the same time, synaptic
maintenance mechanisms and neuron regeneration mecha-
nisms are introduced to reduce environmental background
interference and improve network operation efficiency. The
experimental results showed that the proposed WWN model
can effectively recognize the type, position, and size of facial
images [8].

In conclusion, the majority of researchers use convolu-
tional neural algorithms to research and develop face recogni-
tion algorithms and improve recognition accuracy in terms of
feature dimension extension, neural mechanism introduction,
interest point recommendation, etc. Additionally, to increase
recognition accuracy, the majority of researchers rely on the
extraction of face feature information and hardware device
design. Some of the research content involving recognition
system design only uses the hardware device as an intermedi-
ary tool for data collection and input, which makes it difficult
to meet the device’s performance. Based on this, the study
suggests building face recognition models for embedded plat-
forms in deep learning mode and improving data processing,

feature information extraction, target image recognition, and
detection to increase the efficiency and accuracy of face
recognition algorithms. This is done in order to offer fresh
perspectives and methods for face recognition.

III. EMBEDDEDFACERECOGNITIONMODEIBASEDDESIGN
The study focuses on the characteristics and influencing fac-
tors of facial recognition. Firstly, it utilizes the lightweight
backend network MobileFaceNet for facial detection and
key point detection, and utilizes the introduction of feature
pyramid and channel attention mechanisms to achieve facial
detection and key recognition optimization, improving its
feature extraction ability. And achieve facial feature matching
using cosine similarity, and design recognition systems using
embedded development environments to provide technical
tools for verifying the performance of facial recognition net-
work models.

A. FACE RECOGNITION MODEL CONSTRUCTION AND
NETWORK OPTIMIZATION
Strengthening face feature recognition is the key to resolving
this issue since face features are frequently employed due to
their ease of capture and contactless nature, but their iden-
tification accuracy is easily influenced by the surroundings
and the technology of the device. Neural networks are used
for face recognition by pre-processing and extracting features
from the input image and using network training to discrim-
inate the information. However, the number of parameters
involved in the neural network itself is excessive, and the
resource consumption and time cost of most neural network
models is high, making some of the algorithms improve their
performance by increasing the depth of the network and
reducing the complexity of data processing [24], [25].The
convolution is divided into two parts by the MobileFaceNet
network architecture: a non-cross-channel convolution and a
feature-mergeable convolution, each of which has the ability
to extract features. Each channel of the non-cross-channel
convolution has its own independent convolution kernel. The
ascending and descending of feature data dimensions is possi-
ble with feature processable convolution [26]. Figure 1 shows
a diagram of the separable convolution kernel.

The equation for the standard convolution is shown in
equation (1).

P1 = Dk∗Dk∗M∗N ∗Dw∗Dh (1)

In equation (1), P1 = Dk∗Dk∗M∗N ∗Dw∗Dh represents
the width and height of the standard convolution, the number
of convolution channels and the number of convolutions,
respectively. The mathematical expression for calculating the
depth-separable convolution divided into depth convolution
and point convolution is given in equation (2).

P′
=
Dk∗Dk∗M∗N ∗Dw∗Dh+M∗N ∗ Dw∗Dh

Dk∗Dk∗M∗N ∗Dw

=
1
N

+
1

D2
k

(2)
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FIGURE 1. Schematic diagram of traditional convolution structure and
depth separable convolution core.

Compared with equation (1), the number of parameters and
computational complexity of equation (2) have been reduced.
The separable convolution in MobileFaceNet can effectively
reduce the computational volume of the model and reduce
the accuracy degradation caused by lightweight processing,
which mainly plays the role of 1∗1 convolution in the expan-
sion and recovery of dimensionality to achieve the extraction
of feature information and the preservation of information
integrity. How to recognize a face in distinct photographs
is crucial to achieving recognition accuracy since the visual
impact of a face in different images changes significantly
due to the variation in image shooting distance. Therefore,
the study uses feature pyramids to fuse feature information
maps of different scales to enhance their characterisation
capabilities, and in the process, it achieves the prediction of
high and low-dimensional features in order to significantly
improve the accuracy of target detection. Figure 2 shows a
schematic diagram of the face detection network framework.

The C1, C2, and C3 in Figure 2 represent the feature maps
obtained by the face detection network framework through
convolution, which represent low latitude, medium dimen-
sion, and high latitude feature information, respectively. P1,
P2, and P3 represent the results of feature fusion from differ-
ent dimensions [27], [28]. After upsampling, the high latitude
feature map outputs a rich information map by adding it to the
low latitude feature map. The feature information represented
by the three dimensional levels of high, low, and medium
has also huge variations, and the face detection network
architecture is to convolve the distinct feature maps obtained
according to their dimensional differences in multiples from
bottom to top. When the channel dimensions are changed,
the modest variations in the images are ensured by setting the
number of convolutions for image merging to 1∗1. The net-
work framework also enables the fusion of multi-dimensional
detection features. Face detection requires the determination
of the specific location of the human figure in the image,

FIGURE 2. Schematic diagram of face detection network framework.

and the detection network is mostly based on determining
the reference frame with the help of an anchor window and
the distance offset between the target frame and the reference
frame as the basis for face location detection. Because of
the embedded platform’s restrictions on image size, it can be
challenging to identify and recognize some target imageswith
wide anchor windows. The study therefore reduces the size
of the anchor frame in the face detection network structure so
that it can better adapt to the platform properties and enhance
the detection and recognition of small image details. A chan-
nel attention mechanism is introduced to obtain the impor-
tance and weighted features of different feature channels to
effectively identify the features of important channels and
reduce the proportion of feature information of non-important
channels in due course. Figure 3 illustrates the structure of
the channel attention mechanism.

FIGURE 3. Structure diagram of channel attention mechanism.

The Sigmoid activation function is used to map the
input values to obtain the weight coefficients for each
channel [29], [30]. Figure 4 shows the structure of the battle-
neck convolution with the introduction of the channel atten-
tion mechanism.
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FIGURE 4. Schematic diagram of battleneck convolution structure
introducing channel attention mechanism.

In Figure 4, a battleneck-structured graph is added on top
of the MobileNet lightweight back-end network in order to
guarantee high feature extraction performance for the model.
This is accomplished primarily by increasing the number
of channels through convolution, ensuring that the feature
information of the input values can be presented more com-
prehensively, and recovering the dimensional information
with convolution in order to improve the feature extraction
performance of the network. The channel attention mecha-
nism is a global pooling layer to extract the global feature
information from the input values, followed by a fully con-
nected layer to reduce and then increase the dimensionality
of the feature information of different channels to obtain the
correlation between the channels, and finally the activation
function to calculate the sum of the feature weights of the
channels [31], [32]. The battleneck convolutional structure
with the introduction of the channel attention mechanism is
effective in reducing the computational effort for extracting
key feature information and improving its data recognition
capability [33].

As there are differences in the size and overall scale of the
target face, it is necessary to set multiple sizes of pre-selected
frames to ensure that the detection effect is better suited
to the diversity of human images. Three step sizes of 8,
16 and 32 are set for small, medium and large scale faces
respectively. By setting the aspect ratio of the preselected
box at each scale, each feature point can be represented
in the preselected box and the mathematical expression of
the coordinates in the preselected target box is shown in
equation (3). 

Rx = Pwqx(P) + Px
Ry = Phqy(P) + Py
Rw = Pw exp(qw(P))
Rh = Ph exp(qh(P))

(3)

In equation (3), Px ,Py,Pw,Ph is the centre coor-
dinates, width and height of the preselected frame,
qx(P), qy(P), qw(P), qh(P) is the variable for network regres-
sion, and Rx,Ry,Rw,Rh is the centre coordinates, width and

height of the predicted frame. It is necessary to filter and filter
the target information of the preselected frames in order to
reduce the overlap of the redundant frames. This is done using
the non-maximum suppression algorithm since the overlap
of the picture information of the preselected frames is an
issue. The algorithm detects the degree of overlap between
the candidate box with the highest confidence level and other
candidate boxes, and compares the ratio of the intersection set
of the two figures with a preset threshold size. If the degree
of overlap is greater than the preset value, then the corre-
sponding duplicate image candidate frame part is removed.
Face alignment is one of the most important indicators that
affects the recognition effect. The angle of the shot and the
offset angle will make the face position not ‘‘centred’’ in
the traditional sense [34]. The affine transformation does
not adjust the position of the image before and after the
transformation, but only presents a change in shape, as shown
in equation (4) [35].{

u = a1x + b1y+ c1
v = a2x + b2y+ c2

(4)

In equation (4), u, v represents the coordinates of the orig-
inal x, y transformed by the transformation factor a, b, c.

equation can be expressed as a matrix expression
[
u
v

]
=[

a1 b1 c1
a2 b2 c2

]  x
y
1

 and is equivalent to equation (5) if the

affine transformation does not require a translation operation.[
u
v

]
=

[
cosA − sinA
sinA cosA

] [
x
y

]
(5)

The matrix transformation allows for the alignment of face
images by varying the key information extracted from the
face with the standard values.The face has similar feature
dimensions and is angularly differentiable, so the study uses
cosine similarity, whose mathematical expression is shown in
equation (6), to calculate the similarity calculation in order
to recognize differences in face images. The face recog-
nition network is used to calculate the distance between
different features in order to recognize differences in face
images.

cosA =
(b, c)

∥b∥ ∥c∥
=

N∑
i=1

bi∗ci√
N∑
i=1

bi2
∗√

N∑
i=1

ci2

(6)

In equation (6), b, c, ∥b∥ , ∥c∥ is the feature vector and
its corresponding mode, A is the vector angle, (b, c) is the
inner product of the feature vector, (b, c) is the dimensional
eigenvalue of the vector, and cos is the cosine similarity, with
higher values indicating higher similarity between the two
features.
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B. EMBEDDEDDEVELOPMENTENVIRONMENTCONSTRUC-
TIONANDRECOGNITIONSYSTEMDEPLOYMENTDESIGN
The face recognition system is mainly designed with the
help of an embedded platform, and face recognition is
achieved through the acquisition of face image information,
data input, and face detection on it. The study selects the
RV1126_RV1109 EVB platform as the embedded platform,
andmost embedded hardware has certain requirements for the
inference framework, which makes the traditional embedded
neural network framework less applicable to the device [36].
The study suggests putting platformmodel experiments based
on Neural-Network Process Units (NPU) chips into practice.
These chips must load and quantize the model format that
was transformed on the computer side; the quantization is pri-
marily fixed-point quantization of the floating-point model.
Considering the limited resources of embedded devices, the
study designs cross-compilation tool chains to process the
formats under different architecture tools. The cross compiler
compiles the program written on the PC, and the generated
file is in the format accepted by the ARM architecture. The
cross compilation tool chain designed for research is gcc-
arm-8.3-2019.03-x86_ 64 arm linux gnueabihf, which is the
system related code developed based on C++, can realize
preprocessing, syntax analysis and the generation of files that
can be recognized and executed by the linker. The compila-
tion process is shown in Figure 5.

FIGURE 5. Cross-compilation process.

To improve the effectiveness of face recognition, the
OpenCV computer vision library is also employed, and
OpenCV is configured and compiled for use in embedded
devices. The study also looks into the deployment of deep
learning models on embedded hardware that have been net-
work pruned, quantized, and lightened to make them more
device-adaptable. The lightweighting process is discussed in
Section 2.1 of the methodology and is not described here.
Network pruning is the process of reducing the redundant
information in the network model by processing the weights
and structure of the networkmodel, retaining the more impor-
tant channels, and removing the less important ones, thus
reducing the complexity of the network. The model is also
quantized to avoid performance loss, as quantization is the
mapping of the original floating point numbers to reduce
their range. The two main forms of model quantization by
the embedded platform are subjectively provided quantiza-
tion datasets and quantization models derived from deep
learning frameworks [37]. The mathematical expression for

quantization is shown in equation (7).

r = Round(S(q− Z )) (7)

In equation (7), q denotes a floating point 32-bit value,
Z , S is the offset and scaling factor, and Round denotes the
mathematical function expression for rounding. When the
offset is 0, the quantization shows symmetric as well as
asymmetric variations. The study performs static quantiza-
tion of the face recognition and detection model in terms of
Sbit, i.e. quantization formulation and data calibration of the
processed floating-point model. The model object is initially
initialized, the input characteristics are configured, including
the index position, memory size, and data type format of the
input data, and then the model is used for inference and result
output in order to deploy the face detection and recognition
model with the embedded platform. Figure 6 shows the flow
diagram of the system software.

FIGURE 6. System software flow diagram of face recognition model.

In Figure 6, the embedded platform system is initialised
and the face database data is read, followed by face detection,
image correction, and image recognition of the image data,
where the recognition part requires target framing of the
detected face image and automatically locates key features
such as eyes, nose tip, eyebrows, etc. To assess whether the
recognition result’s similarity exceeded a set, its similarity to
the database was compared. The output of the recognition
result will finish the identification and matching of facial
features if it exceeds the predetermined threshold.

IV. ANALYSIS OF THE APPLICATIONEFFECT OF
EMBEDDEDFACERECOGNITIONMODEL
The study introduces the WIDER FACE dataset with light-
ing factors, different face scales and expressions for testing
and training, and relies on a computer-based training plat-
form, the PyTorch deep learning framework and the Ubuntu
18.04 operating system for experimental simulations. The
performance of the proposed face detection and recognition
algorithm is first examined and compared with the local
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Binary patterns-discrete cosine transform (LBP-DCT) based
algorithm, Unconstrained-Deep Convolutional Neural Net-
work (U-DCNN) and the Adaboost-based improved embed-
ded face recognition algorithm are compared. Figure 7 shows
the losses of the four algorithms at different numbers of
iterations.

FIGURE 7. Loss of four algorithms under different iteration times.

The horizontal and vertical coordinates in Figure 7 indicate
the number of iterations of data training and the loss value
of the function, respectively, and what can be seen from the
results is that the increase in the number of iterations causes
the loss values of all four algorithms to vary in magnitude.
The LBP-DCT algorithm, U-DCNN algorithm, improved
Adaboost algorithm, and improving embedded algorithms all
have loss values of 1.42, 1.73, 2.01, and 0.46, respectively,
when the number of iterations is 300. The overall loss vari-
ation curve reveals that the average loss values of the four
algorithms are 1.23, 1.72, 2.05, and 0.97, respectively. The
loss situation of the U-DCNN algorithm is similar to that of
the improved embedded algorithm, but its curve fluctuation
is more obvious. The peak loss situation of the improved
Adaboost algorithm basically occurs before the number of
iterations is less than 200. The above results indicate that
the performance stability of the U-DCNN algorithm and
the improved Adaboost algorithm is poor compared to the
improved embedded algorithm. The accuracy of the facial
recognition process depends on the integrity of the image
information extraction, and information loss and algorithm
performance stability are crucial factors to take into account.
The study analyzed the comparison results of algorithms
under different losses. The comparison algorithms here are
LBP-DCT algorithm, U-DCNN algorithm, and embedded
recognition algorithm. The improved Adaboost algorithm
was not considered due to its significant performance differ-
ences, and the results are shown in Figure 8.
The findings in Figure 8 show that the accuracy of face

recognition by the LBP-DCT method and the U-DCNN

FIGURE 8. Identification accuracy of three models under different loss
values.

algorithm will be influenced to varied degrees when there
is a variation in the loss value and the variability is signifi-
cant. In more precise terms, under various loss scenarios, the
accurate identification curve of the LBP-DCT algorithm has
a maximum numerical difference variation of 0.25, whereas
the accurate identification curve of the U-DCNN algorithm
has a maximum numerical difference variation of 0.27. The
embedded facial recognition algorithm proposed in the study
has higher accuracy and is less affected by data loss.

The recognition performance of the four algorithms was
then examined in terms of Accuracy (ACC), which deter-
mines the probability that two detected images are the same
person. The similarity of the face features in the dataset
was calculated and the test recognition results were analyzed
with the help of a ten-set cross-test. The results are shown
in Figure 9.

The results in Figure 9 show that the algorithms
with better overall performance in terms of overall face
feature recognition accuracy, from good to poor, are
the improving embedded algorithms > LBP-DCT algo-
rithm > U-DCNN algorithm > Improved Adaboost algo-
rithm, with ACC values of 0.924, 0.915, 0.909 and
0.894 respectively, and the improving embedded algo-
rithms for face feature recognition were stable and less
volatile.The video image feature extraction results of the
proposed algorithm are analyzed, and the results are shown
in Figure 10.
The results in Figure 10 show that after the application

of the method adopted in the research, the fluctuation of the
time node of the target feature extraction in the video image
location has been significantly improved compared with that
before the application, and the time consumed is basically sta-
ble at 0.75s in the later stage ofmulti-frame image processing.
The results of Peak Signal to Noise Ratio (PSNR) show that
the method adopted in the study can effectively reduce the
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FIGURE 9. Accurate performance of four algorithms for face feature
recognition.

FIGURE 10. Comparison of video image processing time and distortion
effect.

information distortion of image features. The value after its
application is basically less than 20dB, and the improvement
in image quality is more than 30% after the number of itera-
tions exceeds 15.The algorithm was then analyzed for cosine
similarity, system testing time, and memory occupation for
face images of different complexity in the WIDER FACE
dataset, and the dataset was classified into simple, medium,
and complex according to complexity.

The results in the table show that the performance of dif-
ferent algorithms varies considerably in data sets of different
complexity. From the perspective of cosine similarity, a larger
value indicates a significant decrease in the quantization
accuracy of themodel. The similarity values studied under the
three datasets were 0.999997, 0.999998, and 0.999998, with
relatively small numerical variability. The similarity value
of the Improved Adaboost algorithm is 0.999638, 0.999530,
0.999421. The similarity value of the LBP-DCT algorithm is
0.999974, 0.999969, 0.999963. The similarity values of the
U-DCNN algorithm are 0.999986 and 0 999974, 0.999962.
These three comparing algorithms’ similarity scores all var-
ied significantly, which makes it difficult to predict how well
theywould performwhen executed on various datasets. At the

TABLE 1. Index test of four algorithms in face images with different
complexity.

same time, under different datasets, the minimum testing time
and memory of the improving embedded algorithms are 7ms
and 8.06MB, respectively, which are much smaller than the
15ms and 10.69MB of the Improved Adaboost algorithm,
12ms and 10.29MB of the LBP-DCT algorithm, and 14ms
and 10.14MB of the U-DCNN algorithm. The above results
indicate that the improved embedded algorithms performwell
on different datasets and is less susceptible to fluctuations
due to the difficulty of data information recognition. At the
same time, it demonstrates that its algorithm performance has
high application effectiveness, and can adapt to different data
types with less runtime and memory use. The data in Table 1
shows that the similarity values of the proposed algorithm
in the three data sets are 0.999997 and 0.999998 respec-
tively, which are all higher than the similarity values of other
algorithms, and the accuracy values of other algorithms are
more likely to be affected by the difficulty of identifying
data information, with the improved Adaboost algorithm in
particular having the lowest similarity values. The suggested
algorithm performed best in terms of test time and memory
usage, with test times of 7 ms and 8.06 MB, respectively,
and good performance in terms of stability and effectiveness.
To further analyze the effectiveness of the proposed algorithm
in face recognition, the application effect of the proposed
face detection and recognition algorithm will be analyzed.
Character images of different scales and experimental envi-
ronments will be randomly selected from the test dataset,
including scene information, changes in environmental fac-
tors, and face samples with scale differences. Firstly, ensure
that the selected image format and clarity are consistent. Next,
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FIGURE 11. Face recognition effect of research algorithm.

compute the convolution kernel of the feature channel using
MobileFaceNet’s separable convolution, and combine feature
information maps of various scales using the feature pyramid.
In an attempt to increase the recognition of intricate image
elements, the channel attention method is also implemented
to limit the size of the anchor box. Determine the center
coordinates in the feature pre-selection box, ascertain the
position of the face picture, and adjust the relevant step sizes
of the feature map to 8, 16, and 32 based on the size differ-
ence of the chosen image. The application results are shown
in Figure 11.

The results in Figure 11 show that the proposed algorithm
can perform face recognition and detection well, with small
deviation values and effectively avoiding the effects of image
scale, lighting factors, image angles, and face expressions on
recognition accuracy, and has good application results.

V. CONCLUSION
Deep learning networks are increasingly in demand for
deployment on embedded hardware as artificial intelligence
advances, and various hardware device platforms offer vari-
ous benefits and applications for data processing. The mod-
els involved in artificial intelligence networks are relatively
large, and compressing the models is a common and com-
putationally efficient approach. The most common methods
are pruning and quantization. IA lightweight network archi-
tecture is suggested for the design of face recognition frame-
works in order to improve the application effect of intelligent
networks on embedded devices. Improvements are also made
in data training, face detection, and alignment to improve the
application effect of the models. The lightweight backbone
network MobileNet0.25 extracts features, and the feature
pyramid realizes multi-scale feature fusion, which greatly
improves the pertinence of face recognition. In addition,
the deployment of embedded platforms reduces the amount
of computation while avoiding data loss. The average loss
value (0.97) of the embedded algorithm in the experimen-
tal results is smaller than that of the LBP-DCT algorithm
(1.23), U-DCNN algorithm (1.72), and improved Adaboost
algorithm (2.05), and its function loss curve changes rela-
tively smoothly. The LBP-DCT algorithm suffers from data

loss when the number of iterations exceeds 450, while the
U-DCNN algorithm exhibits significant curve fluctuations.
The accurate identification curves of the LBP-DCT algorithm
and the U-DCNN algorithm exhibit maximum numerical
differences of 0.25 and 0.27 under different loss conditions.
Enhance the face detection network’s performance in small
object detection by increasing its size and optimizing the size
of its anchor boxes. The addition of cosine similarity can
improve face feature matching, and the addition of the chan-
nel attention method further clarifies the representativeness
of various features. In the experimental results, the order of
the accuracy and effectiveness of facial feature recognition
algorithms for different algorithms is: embedded algorithm
(0.924)>LBP-DCT algorithm (0.915)>U-DCNN algorithm
(0.909)>improved Adaboost algorithm (0.894). In the simul-
taneous testing of application effects, the cosine similarity
value of the embedded algorithm is relatively high, with a
minimum testing time and memory of 7ms and 8.06MB,
respectively. It can recognize face images in a variety of
scenarios and scales, and the total data detection accuracy is
good and reasonably consistent, indicating that it has a high
accuracy effect in face recognition applications on embedded
systems. Future research and improvements should focus on
enhancing the detection of multi-dimensional target images
and the extraction of information categories for data feature
correctness.
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