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ABSTRACT Datasets are an essential part of data science processes. However, retrieving a dataset, especially
a tax return dataset, is challenging as privacy becomes more evident in our daily lives. Thus, data synthesis
is an approach selected for our work by utilizing publicly available data and augmenting it using Generative
Adversarial Network (GAN) and Synthetic Minority Oversampling TEchnique (SMOTE). The evaluation is
performed using a CorrelationMatrix, Principal Component Analysis (PCA), and Quality Score. In addition,
fundamental machine learning models are utilized to detect tax evasion based on a literature review. The data
are gathered from the financial statements of companies registered within the Stock Exchange of Thailand
(SET). Our results indicate that synthetic datasets with 0.87 average Quality Score can train models that yield
approximately 0.95 Accuracy and 0.91 F1-Score. Additionally, by increasing more instances, the effect of
class imbalance and high variance can be mitigated. The expected benefits include the use of open data for
analysis and application of synthetic datasets. Forthcoming research could consider the statistical behavior
of different business sectors, multiclass labeling for advanced recommendations, and implementation of
unsupervised models.

INDEX TERMS Synthetic dataset, tax evasion, financial statement, GAN, SMOTE.

I. INTRODUCTION
Data has become a fundamental asset for every business unit,
including a government. With modern technologies, several
variation of data products have been created to enhance the
competitive advantage of the company. Because of its bene-
fits, the demand for data increases while data usage needs to
be controlled as the dimension of privacy rights. Several laws
and regulations have been implemented to ensure privacy [1].

Tax return data are crucial data that can show the discipline
of a person or a company on tax payments. The government
needs to make sure that the performance of tax collection
is as high as possible. With modern machine learning tech-
niques, tax payment behavior can be determined, which has
become an exciting research topic. However, tax return data
is protected data. Requesting this data from the data owner,
a government office, becomes a complicated process, even
for educational purposes. Based on this issue, several works
tried to generate data by collecting data, extracting knowledge
from publicly available sources, and interviewing experts [2],
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[3]. In this work, the financial statements of companies listed
in the Stock Exchange of Thailand (SET) are used [4].

Tax is an obligation of citizens who earn a living in a
country to make a payment to the government according to
the law to support the state and its affairs [5]. Suppose an
individual or corporation attempts to avoid paying tax by
underreporting income or overstating deductions and exemp-
tions. This behavior is called ‘‘Tax Evasion’’ and is consid-
ered an illegal practice [6], [7], [8]. Tax Evasion can also be
classified as a ‘‘shadow economy’’ because governments lose
revenue from implementing economic and social policies.
They also need to spend this revenue to detect fraud [9], [10],
[11], [12]. In addition, such behavior is unfair to compliant
taxpayers [6]. Therefore, fighting fraud is inevitable for a
government. From a statistical perspective, in 2021, the world
lost over 480 billion USD owing to tax abuse committed
by multinational corporations and individuals. This loss can
provide complete vaccination for the world population over
three times [13].

As tax declarations and related documents obtained from
organizations are enormous, it is crucial to use technology
to conduct audits. Moreover, tax evasion techniques change
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over time [14], the honesty of tax officials is not stable, or a
bribe is still happening. Thus, digitalization can strengthen
tax auditing tasks and mitigate tax evasion [8].

Business Intelligence (BI) can help tax personnel screen
financial statements and select suspicious ones for further
audit. Additionally, the use of machine learning can help offi-
cials address these problems. The model can reflect insights
more profoundly than rigid risk criteria can.Machine learning
can be categorized into two general types: supervised and
unsupervised learning. Themain difference is the necessity of
labels, which is compulsory for training a model. Supervised
learning requires these data to develop a model, whereas
unsupervised learning does not [15]. Integrating digitaliza-
tion and machine learning can support officials in transmit-
ting tax data smoothly between divisions and in exploring
new and evolving tax evasion cases [14]. Moreover, there are
other categorizations of machine learning techniques, such as
semi-supervised and reinforcement learning [15], [16], [17].
These techniques can also be used in this application.

Data are a major element to train machine learning. Impor-
tantly, they need to be handled properly as some of them
are sensitive such as personal data, financial data, or health-
related data. Thus, many laws and regulations that may be
written either within organizations or by external organiza-
tions, such as government sectors, have been introduced to
ensure appropriate utilization of such data. Therefore, it is
necessary to consider regulations before using or sharing
confidential data. In terms of internal regulations, each com-
pany has a policy to protect the privacy of customer data.
For external regulations, data processors must be aware of
such rules before processing customer data. Several laws and
regulations regarding privacy are, for example, the GDPR in
EU countries [18], several in the US, e.g., HIPPA, FCRA,
FERPA, or GLBA [19], and PDPA in Thailand [20]. This
means that obtaining the actual data is cumbersome. If obtain-
ing them is possible, it is still mandatory to consider restric-
tions from authorities such as data subjects, data owners,
or data controllers. Alternatively, financial statements from
other stock markets such as NASDAQ [21], Frankfurt Stock
Markets [22], and SET [4] are publicly available. Knowledge
can be gathered for further work in this area. Additionally,
financial statements from SET underwent an auditing process
before being publicly available. Thus, it could be implied that
knowledge from such data represents the natural behavior
of financial data. Some advantages of using this concept are
the reduction of disclosure risk, derivation of data to tailor
research questions, and making adjustments to data behavior
for machine learning model building [23], [24], [25].

In short, the secretiveness of data, tax evasion behavior,
and loss of integration between departments are the main pain
points that lead to an exaggeration of the problem [1], [8],
[14]. As previously mentioned, implementing digitalization
can mitigate the severity of this problem. Moreover, privacy
issues play an essential role in this work because raw data
cannot be easily obtained owing to restrictions. In terms of
the overall tax loss due to global tax abuse, the world has

lost 483 billion USD by 2021 [13]. Therefore, it is crucial to
conduct a study in this area to provide guidelines for gathering
data to analyze and alleviate the impact of tax evasion on
society. Our motivation is to create a process for gathering
data from public sources and combining them into tax return
datasets to construct a machine learning model based on such
data. This can support decision making in areas where it
is difficult to obtain actual data. Our contributions are as
follows:

1) To synthesize tax return datasets by studying financial
statements and obtaining them from public sources.

2) To increase the number of instances throughGenerative
Adversarial Network (GAN) and Synthetic Minority
Oversampling TEchnique (SMOTE) for further anal-
ysis.

3) To demonstrate the usability of synthetic datasets by
using them to train models.

Our scope of work is as follows:
1) This work considers tax evasion cases based on Cor-

porate Income Tax (CIT) and Value-Added Tax (VAT)
using the Thai tax system as a case study.

2) The dataset is created by gathering knowledge from a
literature review and the SET website [4].

3) Suspicious cases are based on the risk assessment cri-
teria selected from the literature review.

The article begins with a literature review in Section II.
This Section explains a definition of tax-related terms, finan-
cial statements, data synthesis approaches, and supervised
learning. Then, in Section III, our processes, including acquir-
ing data, augmenting data, and applying machine learning
models, are introduced. After that, in Section IV results are
evaluated and discussed. Finally, in Section V, our work is
concluded to recap important ideas and discuss future work.

II. LITERATURE REVIEW
This section introduces related knowledge for our work. This
covers tax knowledge, audit processes, data sources, data
synthesis, supervised learning, and related work.

A. TAX KNOWLEDGE
First of all, we introduce general tax knowledge. In this
Section, we begin with a definition of tax-related terms and
discuss tax evasion behavior.

1) TAX DEFINITION
According to the Ministry of Finance [5], tax is an obligation
of citizens to pay to the government to support the state and its
affairs. In other words, it is a primary source of fiscal revenue.
It is one of the resources the government uses to drive the
country forward.

2) TAX EVASION
Tax evasion is an illegal practice, in which one attempts to
avoid paying taxes or to reduce the tax base to pay less.
According to the Organisation for Economic Co-operation
and Development (OECD), there are two obvious forms of
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tax evasion: electronic suppression, in which under-reporting
is considered, and false invoicing, in which over-deduction is
considered [6].

There are also behavior that are considered tax eva-
sion [26]. First, a company that is established in a duty-free
territory indicate a risk of tax evasion. Because the sales
and financial information are not exchanged with external
parties. Second, the creation of non-existing materials, which
include documents, transactions, and tax reduction docu-
ments, is considered as tax evasion behavior and the so-called
false invoicing [6]. Third, under-reporting income is also
classified as tax evasion behavior [6]. Fourth, doing business
with an affiliated party at a high or low price to reduce taxes
is considered tax evasion [27], [28]. In addition, selling with
an affiliated party with a non-existing bill or a specific bill
for tax reduction is classified as tax evasion. Finally, money
laundering is an alternative form of evading tax through a
shell company, a type of actual company, to launder money.
This means hiding the actual income gained from committing
a tax crime or using illegally earned money for a typical
transaction [29].

In doing business, the institutional theory is an impor-
tant aspect of tax, which consists of informal and formal
institutions [7]. An informal institution is based on ethical
behavior and the unwritten rules that society accepts. Simul-
taneously, formal institutions create trust by the auditing pro-
cesses, laws, and written regulations that people must obey.
An informal mechanism is important for a company’s image.
Formal institutions must consider their audit strength, laws,
and regulations. After a company undergoes an audit, it must
consider the consequences of the action according to the law
and regulations if there are unlawful actions.

In contrast, if any person or organization performs any
activity that reduces the tax liability within the legal frame-
work, such as donations to educational or health organiza-
tions, purchasing life or accident insurance, or participating
in other government measures, this is called ‘‘Tax Avoid-
ance’’ [30], [31]. In summary, the key difference between tax
evasion and tax avoidance is that the former is illegal whereas
the latter complies with law.

B. AUDIT PROCESS
Previously, we present the definition and behavior of tax
evasion. In this Section, we explain more information about
auditing processes as tax evasion behavior surreptitiously
exists.

1) GENERAL AUDIT PROCESS
Traditionally, fraud detection is based on rule-based expert
systems. In this approach, rule and static criteria filter out
suspicious behaviors, where a risk index or score is given to
represent the chance and severity of fraud behavior in each
case [32], such as the observation of the liquidity of cash flow,
profit gain in any period, or amount of tax exemption.

Common methods for tax inspection include manual, dig-
ital, and whistleblower-based selection [16], [33]. First, the

rules and criteria for manual selection are listed. Officials
audit them either manually or on a case-by-case basis. How-
ever, this method is time-consuming and expensive. In addi-
tion, many fraudsters have developed trickier strategies to
avoid inspections by tax authorities [32], [34]. Second, many
countries apply digital selection, such as data mining, as the
primary approach to performing an audit because it is time
efficient and cost saving. According to OECD report, many
countries have integrated electronic devices into the cash
registers of enterprises to collect all data for an audit. For
example, Austria implemented a secure signature in a cash
register and Quebec, a province in Canada, developed a Sales
Recording Module (SRM) [6]. Finally, whistleblower-based
selection is a method based on notifications from informants
to inform tax authorities about fraudulent behavior. For exam-
ple, according to the Internal Revenue Service of the United
States [35], up to 15% of the collected taxes and penalties can
be granted to informants. In Thailand, the Revenue Depart-
ment has a channel for the Whistle Blower through an online
portal [36].

2) RISK ASSESSMENT
As previously mentioned, the Thai tax system is selected as
our case study. In this subsection, we briefly introduce Thai-
land’s auditing process. The audit process for tax case selec-
tion, which the Revenue Department uses, is called ‘‘Risk
Assessment.’’ This risk assessment criterion goes through
research, and primarily indicates the probability of suspicious
cases. Therefore, further analysis is required before selecting
tax evasion cases.

Table 1 presents examples of the risk assessment criteria.
Not all cases corresponding to the risk assessment criteria
are processed through in-depth audits due to the limitation
of the resources. To select a case for further auditing, the
weighted score in Table 1 is assigned to an instance that cor-
responds to a criterion. An instance can be subjected to more
than one criterion. Other factors include the type of busi-
ness that can be identified using the International Standard
Industrial Classification for all economic activities (ISIC),
size of the business, and income [37]. After all instances
received a weighted score, they are ranked in order based
on their overall scores. Instances from the top ranks are
prioritized.

C. DATA SOURCES
As many laws and regulations regarding financial data are
enforced, nowadays, the usage of these data is restricted.
In this Section, we explain some possibilities to find ones that
are available publicly.

1) OPEN DATA
To use open data, one can access several websites such as
Kaggle, the UCI Repository, and Google Data Search. There
are only a few examples and additional sources provide
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TABLE 1. Risk assessment criteria of tax evasion; retrieved from Table 2.1
in [37].

publicly available data. For example, some organizationsmay
publish annual reports for investors or interested people.

When using open-source data, verifying the reliability of
the data or data quality is compulsory to obtain reliable results
from the data; for example, consideration of data type, contact
person, data source, data format, and year of publication.
Under our circumstances, the financial statements of enter-
prises listed in SET [4] are analyzed, as mentioned in our
scope of work. In general, international stock markets, such
as the NASDAQ [21] or Frankfurt stock markets [22], also
provide the financial statements of companies listed in such
stock markets. These can also be used to construct a dataset
to tailor research questions.

2) FINANCIAL STATEMENT
To extract knowledge from financial statements available
from companies listed in SET [4], we should consider the reli-
ability of the data. Data from these sources are audited before
being publicly available. To understand the attributes required
for the analysis, this section discusses several definitions of
the attributes in a financial statement.

According to Table 2, the following are the definitions of
attributes [38].

1) Revenue
a) Sale, Rs, is a sale of products or services. It is also

called ‘‘Direct Income.’’
b) Return, Rr, is an attribute that must be reduced

from sales revenue. If there is a high return rate,
it is implied that the quality of products may be
an issue.

c) Total Revenue, Rt, is defined as:

Rt = Rs − Rr. (1)

2) Expense
a) Inventory is the value of the remaining goods

intended to be sold to the consumers. According
to Table 2, there are two types of inventories:
Beginning Inventory, Ib, and Ending Inventory, Ie.
These are used to indicate the goods that remain
at the beginning and end of the accounting year.

b) Goods for Sale, Is, is the number of goods in a
warehouse used to sell between cycles, which is

defined as

Is = Ib + Ep, (2)

where Ep is a value of goods purchased during the
cycle.

c) Cost of Goods Sold, Ec, is the cost of good sold
in the cycle and is used for calculating ‘‘Gross
Profit.’’ Ec is defined as

Ec = Is − Ie. (3)

3) Gross Profit (Pg) is the initial profit calculated using
Rt and Ec. If the attribute ‘‘Gross Profit’’ is less than
zero, then it represents loss and is referred to as ‘‘Gross
Loss.’’ Pg is defined as

Pg = Rt − Ec. (4)

4) Operating Expense
a) Selling Expense, Es, is the expense of selling

goods such as advertisements, sales commissions,
or trial goods. This type of expense should be
excluded when calculating Gross Profit (4).

b) Administrative Expense, Ea, is an operating
expense, such as the salary of staff, exclud-
ing sales staff and their commission, facilities
expenses, or utility expenses. Similarly, to calcu-
late the Gross Profit, this type of expense should
be excluded.

c) Total Operating Expense, Et, is defined as

Et = Es + Ea. (5)

d) Operating Profit, Po, is defined as

Po = Pg − Et. (6)

5) Net Profit or Loss
a) Interest, Ef, is the financial expense that compa-

nies must pay to creditors who provide short-term
or long-term loans.

b) Profit before taxation, Pbt, is the profit that com-
panies gain after deducting their revenue from all
expenses. Pbt is defined as

Pbt = Po − Ef. (7)

c) Income Tax, Ti, is calculated based on the type of
company. The amount of tax paid depends on the
type of business and tax rate. For example, if com-
panies registered within SET [4] are considered,
the rate is 20% [39].

d) Net Profit, Pn, is the profit companies gain from
doing business after deducting all expenses and
income tax. Pn is defined as

Pn = Pbt − Ti. (8)

This subsection presents a general overview of financial
statements. Financial statements from different sources may
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TABLE 2. An example of financial statement.

differ from the examples mentioned in this subsection; how-
ever their attributes should be similar. Otherwise, financial
equations can be used to solve unknown attributes. Next,
we discuss data synthesis where data can be synthesized for
more instances.

D. DATA SYNTHESIS
Occasionally, it is possible to obtain data from public sources.
However, if we can only collect a limited amount of data,
we can synthesize them to obtain more instances. In this
section, we discuss GAN and SMOTE techniques that assist
us by generating more data.

1) GENERATIVE ADVERSARIAL NETWORK
The previous subsection presented a method for retrieving
data by accessing public data. However, if a data source
can be accessed with a limited amount of data, the data can
be augmented or synthesized to obtain sufficient instances.
A well-known method for achieving this is to use GAN to
capture the original statistical characteristics of a real dataset
and synthesize a new dataset that represents such character-
istics.

GAN is an artificial intelligence (AI) algorithm for solving
problems related to generative modeling [40]. It comprises
two neural networks: a ‘‘generator’’ and ‘‘discriminator.’’
New samples are generated by capturing themain distribution
of real samples using the generator. Subsequently, the gener-
ated new samples are differentiated from the real samples,
which is performed by the discriminator [41], [42], [43].
Note that only the discriminator can access both the original
and machine-generated data, whereas the generator can only

access the characteristics of real instances, not a dataset, and
generate data based on them [43].

One type of dataset that is widely used today is tabular
data such as demographic data, financial data, and medical
records. As privacy becomes increasingly important, care-
ful consideration is required when using data for analysis.
Consequently, the data and their quantities are limited to
third parties. This problem can be lessened by applying GAN
in which privacy is still respected while instances of data
for analysis are sufficient. There are two types of GAN for
tabular data, which are discussed in this subsection. These
are Tabular GAN (TGAN) [43] andConditional Tabular GAN
(CTGAN) [45].

TGAN comprises two neural networks: a generator that
generates synthetic data and a discriminator that classifies the
data synthesized by the generator from the original dataset.
In this model, the generator is based on a long short-term
memory (LSTM) network, whereas a multilayer perceptron
(MLP) is an algorithm for the discriminator. The performance
of TGAN can be evaluated by considering machine learning
performance and a correlation matrix between an actual and
synthetic dataset [44].

TGAN provides a model to synthesize tabular data, but
it does not emphasize the class distribution in a dataset.
CTGAN is developed to consider a predetermined class.
To solve this problem, CTGAN uses a conditional generator.
This is a training-by-sampling method used to access all
classes. During the process, data from each class are evenly
resampled from discrete columns but may not have a uniform
distribution. This guarantees a class balance during the train-
ing process [45].
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After a dataset is synthesized, it is necessary to eval-
uate its statistical characteristics to ensure usability. This
can be performed using correlation analysis among the
variables of the real and synthetic datasets. If they are
identical, the correlation matrix should be the same. The
Pearson correlation coefficient, r , is a common matrix that
indicates the relationship between two variables and is
defined as

r =
6N
i=1(xi − x̄)(yi − ȳ)√

6N
i=1(xi − x̄)26N

i=1(yi − ȳ)2
, (9)

where xi and yi are random samples indexed with i, N is
sample size, and x̄ and ȳ are themeans of x and y, respectively.
Other matrices for evaluation include the central tendency,
PCA, and some privacy perspectives, such as identical data
points between real and fake datasets or the mean and stan-
dard deviation of the distance between each fake record and
the most identical real records [46].

The Kolmogorov–Smirnov (KS) test is a statistical test
used to evaluate similarity in terms of the distribution between
a sample and a reference cumulative probability distribution
of an attribute [47], [48]. Given N ordered data points x1,
x2, . . . , xN , the empirical cumulative distribution function
(CDF), Fs(x), is defined as a step function that increases by
1/N at each observation point xn:

Fs(x) =


0 x < x1
k
N

xn ≤ x < xn+1

1 x ≥ xN ,

(10)

where k is the number of instances less than or equal to x
and n ∈ {1, . . . ,N }. Note that the CDF of a discrete variable
is a step function, and Fs(x) is an estimator of the true CDF
based on a sample of observations, which we can show that
Fs(x) = Fs(xn).
The KS statistic, D, for a reference cumulative probability

distribution, Fr (xn), is defined as

D = max
1≤n≤N

|Fs(xn) − Fr (xn)|. (11)

When the CDF of an observed sample, Fs(xn), is close to
Fr (xn), then D approaches zero [49].
Furthermore, if we compare similar attributes from two

datasets, Fu(xn) and Fv(xn), we can determine whether they
represent the same distribution. Thus, the KS statistic used
under these circumstances is the ‘‘Two-Sample KS test.’’ The
KS statistic, Du,v, is defined as

Du,v = max
1≤n≤N

|Fu(xn) − Fv(xn)|, (12)

where Fu(xn) and Fv(xn) are the CDF of the datasets u and v,
respectively. Similarly, samples Fu(xn) and Fv(xn) represent
similar distributions when Du,v converges to zero.
To obtain the KS statistic, we applied the ‘‘Quality Report’’

function from the SDMetrics [50]. Here, KS statistics of every
attribute in a dataset are computed. Subsequently, the Quality

Score is computed, and represents the average KS statistics
of all attributes. Note that, in this package, the Quality Score
is reported as 1 − Du,v. Thus, for evaluation, the higher the
score, the higher the quality.

2) RESAMPLING TECHNIQUE
Resampling techniques are popular approaches to address an
imbalanced dataset. Undersampling eliminates a major class
to decrease the number of instances in that class, whereas
oversampling increases the minor class to balance the overall
dataset [51], [52], [53]. These techniques do not require
any synthetic processes. However, with oversampling, some
drawbacks such as long training times and duplication of
instances should be considered. Thus, SMOTE is a possible
oversampling technique that can synthesize extra minority
class instances based on k-nearest neighbors and mitigate
these drawbacks [54].
In this subsection, an overview of the method for augment-

ing or synthesizing a dataset from a real dataset with limited
instances for sufficient instances and evaluation methods is
presented. The supervised learning is described in the follow-
ing subsections.

E. SUPERVISED LEARNING
In this subsection, we briefly describe supervised learning,
particularly the classification models, and their evaluation
metrics. These models are used in our work.
In our work, we used classification models, such as Deci-

sion Tree, k-nearest neighbor (K-NN), Logistic Regression,
and Neural Networks, to prove the usability of the syn-
thetic datasets. These classification models are categorized as
supervised learning techniques, where categorized (or nom-
inal) labels are necessary. Another model is the regression
model, in which the labels are numerical (discrete or con-
tinuous). This model is not utilized in our work because
we considered the categorized labels. To evaluate the per-
formance of classification models, the matrices below are
considered [55].

• Accuracy indicates the rate at which a model provides
correct predictions.

• Precision indicates the successful detection of ‘‘true pos-
itives’’ in the positive labels.

• Recall indicates the successful detection of ‘‘true posi-
tives’’ in the positive samples.

• If we consider the relationship between Precision and
Recall, where the weights of both metrics are equal, the
F1-Score can be used to evaluate this relationship.

In addition, k-fold cross-validation can use to evalu-
ate. It divides a dataset into k subsets (or folds) of equal
size. The k - 1 subset is used to train a model, and the
remaining subset is used to test the model [55]. The cross-
validation supports the evaluation phase when a number of
instances is limited. 10-folds cross-validation is a standard
number of folds. Related works are presented in the following
subsections.
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F. RELATED WORK
First, GAN is applied to support the oversampling technique
and increase the minority class of an imbalanced dataset [56].
In the experiment, the credit card dataset had two classes:
fraudulent and nonfraudulent. Fraudulent instances are over-
sampled through GAN to obtain more instances. In addition,
GAN is used to detect fraud in credit card usage [57], develop
DUO GAN to synthesize heavily unbalanced data [58],
or ensemble GAN to synthesize data [59].

Moreover, TGAN is developed to support tabular data
synthesis [44]. It is tested by comparing the efficacy of the
machine learning models between real and synthetic tabular
datasets. TGAN is used to generate additional data, and is
measured using the Root Mean Squared Error (RMSE) and
Mean Absolute Error (MAE) to compare the results [46].

Furthermore, CTGAN is developed to support the gener-
ation of tabular data using training-by-sampling to ensure
balance between classes [45]. CTGAN is adopted in other
studies for the synthesis of datasets. It is used to generate
additional custom duty instances for the analysis [60]. This
algorithm is also used to synthesize additional data to train
an intrusion detection system for cybersecurity tasks [61].
Moreover, it supported the estimation of the required elec-
trical power by generating additional data for analysis [62].

Machine learning has also been used to detect tax frauds.
Supervised learning has been used to detect taxpayers using
false invoicing to evade taxes [63], identify suspicious tax
evasion groups [33], and boost their performance in detect-
ing tax evasion [9]. In addition, neural networks has been
applied to enhance the efficiency of machine learning, such
as for the detection of fraud in tax declarations using Ensem-
ble ISGNN [64], Personal Income Tax evasion [65], and
transaction-based tax evasion [66]. Unsupervised learning
has been applied to detect tax fraud using association rules
and dimensionality reduction [67], to identify underreport-
ing declarations using the clustering approach [68], and to
detect VAT fraud by computing the anomaly score using
Fixed-Width Anomaly Detection (FWAD) and Local Outlier
Factor (LOF) [69]. Furthermore, several complex algorithms
have been developed to efficiently detect tax evasion cases,
such as Hybrid Unsupervised Outlier Detection (HUNOD)
using K-means clustering, autoencoder-based outlier detec-
tion [12], and unsupervised conditional adversarial networks
(UCAN) using a generative model to detect tax evasion [70].
Finally, a synthetic dataset is used to analyze bank transac-
tions for the normal and suspicious behaviors of shell com-
panies using a Banking Transaction Simulator or BTS [29].
In this experiment, two sets of data are synthesized: transac-
tions of normal and suspicious cases. Subsequently, instances
from the synthetic dataset are assigned a LOF score.

III. PROPOSED PROCESS
The processes in this work are divided into three main parts,
as shown in Fig. 1. First, Data Acquisition is a step to obtain a
dataset. The financial statements listed in SET [4] are selected

as the main source. Second, Data Augmentation is a step to
increase the number of instances using CTGAN and SMOTE.
Finally, Model Development is a step to build a model using
the synthetic datasets as inputs.

A. DATA ACQUISITION
Data acquisition is the first step in obtaining the dataset.
Four steps are involved in this process: Data Gathering, Data
Filtering, Attribute Generation, and Stratified Sampling.

First of all, the first step is ‘‘Data Gathering.’’ We begin
by exploring tax return forms as well as risk criteria. This
provides information on the required attributes. Based on
our scope, the consideration of CIT and VAT is our task in
this work. Hence, the CIT 50 and PP30 are studied. Such
forms are available on the website of the Revenue Depart-
ment [71]. Simultaneously, the risk assessment criteria are
studied to select criteria for our work. Not all the criteria
presented in Table 1 are considered.We choose criteria whose
required attributes can be retrieved directly from the financial
statements. In addition, the selected criteria should relate
to VAT and CIT, which is indicated in our scope of work,
especially in retail or wholesale businesses, as the attributes
are obvious. For the first reason, criteria 1, 6, and 7 in Table 1
are selected. Second, although Ep cannot be directly retrieved
from financial statements, it relates to retail and wholesale
businesses. Consequently, criterion 8 from Table 1 is selected
for analysis. These criteria have different weighted scores
that affect outputs and create more complications. There-
fore, equivalent weighted scores of the selected criteria are
assumed to simplify this work.

With the knowledge of the selected criteria and required
attributes, we gather data by accessing an annual report from
an open source. Annual reports with required features are
retrieved from the SET website [4]. For our work, data for
five years from 2017 to 2021 are collected and combined
into a single dataset. To simplify this process, a spreadsheet
is recommended.

Secondly, after we collect and obtain a dataset, we need
to perform ‘‘Data Filtering’’ to filter out inappropriate val-
ues. Under these circumstances, samples that either contain
missing values or do not represent the actual behavior of the
dataset, such as negative or zero values, are removed.

Third, as some required attributes for analysis are not
available in the financial statement, we perform ‘‘Attribute
Generation.’’ At this point, we apply financial equations to
obtain them. In addition, labels are assigned based on the
selected criteria. If any samples are subjected to the selected
risk assessment criteria for at least two criteria, they are
labeled as ‘‘1,’’ otherwise labeled ‘‘0.’’ Label 1 is assigned
based on the selected criteria, indicating the need for further
analysis. It is declared to be a suspicious case rather than
an evasive one. For example, the reason for being labeled
1 may come from economic situations that make a company
subject to the Gross Loss criterion. Therefore, a further audit
is compulsory before deciding whether an instance with the
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FIGURE 1. The proposed process.

TABLE 3. An example of a dataset with independent variables.

TABLE 4. An example of a dataset with all variables.

label 1 evades tax. Labels are assigned in this step, because
this is a requirement for stratified sampling and SMOTE.
After completing these steps, the collected dataset is obtained
and is defined as X in Fig. 1. For simplicity, the formulae
and selected risk criteria can be applied to a spreadsheet to
generate required attributes.

Furthermore, if financial statements are downloaded from
other stock market repositories, the tax return datasets can
be obtained by applying these three steps. Tax return forms
should be retrieved from a particular region to obtain a dataset
that demonstrates the behavior of financial data in that region.

Finally, X undergoes ‘‘Stratified Sampling’’ process. Strat-
ified sampling is applied to guarantee distribution between
classes. In this step, X is split into two equal sets using
stratified sampling: Xi and Xt. Xi is used to train models as
well as to augment to increase the volume of the data. Xt is
used as the testing dataset for themodel development process.

The steps for constructing and preparing the datasets have
now been completed. In the next subsection, the augmenta-
tion of the obtained dataset for more instances is discussed.

B. DATA AUGMENTATION
In the previous subsection, the steps to construct a dataset
are discussed to demonstrate the method used to obtain the
datasets. Now, we are proceeding to the second process ‘‘Data
Augmentation,’’ where Xi in Fig. 1 is augmented.

First, the attributes inXi are categorized as independent and
dependent variables. The independent variables are those that
are not dependent on other variables, and do not change as the
setting of the experiment is changed. Dependent variables are
those that are dependent on other variables and vary as inde-
pendent or dependent variables are changed. Under these cir-
cumstances, the independent variables are directly collected
from the financial statements, as shown in Table 3. Unlike
independent variables, dependent variables may not need to
be retrieved directly from financial statements, as shown
in Table 4. They may either appear in financial statements
such as Pg or require further calculations based on financial
equations such as Ep.
Subsequently, as the independent and dependent variables

for our work are defined, the ‘‘Independent Variable Selec-
tion’’ step shown in Fig. 1 is the next step. In this step,
four datasets are provided with only independent variables,
whereas the remaining datasets are provided with both the
dependent and independent variables. One dataset is defined
as Xi,s in Fig. 1, which is a collected dataset with only
independent variables. This dataset is used for training the
models. The remaining datasets are augmented in this step.
Two datasets are inputs for GAN, and the another is for
SMOTE. The purpose of this step is to compare the results
of the input variations.

In addition, two of the four datasets augmented using GAN
undergoes a ‘‘Label Removal’’ step, as shown in Fig. 1.
This can differentiate between datasets synthesized with and
without labels.

Consequently, the inputs for GAN are as follows:
• A dataset with independent and dependent variables and
no labels.

• A dataset with only independent variables and no labels.
• A dataset with only independent variables and labels.
• A dataset with independent and dependent variables and
labels.

Subsequently, Xi is augmented for more instances using
CTGAN. CTGAN is chosen for our work because one advan-
tage is training-by-sampling, which considers class distribu-
tion [45]. It is available at the sdv-dev GitHub and can be
installed using the ‘‘synthetic data vault’’ package [72], [73].
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For our work, we run the algorithm on the Jupyter Notebook
using the Google Collab platform.

Additionally, the SMOTE technique is applied to increase
the number of instances. However, SMOTE requires labels.
Therefore, the ‘‘Label Removal’’ step in Fig. 1 does not
apply. Although the concept of synthesis is different from
that of CTGAN, which captures the relationship between the
original data and synthesizes a new sample using a neural net-
work [45], SMOTE oversamples the minor class and synthe-
sis based on the k-nearest neighbor [54]. In our experiment,
we apply SMOTE to compare the results with those obtained
using CTGAN.

After we obtain the synthetic datasets from this process,
all the synthetic datasets from CTGAN are assigned labels
based on the selected risk criteria. We do not plan to measure
whether CTGAN provides accurate results. We only want to
observe the influence of labels on the other attributes. This
is why labels from GAN are removed, and new labels are
allocated regardless of their appearance prior to GAN. This
step is shown as ‘‘Labeling’’ in Fig. 1. However, SMOTEdoes
not require this step because all labels generate during the
stratified sampling step are already correct.

Thus, we obtain six synthetic datasets, as shown in Fig. 1,
which are the outputs of the Data Augmentation process. The
synthetic datasets are as follows:

• X̂g,1 is a synthetic dataset generated using CTGAN from
an input with independent and dependent variables and
no labels.

• X̂g,2 is a synthetic dataset generated using CTGAN from
an input with only independent variables and no labels.

• X̂g,3 is a synthetic dataset generated using CTGAN from
an input with only independent variables and labels.

• X̂g,4 is a synthetic dataset generated using CTGAN from
an input with independent and dependent variables and
labels.

• X̂s,1 is a synthetic dataset generated using SMOTE from
an input with only independent variables and labels.

• X̂s,2 is a synthetic dataset generated using SMOTE from
an input with independent and dependent variables and
labels.

During this process, Xi is synthesized and yield six
datasets. This indicates that we complete the ‘‘Data Acqui-
sition’’ and ‘‘Data Augmentation’’ processes.

C. MODEL DEVELOPMENT
After the ‘‘Data Acquisition’’ and ‘‘Data Augmentation’’
steps are completed, the collected and synthetic datasets are
used as inputs in the third process ‘‘Model Development.’’
The training sets for this step are Xi, Xi,s, X̂g,1, X̂g,2, X̂g,3,
X̂g,4, X̂s,1, and X̂s,2. The testing set is Xt. In this step, the
software ‘‘RapidMiner Studio’’ software [74] is used to tune
hyperparameters and construct machine learning models.

After the training datasets are obtained, they are used
as inputs for cross-validation. As shown in Fig. 1, we use
10-fold cross-validation. During ‘‘Training and Optimiza-
tion,’’ hyperparameter-tuning is performed to figure out

hyperparameters of the selected models. These are Decision
Trees, K-NN, Logistic Regression, andNeural Networks. The
first three of the selected models are fundamental models,
used to illustrate the baseline performance. The baseline
performance is considered as the minimum expected per-
formance of a model [75]. In addition, fundamental models
typically have fewer hyperparameters than complex models.
We also apply Neural Networks to compare the results with
the fundamental ones. During the testing phase of cross-
validation, the ‘‘hyperparameter tuning’’ is performed. Con-
sequently, the hyperparameters for model evaluation are the
outputs of the cross-validation step.

As the hyperparameters for the selected models are
obtained, we continuewith ‘‘Model Evaluation.’’ The training
sets are the collected and synthetic datasets obtained from
the previous steps and the hyperparameters of the selected
models obtain from hyperparameter tuning are utilized. The
testing set is Xt. Consequently, the performance is calculated
based on the matrices mentioned in Section II-E, with scores
ranging from zero to one, where zero is the worst score and
one is the perfect score. From this index, we obtain the output
of this process, which is a selected model.

This section discusses the proposed process. These pro-
cesses include generating datasets, augmenting them for addi-
tional instances, and selecting an appropriate model. In the
next section, results are presented and discussed.

IV. EVALUATION RESULT AND DISCUSSION
In the previous section, we describe the process beginning
with obtaining a dataset, followed by augmenting it, and
finally selecting an appropriate model. This section presents
and discusses the results obtained by completing the proposed
process.

A. A COLLECTED DATASET
The number of instances collected from 2017 to 2021, after
the data acquisition process is completed, is listed in Table 5.
FromTable 5, the total number of collected instances is 3,852,
where 3,105 instances are completed data and 747 instances
are missing data. From the completed data, 2,675 are labeled
as ‘‘0’’ and 430 are labeled as ‘‘1.’’ This indicates that about
one-sixth of the collected data are labeled. Thus, the collected
data is imbalanced. Subsequently, data filtering is performed
to remove unreasonable values. Under our circumstances,
an unreasonable value is defined as a value that does not
reflect reality, such as inventory attributes less than zero or
incomplete values. Thus, the total number of appropriate
instances for further analysis is 2,942 instances. X is split
in half for synthesis. Thus, the total number of instances for
‘‘Data Augmentation’’ is 1,471. Generally, it is sufficient to
build fundamental models with 1,000 instances; however, for
complex models, such as artificial neural networks (ANNs)
or deep learning, more instances are required [76]. Thus,
we conduct this work to demonstrate that data can be syn-
thesized to access more instances for an analysis.

VOLUME 11, 2023 48211



N. Visitpanya, T. Samanchuen: Synthesis of Tax Return Datasets for Development of Tax Evasion Detection

Several remarks are made after collecting the dataset. First,
the units in financial statements should be carefully read.
Some businesses report values in Baht, Thousand Baht, and
Million Baht. It may also appear in foreign currencies such
as the US dollar. Second, when downloading financial state-
ments, several attributes may not appear in the Profit and Loss
section, but, instead, in the asset section. For example, Ib or Ie
may appear in the asset section. Pg may not appear in finan-
cial statements; thus, the ‘‘Attribute Generation’’ in Fig. 1 is
applied by computing (4). Next, it should be emphasized that
Ec refers only to what is paid for goods and services, such
as the cost of goods or services. This excludes all operating
expenses and financial costs. Finally, other attributes that
are not mentioned can be obtained by applying the finan-
cial equations as long as they are not independent variables,
as presented in Table 3.

Fig. 2 presents a scatter matrix of X . Only the independent
variables Rs, Ib, Ie, and Ec are presented. These attributes
are collected directly from the financial statements. The four
attributes of X are paired to create a scatter plot. The scatter
plots can indicate the relationship between attributes. For
example, from the scatter plot of Rs and Ec in the lower
left corner of Fig. 2, it can be inferred that Rs and Ec have
a strong positive correlation. The level of correlation can
be used for attribute selection during model development.
In each plot, the blue and orange colors indicate the labels
‘‘0’’ and ‘‘1,’’ respectively. These labels are given based on
the selected criteria. Considering the labels, there are some
pairs of attributes that can separate the areas of labels 0 and 1,
such as Ec and Ib, or Ec and Ie. Based on these relations,
we can build a machine learning model to classify labels. The
histograms of each attribute are presented as diagonal plots
in Fig. 2. Each histogram has two lines, where the blue and
orange lines represent the labels 0 and 1, respectively. We can
see that the histogram of label 0 is bigger than that of label
1. This is because the instance number with label 0 is much
greater than that with label 1.

To complete a stratified sampling step, labels are required.
As we conduct this research to detect tax evasion, we only
access public financial data from SET and rule-based criteria
presented in Table 1. Thus, we begin our research with these
data and criteria. They may be complex as we marked an
instance with ‘‘1’’ when it corresponds to at least two criteria.
As mentioned earlier, the label given in our study indicates
only suspicious behavior not evaded behavior. In addition, the
data from these sources are audited by specialists. Thus, they
are not actually an evaded case. But, tax data are sensitive and
not disclosed to the public, by starting with our proposed idea,
we can obtain data for training a machine. Then, a machine
will learn from these inputs and adapt to new unseen behav-
ior, as tax fraudsters change their suspicious behavior over
time [14]. Gradually, we will be able to explore new behav-
ior for tax-related research. In the future, when a machine
becomes more advanced, a multi-class label can be applied
to provide new insights. For example, a label that represents
different risk levels or provides a potential risk description

TABLE 5. The collected dataset.

of each instance can be developed. This development will
benefit officials in selecting a potential company for auditing
and solving definite tax-fraud-related issues.

B. AN AUGMENTED DATASET
In our work, we apply 40,000 epochs and 250 batch sizes to
train the CTGAN to generate the synthetic datasets. The total
number of synthetic instances from CTGAN and SMOTE
for each dataset is 5,000. After obtaining the synthetic
datasets, the correlation matrix, PCA scatter plot, and Quality
Score [50] of these datasets are used to evaluate synthesis
quality. The correlation matrices for Xi,s, X̂g,2, X̂g,3, and X̂s,1
are presented in Figs. 3a, 3b, 3c, and 3d, respectively. The red
and blue colors represent positive and negative values of r ,
respectively. The shade of the color depends on the magni-
tude of r . For example, in Fig. 3a, the correlation between
Ec and Rs is shown in darker red. This indicates a strong
correlation between the two variables. However, considering
the correlation matrix in Figs. 3a, 3c, and 3d, r of the label
rows and columns is close to zero, which represents a weak or
no correlation. If the synthetic and original datasets represent
the same relationship, then the correlationmatrix should be as
similar as possible. Moreover, by comparing Figs. 3a and 3b,
the relationship between the attributes in X̂g,2 matches that
in Xi,s. An example is the relationship between Ec and Rs of
Xi,s in Fig. 3a and that of X̂g,2 in Fig. 3b. We can see that r
of Ec and Rs are 0.99 and 0.83 for Xi,s and X̂g,2, respectively.
Fig. 3b shows the correlationmatrix of a synthetic dataset that
does not obtain label attributes prior to CTGAN. Thus, label
attributes prior to CTGAN do not influence the augmentation
process. In general, most correlations are visible for other
attributes and indicate a positive relationship as r is greater
than 0 and close to 1.

Another important property of data is the distribution in
which a scatter plot can be demonstrated. However, it is lim-
ited to low-dimensional data such as two or three attributes.
Therefore, PCA is applied to overcome this limitation. The
PCA scatter plots of Xi,s, X̂g,2, X̂g,3, and X̂s,1 are shown in
Figs. 4a, 4b, 4c, and 4d, respectively. Each dataset undergoes
PCA to reduce its dimensions, which are the attributes of the
data, to two dimensions: pc1 and pc2. Fig. 4b shows a PCA
of X̂g,2, which is different from the others because the other
PCA scatter plots have the label attribute included in the PCA
process, while X̂g,2 does not. If two datasets have the same
statistical characteristics, the PCA scatter plots should be
similar. From this evaluation, it can be observed that Figs. 4a
and 4c are similar. This implies that the distributions of these
datasets are the same.
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FIGURE 2. An example of Scatter Plot Matrix of X where only independent variables are included.

TABLE 6. The Quality Score the synthetic datasets.

Next, the Quality Scores of the synthetic datasets are pre-
sented. As mentioned in Section II-D1, the higher the score,
the higher the quality. Table 6 lists the Quality Scores of the

synthetic datasets, with an average Quality Score of 0.868.
CTGAN yields an average Quality Score of 0.855, whereas
SMOTE yields the highest score of 0.895. With CTGAN,
X̂g,1 provides the highest Quality Score at 0.859, whereas the
others have also high scores that do not deviate significantly
from X̂g,1. With SMOTE, both datasets yields similar scores
of approximately 0.895. The results show that SMOTE, has
a better overall score than that of CTGAN. The reason is
that SMOTE uses nearest-neighbor techniques to increase the
number of minorities [54]. In contrast, CTGAN generates
instances based on relationships and does not access the orig-
inal dataset [43]. Thus, the synthetic instances from SMOTE
are more similar to the original instances than those from
CTGAN.
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Considering the synthetic datasets without labels (X̂g,1 and
X̂g,2) and with labels (X̂g,3 and X̂g,4), the average Quality
Scores are 0.856 and 0.853, respectively. Thus, the label does
not have any influence on the synthesis. Considering X̂g,1
and X̂g,4, which contain the dependent and independent vari-
ables, the average Quality Score is 0.858. For X̂g,2 and X̂g,3,
which contain only independent variables, the Quality Score
is 0.852. Synthesizing either with only independent variables
or both dependent and independent variables do not indicate
any notable differences. However, no obvious differentiation
can be observed after the synthesis using SMOTE. In con-
clusion, the label does not influence the data augmentation
process, and only the independent variables provide sufficient
information for synthesis.

The data synthesizing techniques available include adding
noise to a dataset to generate new unique values, applying
the Bayesian method to generate new instances, or creating
new data based on criteria obtained from Classification and
Regression Tree (CART) [77]. These methods are simpler
compared to the GAN technique utilized in our research. Our
collected dataset is a simple structured dataset, as we only
select relevant variables. For instance, considering a CIT tax
return form [71], enterprises are required to fill in only the
necessary information that fits their specific circumstances.
This results in different sets of required data for each enter-
prise. Constructing a synthetic dataset from this type of data
can be challenging since the data is unstructured. GAN is
one of the suitable synthesizing algorithms that considers the
relationship among attributes and is appropriate for generat-
ing synthetic datasets. To demonstrate the potential of GAN
in synthesizing datasets for further analysis, we have taken a
first step by using a simple dataset. By increasing the number
of instances, this technique could be used to construct more
datasets in this area.

In this step, we obtain the synthetic datasets generated
either with or without labels, and contained either only inde-
pendent variables or dependent and independent variables.
Several evaluation methods, including the correlation matrix,
PCA scatter plot, and Quality Score, are used to assess the
similarity between the original and synthetic datasets. In the
next subsection, machine learning models of tax evasion
detection are presented.

C. PERFORMANCES OF TRAINED MODELS
Four supervised learning models are developed by training
the models with the collected and the synthetic datasets.
In addition, hyperparameter tuning is performed using grid
optimization on the same datasets. At this step, as mentioned
in Section III-C, we apply the machine learning models
to evaluate baseline performance. Subsequently, the perfor-
mance of the models is evaluated using the tested set, Xt,
which is an actual dataset. Precision and Recall evaluated
in this Section represent the performance in case the models
detect instances with the label ‘‘1’’ correctly. The results of
the evaluation are as follows.

Table 7 shows the performance of the models trained with
the collected dataset, and tested using Xt. There are two
types of inputs: Xi and Xi,s. The former contains all collected
variables shown in Table 4, and the latter contains only inde-
pendent variables shown in Table 3. According to Table 7,
the average Accuracy, Precision, Recall, and F1-Score of
Xi are 0.96, 0.89, 0.64, and 0.73, respectively. The average
Accuracy, Precision, Recall, and F1-Score of Xi,s are 0.95,
0.83, 0.66, and 0.73, respectively. Generally, models trained
with only independent variables yield similar performances
to those trained with all variables. First, considering the
Decision Tree, when it is trained with Xi, it yields better
performance than trained with Xi,s. As the collected dataset
is imbalanced, with only one-sixth of all instances labeled,
this could potentially impact the performance of our machine
learningmodels. However, we have decided to leave this issue
unaddressed. This is because if we attempt to fix the problem
through down-sampling or up-sampling, it could significantly
alter the behavior of our training data. Second, for K-NN,
the performance is the highest among the others. Under our
circumstances, the number of nearest neighbors, k , is five,
and the Euclidean Distance is used to evaluate the similarity.
Third, Logistic Regression yields high performance. As we
test our dataset with this model, the stage of our model is
high variance or overfitting [55]. This means more data can
alleviate this issue. Lastly, Neural Network is applied. The
given Neural Network has a structure consisting of five lay-
ers, with each layer containing six nodes, and the activation
function is the sigmoid function. In this case, the Neural
Network is trained for 1980 training cycles, which can be
interpreted as 1980 epochs. At the end of each epoch, the
weights of each connection in the network are adjusted to
minimize the error function. In terms of performance, the
Accuracy of Neural Networks trained with both datasets is
similar. However, Neural Network, using Xi,s as a training set,
provides a slightly better F1-Score than using Xi as a training
set. Considering Recall, the results are the lowest among the
results from other models. Moreover, Neural Networks can
also have high variances. Thus, more samples can mitigate
this issue.

Table 8 shows the performance of the models trained using
the synthetic datasets from CTGAN. The average Accuracy,
Precision, Recall, and F1-Score are 0.94, 0.90, 0.84, and
0.87, respectively. K-NN yields the best performance with an
average Accuracy of 0.96 and an average F1-Score of 0.93.
Decision Tree yields an average Accuracy of 0.93, and an
average F1-Score of 0.87.

Based on our results, we observe that the models trained on
X̂g,3 generally perform better than those trained on X̂g,4. This
is due to the fact that the models trained on X̂g,3 use fewer
features, which can result in better performance compared to
models trained using all features. Selecting important features
during model development is another factor that can enhance
the model’s performance [78], [79]. However, our research
do not focus on feature selection to obtain the best model,
so it is possible that the model using only necessary features
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FIGURE 3. Correlation Matrices of the selected datasets.

performs better than the model using all features, which may
lead to overfitting. However, we evaluate the baseline per-
formance of each model to see the minimum possible perfor-
mance of eachmodel trained with different synthetic datasets.
Logistic Regression yields an average Accuracy of 0.91,
and an average F1-Score of 0.87. Neural Networks yields
satisfactory performance. Its average Accuracy and average
F1-Score are 0.94, and 0.80, respectively. In short, K-NN
provides the highest performance, its performance does not
notably different from the other models. These algorithms
perform well with the training datasets that are generated by
CTGAN.

Compared with the models trained with the collected
dataset, the synthetic datasets using CTGAN have slightly
better performance. Decision Tree trained with the collected
dataset performs better than the synthetic ones when con-
sidering an Accuracy. But, as we generate more instances
with CTGAN, the F1-Score is increase. This indicates that
the Precision and Recall of models trained with the syn-
thetic datasets are higher than the ones trained with the
collected dataset. Similarly, K-NN and Logistics Regression
trained with the synthetic datasets using CTGAN yield lower
Accuracy, while the F1-Score increases. Moreover, Neural
Networks trained with the synthetic datasets using CTGAN
yields similar Accuracy to those trained with the collected

dataset. However, the F1-Score of Neural Networks trained
with the synthetic datasets is improved. With complex mod-
els, more parameters, such as hidden layers and their nodes,
need to be analyzed compared to the fundamental ones.
Generally, one plausible factor for increasing in F1-Score
when training with the synthetic datasets using CTGAN is
the number of training samples in the training set. The col-
lected dataset contains 1,471 instances whereas the synthetics
datasets contain 5,000 samples. This factor can improve the
performance of these models.

Table 9 shows the results of the models trained using the
synthetic data from SMOTE, where k is the number of near-
est neighbors. The average Accuracy, Precision, Recall, and
F1-Score of the training datasets oversampled using SMOTE
are 0.96, 0.97, 0.95, and 0.96, respectively. The algorithm
that yields the best performance is K-NN, which provides
an average Accuracy of 0.98 and an average F1-Score of
0.98. Decision Tree and Logistic Regression yield aver-
age Accuracies of 0.97 and 0.95, respectively, and average
F1-Score of 0.97 and 0.95, respectively. Neural Network
yields a good performance. Its average Accuracy and average
F1-Score are 0.92, and 0.92, respectively. When we change
the number of nearest neighbors to either three or five, the
performances of the models remain relatively the same. With
three nearest neighbor, both average Accuracy of X̂s,1 and
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FIGURE 4. PCA scatter plots of the selected datasets.

X̂s,2 is approximately 0.96. With five nearest neighbor, both
average Accuracy of X̂s,1 and X̂s,2 is approximately 0.96.
Therefore, significant differences are not visible.

Compared with the models trained with the collected
dataset, the synthetic datasets using SMOTE have higher
performance. Decision Tree trained with synthetic datasets
from SMOTE yields higher performance than the one trained
with Xi and Xi,s. This occurs because the data points gen-
erated from SMOTE are stuck densely together as SMOTE
synthesizes based on its nearest neighbors. Thus, the syn-
thetic datasets using SMOTE may reflect a good relationship
among features and, thus, yield higher results. With K-NN
and Logistic Regression, the performances are also improved.
Emphatically, one big improvement is the performance of
Neural Networks between the models that trained with the
collected datasets and the synthetic datasets using SMOTE.

With the Neural Network, the Accuracy of a model trained
with either X̂s,1 or X̂s,2 is similar to those of Xi and Xi,s while
F1-Score are higher than those of Xi and Xi,s. Compared
with Table 8, the SMOTEs’ average Accuracy of all algo-
rithms, which is approximately 0.96, is slightly better than
that of CTGANs’. With synthetic datasets that are generated
from either CTGAN or SMOTE and have a similar relation-
ship among features and similar distribution to the collected
dataset, the model can learn and provide predictions.

Finally, from a theoretical perspective, the processes of
synthesizing data using CTGAN and SMOTE are different.
From the results, it cannot be concluded which technique,
CTGAN or SMOTE, provides the best results. It yields
results that cannot distinguish from one another. CTGAN
uses a conditional GAN to learn from the original data or
training-by-sampling [45], whereas SMOTE uses k-nearest
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TABLE 7. Performance of models using the collected datasets as training sets.

TABLE 8. Performance of models using synthetic datasets from CTGAN as training sets.

TABLE 9. Performance of models using SMOTE with either three or five nearest neighbors.

neighbors to synthesize further instances that are a minor
class [54]. One significant difference is that GAN does
not require an indication of predetermined classes, whereas
SMOTE requires an indication minority classes. As CTGAN
is a GAN-based method, the non-convergence probability,
or bias of the generator and discriminator should be con-
sidered [80]. For SMOTE, the likelihood of overlapping
classes, unnecessary noise generation, and high-dimensional
datasets should be considered [80]. Thus, if one deals with an

imbalanced dataset with an appropriate number of dimen-
sions, SMOTE is a better choice for synthesizing additional
samples. However, if one considers a dataset without an
apparent class, a dataset that is not tabular data, or wants
to gain more quality with less duplication of instances, then
GAN is suitable.

In summary, we conclude that the synthetic datasets can
train models for tax evasion detection. With more instances,
the performance of models becomes higher and this can
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mitigate the effect of the imbalance in class. This conclu-
sion holds as long as the synthetic datasets represent the
relationship of the original data. Labels are not necessary
because the result does not differ. Likewise, only independent
variables are sufficient to train the models as long as they
maintain the original statistical characteristics. In the next
section, we conclude our work and discuss possible directions
for future work.

V. CONCLUSION AND FUTURE WORK
A. CONCLUSION
Ourwork proposes amethod for obtaining financial data from
publicly available sources while respecting privacy laws. This
approach contributes to the development of ethical practices
for acquiring data from the public. Acquiring tax data is
challenging due to its confidentiality and restricted avail-
ability. However, studying this area can have a significant
impact on society, particularly regarding transparency and
equality. Our proposed procedure aims to assist individuals
who face challenges related to data availability, enabling them
to explore new possibilities in obtaining data.

For our work, we begin with a construction of a dataset
based on the collected data to ensure privacy. Subsequently,
we studied the risk assessment criteria and assigned labels to
the synthetic datasets based on the selected risk assessment
criteria. This label is necessary for training machine learning
to evaluate whether the synthetic dataset can be used for
training instead of a real dataset. Subsequently, the dataset
is augmented to obtain a sufficient number of instances.
Simultaneously, we considered SMOTE to synthesize aminor
class and compared the results with those of CTGAN. From
our experiment, we found that as the amount of training data
increases, the performances are improved. In terms of syn-
thesis technique, SMOTE provides slightly better results than
CTGAN. These synthetic datasets can be used for training
machine learning to detect tax evasion if they represented
the statistical characteristics of the original dataset. More-
over, applying only independent variables provided sufficient
information to train the models. For the criteria to choose
between CTGAN and SMOTE for synthesizing a dataset,
we concluded that the expected results and further usage are
the main criteria. For the appropriate models, we concluded
that Decision Tree, K-NN, and Logistic Regression can be
trained using the synthetic datasets. Finally, it can be claimed
that as the amount of data is limited in today’s era, we can use
CTGAN as well as SMOTE to generate more data to explore
and perform more analysis.

B. FUTURE WORK
After conducting our work, it has become clear that further
research in this field is possible. For example, if we consider
data related to an asset or cash flow, we can access financial
statements, retrieve related data, and apply GAN to obtain
sufficient instances. For our proposed dataset, further studies,
such as applying other risk assessment criteria, classifying

corporation types to see the behavior of different business
sectors, or recommending investment decisions, are possible
use cases of our collected dataset. Moreover, financial state-
ments from enterprises listed in international stock markets
can also be accessed, downloaded, and transformed into tax
or other financial-related datasets for further analysis. In addi-
tion, if an actual tax return dataset can be obtained, we can
evaluate our model further.

For model development, we can do more analysis by con-
trolling the hyperparameters of models to evaluate the stages
of models, such as high bias, balance, and high variance.
An unsupervised model can be used to explore whether it is
capable of clustering the datasets. Furthermore, as a machine
learns and is used to detect the current fraud behavior, it can
provide more advanced recommendations such as multi-class
labeling, suggest definite fraud behavior, or prioritize a poten-
tial case for an immediate audit.

Finally, the idea can be applied in fields other than finance
as long as public data are available. We hope that our ideas
and processes will help others studying tax evasion behavior
more, using knowledge from an open source to maximize
benefits, increasing instances of data for experiments, and for
a better understanding of this field.
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