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ABSTRACT As an essential means to eliminate redundant data, data deduplication technology significantly
affects today’s era of massive data growth. In recent years, due to the rapid development of a series of
related industries, such as marine monitoring, the marine monitoring data has exploded, leading to higher
storage costs for marine observation stations. In the face of the surge in data size, we first think of using
data deduplication technology to reduce the stored data to save storage costs. However, we have many
choices for data deduplication technology. Because-block level data deduplication technology can better
complete the task, and the core technology of block-level data deduplication technology is how to cut
data blocks, this paper proposes a dual sliding window-based segmentation technology. The structure of
double sliding windows makes the divided data block size more average to reduce the consumption of the
fingerprint table in memory. At the same time, we add a prediction algorithm to the data deduplication system
to predict the cutting point of the data block to improve the cutting efficiency. In addition, we propose
a more accurate calculation method of the deduplication ratio, which can more accurately compare the
algorithm’s performance and obtain the final experimental results of this paper by using this calculation
method. Moreover, we propose a model based on Markov prediction to store massive ocean data, which can
save more resources. At the end of the article, we compared the commonly used segmentation algorithms
through careful experiments. Finally, we obtained and will use the public dataset experiment to compare the
same checking rate at the end of this article.

INDEX TERMS Double sliding window, ocean observation, data deduplication, content defined chunking,
markov chain.

I. INTRODUCTION
It is well known that today is society has come to the age of
big data, and all kinds of data are surging. According to the
research report, from 2018 to 2025, IDC estimates that the
storage capacity of the global market will grow exponentially
from 33 ZB to 173 ZB [28]. The ocean, which accounts for
about 70% of the total surface area, has entered the era of big
data. At present, it has a variety ofmarine observations. Inves-
tigation means, including offshore mapping, island moni-
toring, underwater exploration, marine fishery operations,
marine buoy monitoring, marine scientific research, oil and
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gas platform environmental monitoring, satellite remote sens-
ingmonitoring, etc., forming an extensivemarine observation
and monitoring system, and accumulating massive marine
natural science data, including on-site observation and mon-
itoring data, marine remote sensing data, numerical model
data, etc. In recent years, marine observation equipment has
been undergoing revolutionary changes. The scale of marine
data represented by satellite remote sensing data is growing
explosively, and the growth rate of marine data volume is
faster than that of other industries.When facedwith data dele-
tion, people usually think of compression technology first.
However, compression technology retrieves the same data
block through string matching, mainly using a string match-
ing algorithm and its variants, which is accurate matching.
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Implementing precise matching is more complex but highly
precise and more effective for fine-grained redundancy
elimination.

Data deduplication [23] technology finds the same data
block through the data fingerprint of the data block. The
data fingerprint is calculated by the hash function, which is
fuzzy matching. Fuzzy matching is relatively simple, more
suitable for large granularity data blocks, and less accurate.
Then compression is not suitable for ocean storage data. As a
famous and popular storage technology, data duplication can
effectively optimize storage capacity in such an era. It elimi-
nates redundant data by deleting duplicate data in the dataset
and retaining only one copy. Therefore, data duplication can
bring many practical benefits, such as effectively controlling
data with a fast growth rate, increasing adequate storage space
and improving storage efficiency, saving total storage cost
and management cost, and Meet ROI, TCO, etc [23].

The process of data deduplication is that input files are
divided into small pieces, and duplicate files are identified
and processed into five stages. These stages are blocking,
hash value fingerprint, hash index, compression technology,
and managing data in various storage systems. The com-
pression phase is optional in these phases because it is only
applicable to traditional compression methods, such as LZ
compression and delta compression. Data deduplication plays
a critical role in the final stages of storage management.
In the existing methods, byte-level sliding windows are used
to perform block-level deduplication detection. This window
is small in size and helps match strings by comparing a byte
in the storage system. Therefore, block-level deduplication
has more advantages than file-level deduplication. Blocking
technology can divide the data stream into data blocks, which
is the first step of deduplication.

Currently, the existing blocking technology is divided into
two types fixed length blocking and variable-length blocks.
Fixed length blocking is to divide the data stream into equal-
length blocks according to the set size, such as 4kb or 8kb.
FSC is the fastest blocking algorithm at present. The variable
length block determines the boundary transfer problem by
declaring the block boundary according to the local content
of the data input stream. Based on the internal data content
of the CDC [11], this block will not change its boundary and
data content. Therefore, we also pay more attention to CDC
segmentation and intend to improve based on CDC segmen-
tation. As the first and most crucial step in data deduplication
technology, segmentation technology will directly lead to
high or low efficiency. The subsequent work can be smoother
by dividing the data flow into appropriate data blocks.

The existing churning technologies include Fixed-size
chunking(FSC), Basic sliding window(BSW) [20], and Two
thresholds and two divisor chunking(TTTD) [9]. Fixed-size
chunking is the earliest chunking. Because of its fixed-length
chunking, it is swift. However, the re-deletion rate is low
because of the boundary migration problem. A basic sliding
window solves the problem of position offset in Fixed-size
chunking. It uses the combination of sliding window and hash

function to segment and solves the problem of position offset
by judging the characteristics of the hash value. However,
due to its characteristics, it cannot control the size of the
segmented data block, which also leads to varying data block
sizes affecting the re-deletion rate. Two thresholds, two divi-
sors chunking by adding a divisor [9], and two thresholds,
the size of the segmented data block in the basic sliding
window is limited to conform to the two thresholds strictly.
However, adding a divisor and two threshold values for two
thresholds and two divisor chunking will inevitably lead to
algorithm procrastination. While this paper is committed to
solving the shortcomings of a basic sliding window, it will
also be more convenient than two thresholds and two divisor
chunking algorithms. At the same time, the segmented data
blocks strictly conform to a certain range.

In this work, our goal is to make the segmented data blocks
strictly conform to a certain range. Therefore, to solve the
existing challenges, we propose a segmentation algorithm
based on double sliding windows (DSW), which avoids the
problem of position offset and limits the size of blocks. DSW
is an improved algorithm based on BSW. DSW uses two
fixed-length windows to determine whether there is a break-
point through two conditions. DSW determines the block size
limit and is more convenient than TTTD. The contributions
of this paper are as follows:

• We propose a segmentation algorithm based on double
sliding windows, which limits the minimum and max-
imum thresholds of data blocks, and reduces the block
duplication in storage to reduce the size of the fingerprint
table and ultimately reduce the burden of memory.

• We propose a more comprehensive method to calculate
the deduplication ratio, which reduces the consumption
of fingerprint table and hash chain, making the calcu-
lated deduplication ratio more comprehensive.

• Our team is committed to simplifying the data dedupli-
cation process, so we propose a prediction algorithm to
predict the breakpoints of data blocks so that the overall
algorithm can cut data blocks more quickly.

The content of the remaining chapters of this paper is rough
as follows: In the second section, we introduce and analyze
the advantages and disadvantages of existing algorithms and
explain our motivation. The third section will introduce how
to carry out relevant work in detail. The fourth section will
detail the algorithm architecture and algorithm concept of
DSW. The fifth section will detail experiments through differ-
ent indicators and analyze the advantages and disadvantages
of different algorithms. The sixth section summarizes this
article and introduces the future work objectives.

II. BACKGROUND AND MOTIVATION
In the second section, we will briefly introduce various seg-
mentation algorithms, their backgrounds, and principles and
introduce the BSW algorithm and its shortcomings. At the
end of this section, we will introduce our motivation for this
work.
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A. CHUNKING TECHNOLOGY
Data deduplication can be divided into two types according
to different granularity, specifically block and file level dedu-
plication. The disadvantage of file-level data deduplication
technology is pronounced. Because any file byte will produce
a new copy of the file when it is changed internally, file-
level data deduplication technology cannot save more space.
That is why the current deduplication is blocked remember
deduplication [29]. If the files transferred to the data dedupli-
cation system are transferred in a stream form and cut into
pieces of data according to the algorithm, and the data is
deleted according to these data blocks, the problem at the
file level will be avoided. Moreover, the cutout data blocks
can be deduplicated across file types, significantly improving
storage efficiency. In addition, the steps of a complete data
deduplication system include chunking, duplicate checking,
deletion, and recovery [20]. Chunking is the bridgehead of the
entire data deduplication system. How to cut it into pieces is
also a top priority.

At present, chunking technology includes fixed-length
chunking and content-based chunking. Among them, fixed-
length segmentation is the earliest and simplest segmentation
technology. Its principle is to perform average segmentation
according to the fixed size set by the system and determine
the data block size manually. This has obvious advantages.
Namely, it is simple and fast and can obtain the desired data
block size [30], but its disadvantage is more prominent that is,
it cannot avoid boundary offset. If the data is modified, fixed-
size chunking will have a severe boundary transfer problem.
The boundary offset problem is that if a byte is inserted
or deleted from the data, fixed-size chunking will generate
different blocking results after the byte is inserted or deleted.
The best result is that if the file tampers at the end, the data in
front of the tampered location does not change, and the effect
of data deduplication is the same. The worst result is that if a
byte is inserted in the first place during secondary storage [9],
the whole file will be stored as a newfile if it cannot recognize
a new data block after being divided into fixed-length blocks.
As a result, the re-deletion rate is too low. This is the boundary
offset problem. Due to the existence of such problems, this
method is rarely used for segmentation.

B. BASIC SLIDING WINDOW
BSW is the most common chunking algorithm for deduplica-
tion, It’s based on sliding Windows and hash function, The
principle is: First set up a sliding window of fixed width
W, a hash function H() to compute the hash value, integers
D and r (D > r), The window slides forward on the data
stream, and the hash function computes the hash value of
the data in window W, using the formula H(W)mod(D) = r?
To determine whether there is a breakpoint [20]. As shown
in the figure below(Fig.1), the sliding window continuously
slides on the data stream and calculates the hash value in
the window. When the hash value in the window meets the
formula, a breakpoint is generated, and the window continues

to move backward and repeats the previous steps until the
window reaches the end of the data stream.

The advantages and disadvantages of BSW are apparent.
The advantage of BSW is that it splits the data according
to the data content through the sliding window and the
hash function in the calculation window. This can solve the
problem of sliding offset in fixed-length segmentation [12].
Therefore, we are not afraid of the problem that duplicate data
cannot be identified in a file due to a small quantity of change.
Over time, the shortcomings in BSW have also been exposed;
that is, the size of the data blocks that can be split and eaten
cannot be controlled. Because BSW uses a hash function to
identify data block breakpoints, if the data in the window
always fails to meet the requirements of the hash function,
the data blocks will be too large, which will result in the data
blocks being separated by BSW cannot be averaged within
an interval.

Therefore, smaller data blocks will occupy more finger-
print tables in the memory, which will cause the memory to
bear a more significant burden. Excessive data blocks will
affect the efficiency of data deduplication in backup storage.
Because BSW cannot control the size of data blocks [14],
which affects the efficiency of data deduplication, a double
threshold allocation (TTTD) algorithm is introduced to beat
Rabin’s block size variance [9]. The basic sliding window
algorithm (BSW) is the technique employed by the TTTD
algorithm. This algorithm refers to BSW and limits the size
of data blocks by introducing two thresholds and alternate
divisors and using the maximum and minimum thresholds.
Finding backup breakpoints involves using the second divi-
sor, half of the primary divisor.

C. MOTIVATION
The commonly used data deduplication is based on the block
level rather than the file level. The reason is that the block
level can deduce data across file categories [7], and BSW is
the best algorithm at the block level. Therefore, our team is
committed to solving the shortcomings of BSW.We hope that
the segmented data blocks can be averaged within an inter-
val, reducing the burden of the fingerprint table, releasing
memory indirectly, and avoiding the problem of boundary
offset. We hope to solve the adverse effects of BSW while
retaining its advantages. Compared with TTTD, we hope to
have a shorter processing time and a better re-deletion rate.
We propose that DSW solve the defects in the above algo-
rithms. DSWmakes the segmented data blocks more average
and keeps themwithin a specific range through double sliding
windows. At the same time, it will have a more convenient
and shorter processing time than TTTD.

The concept of DSW is roughly the same as that of BSW,
and the same method is adopted to avoid the problem of
boundary offset. In addition, we consider a special predic-
tion algorithm to eliminate the sliding process of windows.
Imagine that in DSW, if you do not need to slide the window
to judge breakpoints but directly select breakpoints, you will
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FIGURE 1. Prototype design based on chunking window slicing.

save a lot of running time. At the same time, it can save a lot
of traffic consumption in the offline state, which is a consider-
able amount and worth a try. Currently, the algorithm for sav-
ing file size is too single, and different experimental results
will be generated under different experimental environments.
It is also good to directly calculate the deduplication ratio
without various external factors. Therefore, our teamwants to
better reflect the advantages of each algorithm by discarding
the different external experimental environments. Our team
will complete the above ideas one by one.

III. RELATED WORK
Fixed size data blocks (FSC) and content definition blocks are
two categories of blocking techniques used for data dedupli-
cation (CDC). FSC,which divides the input file into fixed size
data blocks based on fixed length, is the simplest and fastest
approach. FSC first appeared in rsync algorithm [30]. A cru-
cial problem with FSC is that the position offset problem,
such as insertion or deletion, even a byte in the file will move
all block boundaries outside the edit point, and the new file
will only recognize a few duplicate data blocks. The storage
system Venti [27] also uses a simple and fast FSC blocking
algorithm. CDC is a blocking algorithm based on content
definition. It distinguishes breakpoints according to preset
conditions rather than a fixed length, and judges whether
there are duplicate data blocks by storing the fingerprint table
in memory to ensure that only one copy is stored each time.
Because CDC distinguishes breakpoints according to set con-
ditions, there is no problem of location offset. However, both
CDC and FSC delete duplicate data by identifying duplicate
data blocks.

CDC was originally used to reduce network traffic when
transferring files. Spring et al. [29] designed the first block
algorithm using Border’s method [6]. It is designed to iden-
tify redundant network traffic. Muthitacharoen et al [20].
proposed a file system based on CDC, called LBFS, which
enriches the CDC blocking method to reduce and elimi-
nate duplicate data in low bandwidth network file systems.
You et al. [34] used the CDC algorithm to reduce data
redundancy in the archive storage system. Because Rabin

fingerprint in CDC algorithm consumes a lot of time in cal-
culation, people propose many methods to replace Rabin to
speed up CDC [1], [32], [37]. The encryption function (such
as Rabin) required in the fingerprint identification process
can speed up the fingerprint identification through the parallel
strategy [31]. And the deformed version of AE [36].

In addition, RapidCDC [21] uses data locality to record the
location of each data block, in this way to reduce the amount
of calculation for the next duplicate data block. SSCDC [22]
proposes a two-phase simultaneous blocking operation based
on content definition, but its solution will not affect the de
duplication rate. In TTTD algorithm [9], In addition, we have
studied the problem of reducing the size difference of data
blocks in the CDC algorithm and made a series of improve-
ments. TAPER [12] and REBL [14] show us the effect of
combining CDC with delta encoding [25], which can be used
for directory synchronization. However, the protocols used
in these two schemes are the same. They are both multi-layer
protocols. CDC and delta coding are used for multi-level and
multi-level redundant data detection. However, it has been
proved that the combination of similarity detection [6], [17]
and delta coding [8] can only exist as a more radical compres-
sionmethod.Moreover, it is very difficult to find files [4] with
similar content or similar content. In [18] and [33], the results
of comparisonwith delta encoding and blocking are provided.
In another field, namely the field of Internet traffic analysis,
people have discussed the concept of how to identify identity
in the crowd at high frequency. Manku et al. [19] deduced a
new algorithm to find frequent data items in computer data
streams.

However, their work ignored an important point and did not
consider that there would be a specific frequency distribution
in the counting items. Someone put forward the idea of using
parallel flow filter to identify high-base Internet hosts among
existing hosts in [7]. Others have designed a special filter
in [5] to identify data blocks that occur frequently and obtain
estimates of the frequency of the data blocks, and he uses
a special parallel bloom filter. It is well known that Bloom
filters are used in [38] and [13] to store observed high fre-
quency data blocks. And they only use one bloomfilter, which
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is why they can only see if a duplicate occurs quickly [10],
like block-level duplicate data deletion, consumes a lot of
metadata overhead. Kruus et al. [13] proposed an idea that
a two-stage blocking technique can be used to regroup large,
transitional and non-repetitive CDC blocks into smaller ones
in the presence of block knowledge. They can significantly
reduce the number of blocks while maintaining the same
repeat elimination rate as the standard CDC algorithm is
their key contribution. Extreme binning [3] uses a represen-
tative hash value to identify file-level content similarity and
demonstrates that it can perform nearly as well as the original
CDC on data sets with no locality between subsequent files.
A sparse indexing method is presented in another recent
work [15] to find similar large parts inside a stream.

However, with the vigorous development of all walks of
life in recent years, the application of data deduplication
technology has become more extensive. One of the most
striking is the data deduplication technology in cloud stor-
age [16]. But there are also more security issues in the
cloud, with PraJapanese et al. [26] surprising statements
about security issues in duplicate data deletion technology.
Even Yuan et al. [35] proposed block chain-based duplicate
data deletion technology in the popular domain block chains.
As well as challenges posed by Azad et al. [2] about network
edge problems, PG et al. [24] proposed solutions.

IV. DOUBLE SLIDING WINDOWS
The construction of section IV is as follows: In the
sectionIV-A, We will introduce the core ideas and design
concepts of DSW in detail. In the sectionIV-B, wewill deduce
the origin of our proposed deduplication ratio, and in the
sectionIV-C, we will introduce how our prediction algorithm
is implemented and completed.

A. DOUBLE SLIDING WINDOWS
In this section, we will introduce the idea of the DSW algo-
rithm step by step and analyze the algorithm is performance.

1) THE CONVENIENCE OF DOUBLE SLIDING WINDOW
DSW is an improved algorithm based on CDC technology.
It aims to improve based on CDC. Compared with CDC,
DSW increases the controllable threshold. The performance
of the CDC can be judged from three aspects: response time,
number of blocks, and re-deletion efficiency. These three
points are mutually exclusive; the three essential standards
cannot be improved simultaneously. For example, the more
blocks cut, the smaller the data blocks, and the higher the
re-deletion rate. However, the corresponding processing time
is also longer. Because of the addition of data blocks, the
hash table in the memory will also store more data blocks
to increase the burden on the memory. On the contrary,
if the number of blocks is smaller, the larger the data blocks,
the lower the re-deletion rate. However, a shorter response
time will not bring more memory burden. Therefore, DSW
chooses to control the number of blocks. Because the window

size in DSW is a variable, it can bring different re-deletion
efficiency according to different environments. The three
criteria are weighed by limiting the window size in different
environments to make it more reasonable.

2) SEGMENTATION TECHNOLOGY BASED ON DOUBLE
SLIDING WINDOW
a: DESIGN OF DSW
The algorithm principle of DSW is based on double sliding
windows. The algorithm steps are shown in Figure 2. Place
two sliding windows (W1,W2) of the same size at the starting
position of the data stream, and the interval length between
W1 and W2 is L. While sliding forward continuously, calcu-
late the hash values H (w1) and H (w2) in the two windows,
and assign the value of H (w2) in the initial position to t.
Because of the anti-collision function of the hash function,
the same hash value can be output only when the same data
is input. When the Rabin value meets the residue condition,
it is determined as a breakpoint and the segmentation is
completed. At the same time, because of the uniqueness of
the hash value, when H (w1) = t , that is, when the red covers
the initial blue position, the condition is met and the chunk
is generated. At this time, the data’s greatest value block is
limited so that the data block is not greater than [0, 2W + L].
DSW can judge breakpoints in the following two ways:
I When the value of the data in window w1 calculated by

Rabin meets the conditions, the blocking conditions are met
and the blocking is completed. So we can get the minimum
value of the data block.

II WhenH (w1) = t is Yes, that is, when the red reaches the
initial blue position, it is judged as the tangent point. At this
time, we can get the maximum value of the data block. The
original intention of DSW is to solve the maximum threshold
problem. The data block it cuts can be kept in a stable interval,
which can be adjusted. Since the data blocks cut by DSW
are always between [1, 3w + 2L], the size of interval L can
be manually manipulated to indirectly adjust the maximum
threshold. It can be seen from Figure 3 that there are two
criteria in DSW. Condition 1 is used to satisfy content-based
segmentation, and condition 2 is used to limit the maximum
data block. In other cases, the data blocks will be limited to
this range, and breakpoints will be determined within this
range. The pseudo-code of the algorithm is shown in the
following table.

After the breakpoint is determined, the starting point will
be reinitialized, and the process will be repeated until the last
breakpoint of the data flow is found. Next, we will discuss
the implementation of the DWS algorithm based on double
sliding windows. Description of DSW algorithm: The main
idea of the DSW algorithm is to divide data blocks based on
improving the sliding window. The input to the algorithm is
the entire string. Three values, window size, block counter,
and window interval, are defined in the initial phase of the
algorithm. Step 1 manually outputs the window size and
window interval to make the final data block size appropriate.
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Algorithm 1 Double Sliding Window (DSW)
Input: input data string, Str;Window size, W;
Output: Chunk break point;
1: w=scanf(‘‘d’’a);
2: int t;
3: int *k=0;
4: int *i=w;
5: int *j=2w;
6: int p=0;
7: for (,j.data!==0,i++ j++ k++) do
8: t=hash(p+w,p+2w);
9: Ifhash(k,i)<hash(i,j)
10: p=j;
11: print(‘‘k,j’’);
12: continue;
13: Ifhash(k,i)==t
14: p=j;
15: print(‘‘k,j’’);
16: end for
17: print(‘‘p,j’’)

Steps 2-6 create various pointer record strings and record
the hash value of the initial position W2. Step 7 enters the
loop to keep the window moving forward. Step 8 The hash
value of the initial position should be recorded in advance to
prevent data disorder caused by the window moving forward.
Step 9-14 is the judgment condition 1 to limit the minimum
data block. Steps 17-22 are judgment condition 2 to limit the
maximum data block. The time complexity of DSW is O (n).

b: WORKFLOW
The starting points of the data stream shown in Figure 4 are A
andB, respectively, and the window slides fromA to B, where
K-I and N-J are the exact sizes. Because the window keeps
moving forward and judges the condition, a breakpoint will
be generated if it meets the condition. If condition 1 is met,
a breakpoint will be generated at J, and the P pointer will point
to J. Then, continue to repeat the above steps. Only when the
KI window slides to the initial position of the NJ window
can condition 2 be triggered, and the cutting is completed;
that is, a breakpoint is generated, and then it continues to
repeat until it reaches B and stops and outputs the remaining
uncut parts. DSW can limit the size of data blocks precisely
because of Condition 2, which will generate more data blocks
and increase the proportion of data deduplication. This also
increases two of the three criteria: the number of cuts and
the re-deletion ratio. This is precisely how DSW keeps the
size threshold of data blocks within a range to fill in the
deficiencies in BSW.

c: ALGORITHM ATTRIBUTE
Next, we will introduce the algorithm attributes of DSW.
We will explain in three parts: content based, block size
difference and dynamic data block size.

Content-based: Since DSW is an improved algorithm
based on BSW, it is also a content-based chunking algorithm.
The breakpoint is also determined by taking the remainder
of the value calculated by Rabin. By using the content-based
algorithm to determine the breakpoint, the content of the data
block can have more of the same characteristics so that the
proportion of data deduplication can be better increased. Thus
better results can be achieved in actual use.

Block size difference: BSW judges breakpoints based on
the remainder of the hash value in the window, so it cannot
limit the size difference of data blocks. As a result, the data
blocks need to be more extensive and occupy much mem-
ory. TTTD solves the problem of data block size well, but
because TTTD introduces an alternate divisor, it increases
the overhead. In order to solve this problem, our team used
double sliding windows to limit the size of the data block to
[0, 2W+L] by using two equal windows. The size L between
windows can be adjusted according to different requirements,
and then the size range of data blocks can be adjusted.

Dynamic data block size: As previously described, DSW
fixes the data block size between [0, 2w + L]. Because the
size L between windows can be manually changed, DSW
can dynamically select the size of the data block, and can
select different L according to multiple experiments to obtain
a better deduplication ratio. This is also a more advanced
point compared with DSW and TTTD. It is well known that
the smaller the average data block, the more significant the
proportion of data deduplication will be and the more time
consumed. On the contrary, the smaller the proportion of data
deduplication, the less time will be consumed. Therefore,
we can dynamically select the appropriate data block size
according to different scenarios of the algorithm to achieve
better results. For example, the online data deduplication
system seeks to be more convenient and faster, so we can
dynamically select a more significant interval L to obtain
faster speed. On the contrary, there is more offline time for
re-deletion in an offline data deduplication system, so we
can choose a smaller interval L to achieve a higher data
deduplication ratio.

B. CALCULATION OF DEDUPLICATION RATIO
In this section, we will derive the specific calculation method
of the deduplication ratio and compression ratio we proposed.

First, let’s clarify the meaning of several characters:
A is the actual size of the file.
|A|c is the sum of the sizes of all data blocks generated after

the algorithm re deletion of file A.
|A|ME is metadata overhead. The calculation method of

|A|ME is:

|A|ME = |A|HT + |A|HC (1)

where, |A|HT is the metadata cost of the hash table, and |A|HC
is the metadata cost of the hash chain. The re deletion ratio
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FIGURE 2. Chunking technique based on double sliding window is a specific case when condition 1 is satisfied.

FIGURE 3. Chunking technique based on double sliding window is a specific case when condition 2 is satisfied.

RD is calculated as follows:

RD(A) =
1 − (|A|C + |A|ME )

|A|
(2)

The relationship between the re deletion ratio RD and the
compression ratio RC is:

RC =
1

1 − RD
(3)

Since 0 ≤ RD ≤ 1 will increase with the increase of RD.
It can be concluded that RD and RC are equivalent indicators.

Next, we will expand the formula in more detail. First,
let’s assume a situation: when file A has been added, deleted,
modified and checked in the computer, there are many copies
of file A, and when we continue to re delete A, we must
consider more carefully.

Let A = X1, A′
= XK , and A’ is obtained after K times

of addition, deletion, modification and query. At this time,

we get the theoretical value of |A′
|C as:

|A′
|c =

k−1∑
i=1

Neo(xi, xi+1) (4)

where, Xi+1 is arrived by Xi after I operations of addition,
deletion, modification and query. In addition, Neo(Xi,Xi+1)
represents a set that removes the prefix (ListIsoP()) and suf-
fix (ListIsoS()) of the same string as Xi+1.Neo(Xi,Xi+1) is
expressed as:

Neo(Xi,Xi+1) = |Xi+1| − (|ListIsoP(Xi,Xi+1)|

+ |ListIsoS(Xi,Xi+1)|) (5)

Before that, we first define Sur(XI , p), which represents
the remaining part of Xi after P is removed:

Sur(Xi, p) = Xi − P (6)
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FIGURE 4. Detailed Workflow of Chunking Technology Based on Double Sliding Window.

ListIsoP(Xi,Xi+1) is represented as the longest prefix part of
Xi and Xi+1. ListIsoS(Xi,Xi+1) is the longest suffix part of
Sur(Xi,ListIsoP(Xi,Xi+1)) and Sur(Xi+1,ListIsoP(Xi,Xi+1)).

Next, we will analyze the parsing process of |A′
|ME , Let’s

first set y = {y1, y2, y3 . . . yn}, Let’s say that the function
AVG (y) is expressed as the average of the set y, that is,

AVG(y) =
y1 + y2 + y3 . . . .yn

n
(7)

Because |A|ME consists of |A|HT and |A|HC .
|A|HT equals:

|A′
|HT =

AVGHT
∑k−1

i=1 Neo(xi, xi+1)
AVG(Xi)

(8)

|A|HC equals:

|A′
|HC =

AVGHC |Xi|
AVG(Xi)

(9)

Substitute Formula (8) and (9) into Formula (1) to get:

|A′
|ME =

AVGHT
∑k−1

i=1 Neo(xi, xi+1) + AVGHC |Xi|
AVG(Xi)

(10)

Finally, we substitute Formula( 10) and Formula (4) into For-
mula (2) to obtain the theoretical re deletion ratio, as in (11),
shown at the bottom of the page.

From Formula (11), we can see that if we want to make RD
as large as possible, we can make the size of data blocks more
average to increase RD and reduce data block fluctuations as
much as possible, that is, reduce different copies of the same
file. If the data blocks are more average, the variance can be

reduced, and then the |A|HT and |H |HC stored in memory can
be reduced, thus increasing the re-deletion ratio.

C. USING MARKOV MODEL TO PREDICT
During the operation of ocean observation data, we found that
we need to consume more resources to delete redundant data
more frequently due to a large amount of data. Therefore, our
team introducedMarkov model prediction to identify the cut-
ting points of data flow more effectively. The characteristics
of Markov are precisely what we think. Our team first solved
how to convert the actual problem into data that can be applied
byMarkov prediction. Before wewant to know how to predict
Markov, we must first understand the Markov process, which
is a random process. The Markov process is an essential tech-
nique for examining the state space of discrete event dynamic
systems. Stochastic process theory provides its mathematical
foundation. This time, we will use the most straightforward
Markov process, the first-order Markov process. The system
state S (t+1) is the only state to which it is connected (t), not
to the previous state. The formula can be expressed as:

p(Xt+1|Xt , . . . ,X1) = p(Xt+1|Xt ) (12)

When we deal with the state problem, the first thing we
think of is to divide the size of the data block in the actual
problem into three states: large data block, medium data
block, and small data block. We mark them as L, M, and S.
Mark blocks smaller than 7000 as S, blocks more significant
than 7000 and more significant than 15000 as M, and blocks
larger than 15000 as L. At this point, we have solved the

RD(A′) ≈

1 − (
∑k−1

i=1 Neo(xi, xi+1) +
AVGHT

∑k−1
i=1 Neo(xi, xi+1) + AVGHC |Xi|

AVG(Xi)
)

|A|
(11)
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abstraction of practical problems. The result our team wants
is to input the status of the previous data block. The system
can give us the status of the following data block. If it is S,
the window will continue to move backward. If it is M, the
window will directly slide 7000 without calculating the hash
value in the window to save resources. If it is L, the window
will directly slide 15000 to save resources and response time.
Next is the actual operation of our team. The first step of
Markov prediction is to calculate the state transition proba-
bility matrix. If the Markov chain is in state j at time (t − 1)
and moves to state I at time t, the transition probability is
recorded as

pij = (Xt = i|Xt−1 = j), i = 1, 2, . . . ; j = 1, 2, . . . (13)

among pij ≥ 0,
∑

i pij = 1 The state transition probability
matrix is composed of state transition probability:

P =


p11 p12 p13 · · ·

p21 p22 p23 · · ·

p31 p32 p33 · · ·

· · · · · · · · · · · ·

 (14)

Consider Markov chain X = {X0,X1,X2, . . . ,Xt , . . .} The
probability distribution at time t is called the state distribution
at time t, which is recorded as

5(t) =

 π1(t)
π2(t)

...

 (15)

among,

πi(t) = P(Xt = i), i = 1, 2, 3, . . . (16)

The initial distribution vector 5(0) typically only has one
component that is 1, with the remaining components being
zero, suggesting that the Markov chain begins from a partic-
ular state. The state distribution at the time (t − 1) and the
transition probability distribution can be used to calculate the
state distribution of Markov chain X at time t.

π (t) = Pπ (t − 1) (17)

Recursive:

π (t) = Ptπ (0) (18)

Pt here is called the t-step transition probability matrix,

Ptij = P(Xt = i|X0 = j) (19)

The pseudocode of this method is shown below:

V. EXPERIMENTAL RESULTS AND DISCUSSION
Next, we will introduce our experimental environment and
data set sources and compare FSC, BSW, and DSW regard-
ing the total number of blocks, data block distribution, and
deduplication ratio.

Algorithm 2 Markov Prediction
Input: Previous chunking type;
Output: Next chunking type;

1:

data=[‘‘S’’,‘‘M’’,‘‘L’’,‘‘S’’,‘‘M’’,
‘‘S’’,‘‘M’’,‘‘L’’,‘‘M’’,‘‘S’’,‘‘M’’,‘‘L’’,‘‘S’’,
‘‘M’’,‘‘S’’,‘‘M’’,‘‘S’’,‘‘M’’,‘‘L’’,‘‘S’’,‘‘S’’,‘‘S’’,‘‘S’’]

2: Sdata=[]
3: for i in range(len(data)-1) do
4: if data[i] = ‘‘S’’ → Sdata.append(data[i+ 1])
5: end for
6: Similarly, Mdata=[] and Ldata=[] can be obtained
7: SS=0,SM=0,SL=0
8: for i in range(len(Sdata)) do
9: if Sdata[i] = S → SS = SS + 1
10: if Sdata[i] = M → SM = SM + 1
11: if Sdata[i] = L → SL = SL + 1
12: end for
13: P11=SS/len(Sdata),P12=SM/len(Sdata)
14: P13=SL/len(Sdata)
15: In the same way, we can get p21, p22, p23, p31, p32, p33
16: P=[[p11,p12,p13],[p21,p22,p23],[p31,p32,p33]]
17: paifirst=[]
18: for i in range() do
19: pai=pai.dot(P)
20: a=list(pai).index(max(list(pai)))
21: if a=0 return S
22: if a=1 return M
23: if a=2 return L
24: end for

TABLE 1. Specific operating environment of the experiment.

TABLE 2. Details of all data sets used in this experiment.

A. EXPERIMENTAL ENVIRONMENT AND DATA
SET SOURCE
The computers used in this experiment are shown in the table
below:

And the data set used in this experiment is shown as fol-
lows. The data sets 1-4 used in this paper are all from publicly
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FIGURE 5. Total number of data blocks identified by each deduplication
system.

generated marine ship trajectory data, which are a set of time
series data sets generated by time changes, while the data set
5-8 is a data set generated by public daily network life. The
more important reason for listing different types of data sets
is to observe whether DSW is more suitable for deleting data
generated by time series.

B. TOTAL CHUNK COUNT
It can be seen from the information in the figure that DSW
can always identify more data blocks than BSW, regardless
of the time series data set facing the track of ocean ships or
the messy data set in daily life, and since FSC always divides
more data blocks according to the fixed length than the other
two. Among them, DSW can recognize 14.9%, 14.6%, 14.8%
and 14.4% more than BSW when facing the time series data
set of ocean ship track.

C. MAX/MIN CHUNK SIZE AND CHUNKING
DISTRIBUTION
Next, we will discuss the size of data blocks. From Figure 6,
we can see the difference between DSW and BSW. The
size of data blocks in DSW is all concentrated in the range
of 1.5 IQR, and there are no outliers. However, there are
too many outliers in BSW. Thanks to limiting the size of
data blocks in DSW, data blocks are concentrated in one
area, as shown in the figure. On the other hand, BSW must
allow the size of data blocks, which makes it impossible to
centralize a large amount of data, and the final results also
show that there are a large number of outliers.

In addition, we can view the distribution of data block size
from another angle. As shown in Figure 7, we selected eight
different results for comparison, including the combination of
DSW andGD1, GD2, OD1, and OD2, and the combination of
BSWandGD1,GD2,OD1, andOD2. Two classifications and
eight groups of data can be viewed. From the figure, we can
see that the combination of DSW decreases with the increase

FIGURE 6. Performance of common data and ocean observation data in
different systems.

FIGURE 7. Distribution of common data and ocean observation data in
different systems.

of the data block size due to the size of the data block being
limited by DSW. On the contrary, the BSW decreases with
the increase in the data block size.

D. DEDUPLICATION RATIO
Next, we will compare the re-deletion ratio of DSW and
BSW. Figure 8 shows that DSW performs better than BSW
in the face of ocean data. Regarding common data, DSW and
BSW have advantages and disadvantages. This is because
most of the ocean data are time series data, and it is advanta-
geous to limit the size of data blocks when facing time series
data. As shown in Figure 9, we compared TTTD and DSW
in various datasets and found that DSW was slightly stronger
than TTTD when faced with public datasets. However, this
does not represent the advantages or disadvantages of the
two algorithms, as TTTD requires setting spare divisors and
thresholds, which will result in different results when faced
with different spare divisors and thresholds. When facing
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FIGURE 8. The improvement of DSW over BSW under different data types.

FIGURE 9. The improvement of DSW over TTTD under different data types.

TABLE 3. Accuracy of Markov prediction and proportion of saved
resources under ocean observation data.

ocean observation data, the two algorithms each have dif-
ferent performances, and for the same reason, this does not
represent the final result of TTTD.

E. MARKOV PREDICTION CONCLUSION
This section will describe the results of adding Markov pre-
diction to the data deduplication system. First, we take a
part of the known data set that has yet to be applied in
other experiments as input to train the probability matrix of
the Markov model. Our team will evaluate the accuracy of

the model, the impact on the re-deletion rate, and the most
critical saving steps. As shown in the following table, we can
conclude that the data deduplication system, after adding the
Markov model, can reduce the resource waste by 1.9% on
average.

VI. CONCLUSIONS AND FUTURE PROSPECTS
We propose a new method to calculate the deduplication
ratio. We find that BSW does not perform well in the face
of ocean data, so we introduce a new algorithm, DSW, which
performs much better in the face of ocean data than existing
algorithms, and has an absolute size limit on the block size.
This algorithm can improve the performance of applications
that use content-based blocking. In future work, we will be
committed to solving the optimization operation of DSW in
the face of ordinary data so that it can play an outstanding
role in various scenarios.
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