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ABSTRACT Alzheimer’s disease is a growing concern, and neuroimaging techniques such as Magnetic
Resonance Imaging (MRI) and Positron Emission Tomography (PET) scans are widely used to classify
AD patients. While MRI captures structural information and measures brain atrophy, PET shows functional
changes associated with neurological disorders, and both modalities have been proven to be AD biomarkers.
However, combining MRI and PET in the same test without considering their inherent structural differences
can result in a loss of important information. To address this issue, this paper proposes a novel machine
learning framework for combining MRI and PET modalities and a new set of interactions known as Same-
Subject-Modalities-Interactions (SSMI) to extract complementary information and new insights. The SSMI
relation is derived from MRI and PET and subjected to PCA to construct the SSMI set, which is then
concatenated with the other sets. The best set of features is selected and used for classification using
Ridg-Classifier. Freesurfer is used to extract measures from 183 ADNI subjects (69 in the AD group
and 114 in the CN group), and different classifiers are performed with train-test-split, cross-validation,
and validation-set from ADNI-2/GO. The results showed high accuracy, precision, specificity, recall,
F1-score, and AUC, with values of 98.94%, 98.27%, 97.10%, 100%, 99.13 and 98.55%, respectively,
from ADNI and 98.75%, 98.48%, 93.75%, 100.0%, 99.23%, 96.80% from ADNI2/Go. These results
are higher than those achieved by single-modality classification tasks and state-of-the-art approaches.
Furthermore, the regions selected by Ridge Classifier are shown to be highly related to Alzheimer’s disease
biomarkers.

INDEX TERMS Multimodality, MRI, PET, fusion, machine learning, feature selection.

I. INTRODUCTION
Researchers are endeavouring to decelerate the symptoms
of Alzheimer’s disease (AD), provide a cure to patients,
and prevent the onset of the disease. Additionally, they aim
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to decrease the cost of goods and services required for
treating, caring for, and diagnosing patients. Neuroimag-
ing data has been a valuable resource for researchers to
achieve these goals. Due to the essential information, it pro-
vides about the brain, these techniques have shifted from
being minor components to central components of AD
diagnostics [1].
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Magnetic Resonance Imaging (MRI) and Positron
Emission Tomography (PET) are commonly used in AD
investigations for their structural and functional information.
While MRI provides structural information and measures
brain atrophy, PET shows metabolic quantity and neurotrans-
mitter activity, which indicates functional changes associated
with AD [2]. Therefore, both MRI and PET are considered as
strongly related to AD biomarkers based on the characteris-
tics they display in scan sessions.

However, despite the remarkable accuracy of using a single
data type as input for machine learning (ML) models in
the AD classification task, they fail to deal with complex
data, extract new insights, or discover knowledge. Addition-
ally, physicians typically search for atrophy associated with
AD using specific locations known as ‘‘regions of interest,’’
which prevents the information from being utilized outside
these regions. Furthermore, a complex phenomenon like dis-
ease, characterized by its rich nature, is rarely understood by
a single modality alone [3]. In the prognosis process, physi-
cians use various modalities to pinpoint the disease, such
as questions in the initial interrogation to determine disease
symptoms; in some cases, imaging scanners are required to
confirm the diagnosis, which means that an accurate diagno-
sis requires various modalities to draw a holistic picture of
the disease. The different modalities can be seen as puzzle
pieces; by combining a global view and disease patterns,
an overall picture can be established. Multimodality fusion
combines different neuroimaging techniques to improve
prognosis accuracy and gain new insights [4].

The fusion process is divided into three stages based on
the fusion stage. Early fusion consists of concatenating the
features of multiple modalities into a single vector or matrix.
Therefore, complementary information is extracted, but het-
erogeneous information is destroyed since the features will be
treated equally in the preprocessing step. The intermediate
stage involves extracting and selecting features from each
modality separately, then combining them. Thus, heterogene-
ity’s nature is preserved, but the interactions between modal-
ities that extract complementary information from modalities
remain unexploited. The late stage entails constructing an
intermediate model from each modality and fusing them to
build the final model [5].

In recent decades, several studies [6], [7], [8], [9], and [10]
used various modalities, including MRI, PET, Cerebrospinal
Fluid (CSF), Computed Tomography Angiography (CTA),
and Single-photon Emission Computerized Tomography
(SPECT) to improve the model’s accuracy, discover new
knowledge, identify biomarkers, understand disease mech-
anisms, and establish a global and generic pattern for the
disease. New searches demonstrate that combining MRI with
other modalities like PET, demographic data, and cogni-
tive scores can enhance the model’s accuracy and reduce
noise. On the other hand, the developed framework will
suit real-world medical applications [11]. Furthermore, when
local structure information is fully utilized and interac-
tions across multiple modalities are taken into account, the

classification’s accuracy significantly improves [12]. Despite
the benefits of multimodality fusion, various challenges and
problems revolve mainly around data quality and the fusion
process. The neuroimaging data are heterogeneous, complex,
large in size, noisy, and high-dimensional, requiring sophis-
ticated and developed techniques to handle these problems.
AI and its techniques, namely ML and deep learning (DL),
provide a paradigm shift to multimodality fusion powered
by data availability and analytics techniques. ML techniques
have demonstrated their robustness in dealing with data qual-
ity issues [13], [14]. In general, the state-of-the-art assesses
the quality of proposed fusion approaches solely on the
basis of model accuracy. One modality has already achieved
high accuracy [15], [16]. However, the primary purpose of
data fusion is to gain new knowledge, like discovering the
gene potential related to AD. This goal is only possible
by entirely using structure information across modalities,
as proved in [17]. Interactions are also guaranteed, including
inter- and intramodal relations as well as correlations between
subjects of the same modality. This paper presents a novel
fusion method based on three criteria: inter-relations, intra-
relations, and same-subject-modalities-interactions. Addi-
tionally, to select and fuse features extracted from MRI
and PET modalities to classify AD patients from the ADNI
dataset. This paper is organized as follows: Section II focuses
on background information. Section III contains materials
and details the methodology. Section IV presents experimen-
tal results. Section V goes over the results and discusses the
limitations. Section VII provides the final remarks and future
works.

II. RELATED WORKS
Multimodality data fusion with ML techniques has been
extensively studied in the research community. Several meth-
ods for combining different modalities at various stages have
been proposed. Depending on the objectives of the analysis,
ML techniques can be applied at any stage of the fusion
process. The most straightforward approach is early fusion,
which merges normalized features from different modalities
into a single pool for classification. Early fusion methods
such as SVM-based kernels, stepwise logistic regression
analysis, and Gaussian processes have been used to model
the interactions between the modalities and extract comple-
mentary information. However, early fusion has limitations in
dealing with heterogeneous data, as it tends to prioritize one
modality with a large number of features while discarding the
information from other modalities.

Intermediate fusion is a different strategy that selects
features independently for each modality, constructs a
kernel-based matrix for each modality, and then combines
them into a fusedmatrix. Similarity matrices can also be com-
puted using Random Forest and used in the fusion process.
However, these techniques can be sensitive to the weighting
of different modalities, and assigning weights without careful
consideration can lead to suboptimal performance.
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Late fusion, on the other hand, treats each modality sepa-
rately and disregards both inter and intra-modal interactions.
Late fusion techniques cannot capture complementary infor-
mation between modalities and are generally less effective
than early or intermediate fusion methods.

This section provides a comprehensive review of various
ML techniques for multimodal data fusion and highlights
their advantages and disadvantages.

A. EARLY FUSION
For this task, the Logistic Regression Analysis (LRA),
Support Vector Machine Classifier (SVM), and Gaussian
Process (GP) are used. Several approaches have been pro-
posed to fuse multimodality data for AD diagnosis at early
stage. One approach by [18] concatenated features fromMRI,
fluorodeoxyglucose-PET (PET-FDG), and Cerebrospinal
fluid (CSF) directly into a vector using multi-stepwise LRA,
but did not exploit intra-relations or structure information.
Another study by [19] used SVM to fuse VIO information
from FDG-PET and MRI, without feature selection or com-
plementary information extraction. Reference [20] selected
features using ANOVA test and Principal component analysis
(PCA), respectively, and evaluated performance using Gaus-
sian classifier. However, both approaches combined features
into a single pool, affectingmodality heterogeneity and ignor-
ing intra-relations.

B. INTERMEDIATE FUSION
Numerous previous studies applied Multiple kernel learn-
ing (MKL) to fuse selected features. MKL is also used to
compute each modality’s weight/coefficient and embed the
fused weights into an SVM or another classifier. Random
Forest (RF) is also used to compute similarity matrices to
construct a unified matrix. GP, multi-view, and multi-task
learning are applied in the fusion process. MKL is also used
to compute each modality’s similarity matrix or weight and
embed the fused matrices/weights into an SVM or another
classifier. RF is also used to computeMKL-SVM as amethod
for computing similarity matrix. Reference [21] suggested a
framework for classifying AD using three imaging modali-
ties: MRI, PET, and CSF, by computing a separate similarity
matrix for each modality and then fusing them to construct
a final matrix that can be integrated into the SVM classi-
fier. However, combining the matrices without considering
the heterogeneous nature of features may destroy them, and
inter-relations are overlooked. To overcome this limitation,
the study presented by [22] addressed AD vs. mild cogni-
tive impairment tasks using the Gaussian process’s multi-
modality fusion, which automatically learns each modality
parameter, resulting in a balanced accuracy of 74%. Further-
more, [23] proposed a multi-task multimodal framework for
AD classification by considering each modality as a separate
task and using multi-task learning feature selection to select
relevant features from each modality, which is then fused
by a multimodal-based SVM classifier. The study in [24],

addressed the need for an inter-modality relationship using
multi-task learning by treating feature selection from each
modality as a separate task and imposing an l2,1-norm as
a sparse constraint to preserve the inter-modality relations.
Reference [25] proposed a fusion framework based on multi-
task learning, where different learning tasks imposed a group
sparsity regularizer to jointly select a subset of relevant
features from various modalities. The study in [17], pro-
posed a method for feature selection that fully uses structure
information by computing each modality’s similarity using
RF, selecting features by constructing the objective function
based on two regularization terms: group sparse and sam-
ple similarity constraint, and using MKL-SVM to fuse the
selected features.

C. LATE FUSION
Late fusion or decision fusion involves training a classi-
fication model independently for each feature set/modality
and fusing the different outcomes (classifier scores) into a
final model. The standard method for combining different
classifiers in late fusion is to compute a weighted total
of the intermediate classifiers. Reference [26] proposed a
sparse representation (SR) framework to classify AD patients
using pre-selected features and constructing an intermediate
classifier for each modality. A final model was constructed
based on the mean residuals of the intermediate classifiers.
Reference [27] used the same classifier, SRC, extended to
weighted SRC, to fuse three modalities, selecting relevant
features using the t-test method and assuming weights via
greedy search. The issue of losing information characteristics
during weight selection was addressed. Reference [28] fused
kernel and Dartel using Simple MKL process and applied
kernel ridge regression to predict subjects’ age, diagnosis, and
psychological scores. The kernel combination raised similar
issues as [27]’s method.

D. DISCUSSION OF THE STATE-OF-THE-ART
Multimodal fusion usingML techniques has been extensively
studied in previous research. However, while many studies
have focused on exploiting inter-relations in intermediate
fusion or leveraging complementary information in early
fusion, the literature has largely overlooked the importance
of examining the interactions between the same features of
the same subject across different modalities. This limitation
raises concerns about the validity of fusion results, as ignor-
ing this relation may lead to the loss of crucial information
and hinder accurate classification. Therefore, a robust multi-
modal fusion process should meet several criteria.

In addition to the established criteria for a robust multi-
modal fusion process, it is essential to assess the potential
advantages and disadvantages of each technique with respect
to computational complexity, interpretability, and generaliz-
ability. While they merge features from several modalities
into a single feature vector, early fusion techniques are typ-
ically less computationally demanding. Unfortunately, this
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might lead to information loss due to modality heterogeneity,
and the resulting feature vector may be hard to interpret.
On the other hand, late fusion techniques tend to have a
larger computational complexity because they need training
a distinct model for each modality and then integrating the
outputs. The separate models can be examined to determine
the contribution of each modality to the final choice, allowing
for more interpretability.

Depending on the specific methodology, intermediate
fusion methods can find a balance between computational
complexity and interpretability. For instance, approaches that
generate similarity matrices for each modality, may have
high computational complexity, whereas alternatives that use
multi-task learning for feature selection may be more inter-
pretable.

Regarding generalizability, each approach has its own
advantages and disadvantages. Initial fusion strategies may
struggle with modality heterogeneity and may not generalize
well to fresh datasets including multiple modalities. On the
other hand, late fusion techniques may be more resilient to
modality heterogeneity and easier to apply to new datasets.
However, the performance of each method will depend on the
dataset and application in question.

Based on prior work, we propose that a robust multimodal
fusion process should meet the following criteria:

• Complementary information from modalities should be
exploited by ensuring inter-relations between modali-
ties.

• Structure information across modalities should be pre-
served by maintaining the heterogeneous nature of the
data.

• Information from the samemodality should be exploited
through intra-relations.

In this paper, we present a novel framework for multi-
modal MRI and PET fusion that addresses important cri-
teria that have been overlooked in previous studies. Our
proposed approach considers the inter and intra-modality
interactions between PET and MRI to extract complemen-
tary information for AD classification while preserving the
local structure information inherent in each modality. Addi-
tionally, we introduce a new relation, the Same-Subject-
Modalities-Interactions (SSMI), to generate a new set of data
that enriches the training set and improves learning accu-
racy. To fully leverage the potential of the SSMI interaction,
we propose a process based on Principal Component Analysis
(PCA) to extract the most competent features that capture the
maximum amount of variation in a given region based on the
values captured by MRI and PET. Finally, we apply feature
selection on the fused set to minimize the computational cost
of the framework and extract relevant biomarkers.

Preprocessing of PET and MRI images is a crucial step in
multimodality fusion for disease diagnosis and monitoring.
PET images are registered to their corresponding MRI to
enable segmentation of specific regions. This segmentation
allows for the extraction ofmeaningful features that aid in dis-
ease classification. The alignment of PETwith the anatomical

information provided by MRI enables the identification of
specific regions of interest. In addition to intra/inter-modality
fusion, the SSMI interaction is important to consider. SSMI
investigates how the same region of the same subject is cap-
tured by two different techniques and how these techniques
can interact with each other. Investigating this interaction can
provide complementary and pertinent information that may
improve the accuracy of disease classification. To address
this, our approach involves:

• Process and normalize each modality independently
using Freesurfer to preserve the heterogeneous structure
of each data source.

• Construct a new set based on the relations between
different modalities for the same region and subject.

• Fuse each set in order to improve the learning perfor-
mance.

• Perform RidgeClassifier (RC) for feature selection task
to eliminate the variables with zero effect on the predic-
tion and ensure inter-relations between modalities.

• Train multiple classifiers to achieve the best accuracy in
the classification task.

III. MATERIALS AND METHODS
Data preparation, multimodality fusion, and classification are
detailed in the following subsections.

A. DATA PREPARATION
Data preparation includes data description, MRI/PET prepro-
cessing, and feature extraction.

1) DATASET DESCRIPTION
Data used in the preparation of this article were obtained from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database (adni.loni.usc.edu). As such, the investigators within
the ADNI contributed to the design and implementation of
ADNI and/or provided data but did not participate in anal-
ysis or writing of this report. A complete listing of ADNI
investigators can be found at: http://adni.loni.usc.edu/wp-
content/uploads/how_to_apply/ ADNI_Acknowledgement_
List.pdf. The ADNI was launched in 2003 as a public-private
partnership led by Principal Investigator Michael W. Weiner,
MD. The primary goal of (ADNI) has been to test whether
serial magnetic resonance imaging (MRI), positron emission
tomography (PET), other biological markers, and clinical and
neuropsychological assessment can be combined to measure
the progression ofmild cognitive impairment (MCI) and early
AD. In this study, two imaging modalities, MRI and PET, are
fused to conduct the classification task. A total of 366 par-
ticipants were classified into the classes of MRI and PET. All
the participants have both MRI and FDG-PET/ scans. Table 1
displays the considered subjects’ demographic information.

2) MRI/PET ACQUISITION
We obtained 184 3D T1-weighted MRI scans in NiFTI
format from the ADNI screening and baseline visits.
These scans were acquired using a 3D sagittal volumetric
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TABLE 1. Demographic information of the subjects considered.

magnetization prepared rapid gradient echo (MP-RAGE)
sequence and were already reviewed for quality. To cor-
rect for spatial distortion caused by gradient non-linearity
and B1 field inhomogeneity, the scans underwent an auto-
matic correction process followed by the N3 histogram
peak-sharpening algorithm to reduce intensity and non-
uniformity. We also downloaded 183 PET scans captured
during the same period, which were acquired 30-60 minutes
after injection and underwent preprocessing steps includ-
ing co-registration, averaging, standardization, and resolution
uniformity. Further details on the acquisition and preprocess-
ing procedures are available on the ADNI website.

The data used in this study was obtained from the AD
Neuroimaging Initiative (ADNI) Screening and ADNI Base-
line. While the availability of data from this specific source
is limited due to the requirement of having both MRI and
PET scans for each patient, the advantage of using data
from these visits is that they capture the earliest stages of
cognitive decline and disease progression. By using data
from these early visits, researchers can better understand
the onset and progression of cognitive decline and AD
pathology. This may allow for the development of more
accurate diagnostic and prognostic models, which are crit-
ical in managing cognitive decline and improving patients
outcomes.

3) MRI PREPROCESSING AND FEATURE EXTRACTION
Under Linux, we utilized Freesurfer [29] version 7.1.1,
an open-source neuroimaging package, to preprocess and
extract features from MRI and PET scans. Freesurfer consol-
idates several processing steps into a single command (recon-
all) and is commonly used for skull-stripping, normalization,
subcortical and white matter segmentation, and cortical par-
cellation of T1-weighted standardMNI 305 spaceMRI scans.
Due to the time-consuming nature of the recon-all command,
we employed the parallel command to process multiple scans
simultaneously.

The recon-all command enables segmentation of the MRI
brain into various regions and provides statistical informa-
tion about each region. We utilized these statistics to create
features in four steps:

a: STEP1: SUBCORTICAL SEGMENTATION
we used the aseg.stats files generated by Freesurfer to extract
information on 45 subcortical brain regions. For each region,
we extracted three measures: Normalized Deviation Nor-
mDev, NormMean value NormMean, and the volume of
regions volume. We then concatenated the names of the
regions with their measures to create a feature for each region.

For example, the feature Left-Lateral-Ventricle-Volume rep-
resents the Left-Lateral-Ventricle region with the measure
of volume, and its value is the volume of the Left-Lateral-
Ventricle. In total, we extracted 135 features from this step
(45 regions with three measures).

b: STEP2: CORTICAL PARCELLATION
We extracted 68 cortical regions’ names (34 for the left
cortex and 34 for the right) along with eight measures from
lh.aparc.stats. These measures include the surface area Sur-
fArea, the volume of the gray matter GrayVol, the average
thickness of the cortex ThickAvg, the standard deviation of the
cortical thickness across the vertices within a specific region
ThickStd, the curvature of a surfaceMeanCurv, the Gaussian
curvature GausCurv, the folding index of the brain’s corti-
cal surface FoldInd, and the curvature of the cortex surface
CurvInd. Additionally, we extracted the white matter volume
WM of the cortex’s regions from wmparc.stats. The features
were created by concatenating the regions’ names with their
corresponding measures. In total, we extracted 612 features
(68 regions with nine measures).

c: STEP3: eTIV NORMALIZATION
The volumetric measures obtained from aseg.stats were nor-
malized using the values of eTIV (Estimated Total Intracra-
nial Volume) [20], [30]. eTIV refers to the total volume of
the cranial cavity, including the brain, cerebrospinal fluid,
and blood vessels. Neuroimaging techniques such as MRI
are commonly used to measure eTIV, which is important in
neuroimaging research because variations in head size can
affect the accuracy and consistency of brain structure and
function measurements. Normalizing volumetric measures
with eTIV accounts for individual differences in head size,
resulting in more accurate and reliable measurements of brain
structure and function. In AD research, eTIV is often used as
a covariate to control for differences in head size and brain
atrophy among individuals. Some studies suggest that eTIV
may be a useful predictor of AD risk and is associated with
cognitive performance [31].

d: STEP4: MRI FEATURES
The subcortical and cortical regions were concatenated to
construct the final MRI dataset for the upcoming experi-
ments, resulting in a total of 747(135 subcortical features and
612 cortical feature) features.

4) PET PREPROCESSING AND FEATURE EXTRACTION
As we used Freesurfer for MRI processing, we also utilized
it to process PET scans and extract the Standardized Uptake
Value (SUV) as the measure for feature extraction. SUV [32]
is a quantitative measure used in PET imaging to assess the
metabolic activity in tissues. It represents the concentration
of a radiopharmaceutical in a specific tissue relative to the
injected dose and the body weight of the individual being
imaged. This process involves four steps:

VOLUME 11, 2023 48719



B. Guelib et al.: SSMIs: A Novel Framework for MRI and PET Multi-Modality Fusion

a: STEP1: PET REGISTRATION
Registration is a critical step in PET processing to extract as
much information as possible from the low-resolution PET
scans and to provide the same segmentation as MRI. This
step is crucial to modeling new relationships between MRI
and PET regions, as explained in Section III-B3. The bbreg-
ister command in Freesurfer utilizes SPM as a registration
tool, providing reliable PET registration to T1-weighted MRI
scans. The registration step results in multiple files, and the
file with the lta extension is used for volume mapping.

b: STEP2: PET VOLUME MAPPING
The volumemapping step plays a crucial role in PET process-
ing by resampling the PET volume into the same field of view
as the MRI using various matrices (such as FreeSurfer, FSL,
SPM, andMNI). To achieve this, themri_vol2vol command is
applied using the SPM registration file, resulting in an output
image with an mgh extension. This mapped PET image will
be used in the subsequent segmentation step.

c: STEP3: PET SEGMENTATION
The PET segmentation step involves dividing the PET region
into 45 subcortical and 68 cortical regions, similar to the
MRI segmentation process. To achieve this, the mri_segstats
command was utilized with the aparc+aseg.mgz file, which
provided the same parcellation of MRI-PET as previously
established in [33] and implemented in [34]. The resulting
output from PET segmentation is a dat file, which includes
the mean intensity of each FreeSurfer region (ROI).

d: STEP4: SUV EXTRACTION AND PET SET CONSTRUCTION
The features of PET are its 113 regions (45 subcortical and
68 cortical) and their SUV value, which were obtained after
the PET segmentation step. The PET set is a csv file with
113 regions and their corresponding SUV values.

Figure 1 shows the complete pipeline of MRI and PET
Freesurfer processing.

B. MULTIMODALITY FUSION FRAMEWORK
The proposed framework consists of four steps:MRI and PET
preprocessing and feature extraction, multimodality fusion,
feature selection, and classification. The first step is explained
in Section III-A, and the proposed architecture of multi-
modality fusion is depicted in Figure 2.

Previous works on multimodality fusion did not con-
sider the inherent knowledge in each modality and ignored
the intra/inter interactions among and between modalities,
resulting in poor complementary information extraction.
However, the proposed framework aims to preserve the
nature structure of information in each modality and extract
complementary information between modalities by ensur-
ing intra/inter interactions. To achieve this, the framework
proposes four criteria: structure information, intra-relations,
SSMI, and inter-relations, which are detailed in the following
subsections.

1) STRUCTURE INFORMATION ACROSS DIFFERENT
MODALITIES
Local structure information refers to the distinctive charac-
teristics and topology of the data in each modality, as noted
by [17], [35], and [36]. In the context of fusing MRI and PET
scans, this refers to the anatomical information that can be
obtained from these modalities, including the shape, size, and
spatial location of different structures and regions within the
body. It is essential to preserve the initial heterogeneity of the
data as it contains valuable information that can improve the
accuracy and robustness of the analysis.

However, combining data from different sources in the
same pool may destroy this initial heterogeneity, which per-
tains to the inherent differences between the data from distinct
sources, such as variations in data modalities, acquisition
protocols, and patient populations. To preserve the structure
information of each modality, we propose using different pre-
processing steps for each modality separately. This approach
ensures that the unique nature of each modality is preserved,
given that applying the same preprocessing step to all data
may destroy their uniqueness.

In our proposed work, we used Freesurfer to process each
modality separately, and the features that require normal-
ization are normalized independently. For instance, in MRI,
the region volume, gray matter volume, and white matter
volume are normalized using eTIV https://surfer.nmr.mgh.
harvard.edu/fswiki/eTIV), which is defined as the volume
within the cranium, including the brain, meninges, and
CSF’ [37]. On the other hand, in PET, the SUV is normalized
by the standardized uptake value ratios, which is the whole
cerebellum SUV (the sum of subcortical and cortical SUV).
The SUVs are computed by dividing the SUV by the SUVr.
By normalizing the MRI and PET features independently,
their unique structure information is preserved.

2) INTRA-RELATIONS
Intra-relations refer to the relationships, correlations, and
connections between the regions of the same modality within
each subject. The importance of these interactions can be seen
when performing a single-modality analysis. The relations
between the regions of the same modality reveal standard
information that can be used to generalize knowledge about
the disease and the modality used in the analysis. To extract
information within a single modality in a signal classifica-
tion task, the intra-relations between the features within that
modality are critical. These interactions between the features
of the same modality reveal valuable insights that contribute
to the accuracy and robustness of the analysis.

To ensure these interactions are preserved, all subcorti-
cal and cortical regions are extracted from each modality
and concatenated into the same training set. During feature
selection, the selection method considers all the features to
select the relevant ones, further emphasizing the importance
of intra-relations.
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FIGURE 1. MRI and PET freesurfer processing pipeline.

To maintain the intra-relations, all subcortical and cortical
regions from each modality are extracted and concatenated
into the same training set. The selection method RC, used
in feature selection considers all the features to identify the
relevant ones, which further emphasizes the significance of
intra-relations.

3) SAME-SUBJECT-MODALITIES-INTERACTIONS SSMI
The principle behind this criterion is to capture identical brain
regions concurrently using different modalities or scan proto-
cols. This approach offers the benefit of creating a feature
set that captures the correlations and interactions between
the corresponding regions in both PET and MRI modalities.
Such a strategy can potentially enhance the performance
of a classification model as it provides more information
about each region by considering values for this region from
both modalities. Additionally, employing the same segmen-
tation for both modalities ensures the application of the same
boundaries, enabling a more direct comparison between the
regions. Moreover, the SSMI set not only provides additional
features to improve the classification model’s performance

but also enriches the MRI and PET sets. This addition of new
information can improve the training set’s performance for
classification models in AD classification tasks. To extract
the SSMI.

We followed a three-step process illustrated in Figure 3 and
explained in the following sections.

a: STEP1: CONSISTENT SEGMENTATION OF MRI AND PET
To ensure consistency between the boundaries of specific
regions in PET and MRI, we applied the same segmentation
to both modalities. This step enables a direct comparison of
regions between the two modalities, with the region names
serving as features for constructing the SSMI. Figure 4 illus-
trates the consistent segmentation of MRI and PET.

b: STEP 2: CREATING FEATURES WITH MULTIPLE VALUES
To improve our understanding of a particular brain region,
we create features with multiple values from both PET and
MRI modalities. This is achieved by identifying common
regions between the two modalities and having the same
boundaries, as determined in step 1.
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FIGURE 2. Workflow of the proposed architecture.

FIGURE 3. Extraction of ‘‘Same-Subject-Modalities-Interactions’’ set.

For instance, suppose that the MRI set contains three
regions with three values, as shown in Table 2. The PET
set also includes the same MRI regions but with different

values, as presented in Table 3. We assume that a feature
x referring to a region x will have the same raw MRI and
PET values as shown in Table 4. By creating such features,
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FIGURE 4. Same segmentation for MRI and PET regions.

TABLE 2. Example of MRI-set.

TABLE 3. Example of PET-set.

TABLE 4. Example of ‘‘Same-Subject-Modalities-Interactions’’.

we can capture the correlations and interactions between the
modalities for the same region and improve the performance
of our classification model. We refer to this set of features as
the SSMI set and present an example in Table 5.

In our research, we segmented MRI and PET into cortical
and subcortical regions, resulting in two types of regions.
The SSMI dataset contains 113 features, with 68 representing
cortical regions and 45 representing subcortical regions.

For instance, let us examine the subcortical region called
‘CC_Anterior’. The ’CC_Anterior’ feature in the SSMI
dataset comprises four values representing this region’s mea-
surements. These include theNormDev,NormMean, and Vol-
ume values for MRI modality, as well as the SUV value for
PET modality. Let us assume that the feature ‘CC_Anterior’
has a value of (1,5,9,4).

As another example, consider the cortical region called
‘bankssts’. The ’bankssts’ feature in the SSMI dataset con-
tains ten values representing this region’s measurements.
These include the SurfArea, GrayVol, ThickAvg, Thick-
Std, MeanCurv, GausCurv, FoldInd, CurvInd, WM, and
SUV values for MRI and PET modalities, respectively.
Let us assume that the feature ‘bankssts’ has a value of
(12,20,30,41,12,5,8,25,15,2).

To ensure that the feature ‘CC_Anterior’ has the same
number of values as the feature ‘bankssts’, we added
zeros to the subcortical features. This way, both subcorti-
cal and cortical features have the same dimensions. Using
the previous example, ‘CC_Anterior’ will have a value of

TABLE 5. Example of SSMI set used in the proposed work.

(1,5,9,4,0,0,0,0,0,0). Table 5 provides an example of the
SSMI set constructed from MRI and PET.

By including multiple values for the same region from
both modalities, we can capture more information about that
region and potentially improve the accuracy of our classifica-
tion model.

c: STEP3: PCA VARIANCE
The SSMI generated in step 2 cannot be used directly in a
classification task, as the model cannot train features with
multiple values. To address this obstacle, we use a feature
reduction technique to reduce the values of each feature to
a single value. The reason why we use feature reduction and
not feature selection is that we use feature selection on the
‘bankssts’ feature, the selected value will be one of the exist-
ing features, such as SurfArea. However, as we mentioned
in Section III-A3.b, this individual feature already represents
a feature in the MRI set. Therefore, using feature selection
in this case would result in redundant features in the final
dataset. This is why feature reduction is a better approach in
this scenario, as it reduces the number of values in a feature
to a single representative value, avoiding redundant features.

Principal Component Analysis (PCA) is a widely
used technique for reducing the dimensionality of high-
dimensional data [38]. PCA is a statistical technique used
to reduce the dimensionality of high-dimensional datasets.
It works by identifying the directions of maximum variance
in the dataset and projecting the data onto these directions.
The resulting new variables are called principal components,
which are uncorrelated and can be used for further analysis.
The main advantage of PCA over other techniques is that
it allows for dimensionality reduction while preserving the
most important information in the original data. This is
achieved by identifying and retaining the principal compo-
nents that explain the largest amount of variance in the data.

In our proposed architecture, we use PCA to represent
a feature with the after creating the SSMI set based on
the features with multiple values represented in step 2 of
Section III-B3.b. We created a new input set for the PCA
algorithm, where each row corresponds to a region and each
column represents the values of this region as shown in
Table 6. After applying PCA separately for each subcortical
and cortical region, a separate eigenvector is obtained for
each region. These new features are linear combinations of
the original features and are orthogonal to each other. The
eigenvectors are then concatenated horizontally to form a new
feature set. Each row in this new feature set corresponds to a
region, and each column represents the principal component
that was extracted using PCA.
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TABLE 6. Example PCA set.

It may make sense to apply PCA separately for each region
to capture more specific information about each region’s
variance, particularly since there is no prior information on
whether the regions are correlated or how an affected region
with AD may influence the other ones.

d: STEP4: PCA BEST COMPONENT
Following PCA, we select the most informative principal
component for each feature and reconstruct our data set
so that each feature is represented by its optimal principal
component, as described in Section III-B3.c. The resulting
data set, final SSMI, consists of 113 features and each row
corresponds to a patient. We will combine this final SSMI
data set with the MRI and PET data sets to construct the final
training set.

C. SETS-CONCATENATION
The fusion process involves combining the two modalities,
MRI and PET, with the new set of SSMI. To construct the
final training set for classification, the data matrix is con-
catenated. The total number of features is 973, consisting of
113 from SSMI, 45 from subcortical regions of MRI, 68 from
cortical regions of MRI, and 113 from PET. To preserve the
local structure information and ensure interactions between
all subjects of the same or different modalities, appropriate
preprocessing of the raw features is crucial before fusing all
the data into the same matrix.

D. FEATURE SELECTION FOR INTER-RELATIONS
Feature selection is a critical process in machine learning that
involves identifying the most informative subset of features
from the original dataset while disregarding irrelevant, noisy,
or redundant ones. The main objective of feature selection
is to enhance the learning performance and reduce computa-
tional costs, leading to improved classification accuracy [39].

In the proposed architecture, we used feature selection to
ensure interactions between all the features of all modalities.
All the features are tested together in feature selection, prov-
ing that they interact. To perform feature selection, we used
the Ridgeclassifier classifier, which is a parameter estimation
technique applied to address the collinearity problem that
frequently arises in multiple linear regression [40].

The RC is a linear model that can be used for binary
classification and feature selection. It works by fitting a
RC model to the data and selecting the features with the
highest coefficients in the resulting model. RC is particularly
useful for high-dimensional datasets as it solves a simple
linear regression problem, making it fast and computationally
efficient [41].

E. CLASSIFICATION
In our classification task, we aimed to predict whether
patients have AD or are normal controls (CN). To accomplish
this, we used five different classifiers: Logistic Regression
(LR) [42], Linear Discriminant Analysis (LDA) [43], Support
Vector Machine (SVM) [44], RC, and XGBoost [45].

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTATION SCENARIOS
The experimentation scenarios involved several steps to vali-
date the robustness of the proposed criteria:

• Firstly, single-modality classification tasks were per-
formed on MRI, PET, and SSMI sets to demonstrate
the validity of multimodality fusion. The prefix N was
added to indicate experimentation without feature selec-
tion.

• Secondly, the MRI and PET sets were concatenated to
assess the influence of intra-relations. The concatenated
sets were referred to as ‘MP.’

• Thirdly, the performance of the fused ‘MPS’ sets with-
out feature selection was evaluated, and the prefix N
was added to indicate experimentation without feature
selection.

• Next, feature selection was then applied to ‘MP’ and
‘MPS’ sets to ensure the inter-relations. The prefix S was
added to indicate experimentationwith feature selection.

• Additionally, the proposed method was compared with a
state-of-the-art method based on performance evaluation
metrics and robust fusion criteria.

• Finally, the learning performance of the new dataset
from ADNI-2 and ADNI-GO was assessed to evaluate
the generalizability of the proposed method.

B. VALIDATION TECHNIQUES
We used two ML techniques in the experimentation to
ensure prediction stability: cross-validation and train-test-
split. Additionally, to assess the performance of the pro-
posed framework on real data, we used another dataset,
ADNI-2/ADNI-GO. For performance evaluation, we used
different measures: accuracy, recall, precision, and F1-score.

1) CROSS-VALIDATION
Cross-validation is a technique used to assess the predictive
performance of a model. It involves dividing the dataset into
several subsets, known as folds. The model is trained on a
subset of the data and tested on the remaining data, and this
process is repeated for each fold. This technique helps to pre-
vent overfitting and assesses the generalization ability of the
model [46]. Cross-validation takes time because the training
algorithm must be rerun k times. An alternative solution is
train-test-split.

2) TRAIN-TEST-SPLIT
Train-test split is a frequently employed method in ML
for evaluating the performance of a prediction. It entails
separating the data into a training set and a test set, with
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TABLE 7. Demographic information of the subjects considered in the
validation set.

the model being trained on the training set and then eval-
uated on the test set. The objective is to assess how well
the model performs on fresh, unobserved data. In our study,
we used an 80/20 split for training and testing, respectively.
However, previous researchers have encountered a method-
ological issue when performing feature selection. If feature
selection is performed after dividing the data into training and
test sets, the selected features may already be known in the
test set during prediction evaluation, leading to biased results.
Therefore, in our study, we performed feature selection only
on the training set to make predictions, and then applied the
selected features to evaluate the prediction performance on
the test set. This ensures that the model is evaluated on an
independent dataset and can produce reliable results.

3) VALIDATION DATASET ADNI-2/GO
ADNI-2/ADNI-GO is another dataset used to evaluate the
performance of the proposed framework on real data. This
dataset is a collection of MRI, PET, and clinical data from
Alzheimer’s patients and normal controls. It allows for the
evaluation of the proposed method’s generalizability to dif-
ferent datasets. Table 7 presents information about the partic-
ipants.We followed the same preprocessing steps used for the
ADNI set to prepare and process the subjects in the validation
set.

C. PERFORMANCE EVALUATION METRICS
Accuracy, Precision, Recall, and F1-score are the different
metrics employed to assess the efficacy of a classifier [47].
When evaluating the performance of a model on an unbal-
anced dataset, accuracy alone may not be a reliable metric.
This is due to the fact that a classifier that merely predicts the
majority class for every instance in the dataset can achieve
high accuracy, but such a model may not be applicable in
real-world settings in which we wish to discover the minority
class. Many evaluation metrics, including precision, speci-
ficity, recall, F1 score, and AUC, are utilized to address this
issue [48].

1) ACCURACY
A term to refer the proportion of correctly identified points
relative to the total number of points. The main disadvantage
of this metric is that it needs to evaluate the performance of
imbalanced data reliably.

2) PRECISION
Precision is the fraction of the correctly classified instances
from the total classified instances.

3) SPECIFICITY
Specificity is defined as the proportion of actual negative
cases that are correctly identified by the model, also known as
true negatives (TN), over the total number of actual negative
cases.

4) RECALL
Recall is the proportion of instances properly classified out
of all instances classified.

5) F1-SCORE
F1-score is the harmonic mean of precision and recall.

6) AUC
AUC measures the ability of a model to distinguish between
positive and negative classes by calculating the area under
the Receiver Operating Characteristic (ROC) curve.

D. EXPERIMENTAL RESULTS OF SINGLE-MODALITY
CLASSIFICATION TASK
The study evaluated the classification performance of three
modalities, MRI, PET, and SSMI, separately using train-test-
split and cross-validation methods, and compared the results
with the fused set. Table 8 and Table 9 show the classifica-
tion results of each modality using train-test-split and cross-
validation, respectively.

The MRI modality had the highest accuracy among all
modalities, achieving an accuracy of 91.89% using Xgboost
and LDA in train-test-split. The PET set had the lowest
accuracy, with an accuracy of 67.56% using SVM in train-
test-split and 64.06% by RC in cross-validation. Similarly,
the SSMI set’s best result was achieved using Xgboost, with
an accuracy of 62.16% in train-test-split and 62.28% by SVM
in cross-validation.

In terms of precision, theMRImodality showed the highest
results among all modalities, with a precision of 100% using
LDA in train-test-split and 90.90% using Xgboost in train-
test-split. Specificity was also highest for MRI, with a speci-
ficity of 100% using LDA in train-test-split. The PET set had
the lowest precision among all modalities, with a precision
of 11.11% using LR in train-test-split. The SSMI set had the
lowest specificity, with a specificity of 52.38% using LDA in
cross-validation.

E. INFLUENCE OF DIFFERENT RELATIONS
In this section, we investigate the impact of different relations
on the classification performance. Specifically, we examine
the intra-relations between subjects of the same modality and
inter-relations between different modalities.

1) INTRA-RELATIONS
To evaluate the performance of our models in predicting
intra-relations between MRI and PET modalities, we con-
catenated the two sets without feature selection, denoted as
NMP. The classification performance of the models using
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TABLE 8. Classification performances (%) of single modality using
train-test-split.

TABLE 9. Classification performances (%) of single modality using
cross-validation.

train-test-split and cross-validation is shown in Table 10 and
Table 11, respectively.

In train-test-split experimentation, LR, LDA, and Xgboost
achieved the highest accuracy rates of 89.18%, 86.48%, and
86.48%, respectively, in the intra-relation classification task
using train-test split. However, LDA and SVM had a lower
recall rate of 63.63% compared to the other classifiers. LDA
and Xgboost, achieved the best specificty of 96.15%. RC had
the lowest accuracy rate of 75.67% and the lowest recall rate
of 54.54%.

In cross-validation experimentation, the accuracy of the
classification models ranged from 76.60% to 86.28%, with
Xgboost having the highest accuracy. LR had the highest pre-
cision and specificity among all the classifiers, while Xgboost
had the highest recall. RC had the lowest accuracy, precision,
specificity, and recall. The F1 score and AUC ranged from
68.75% to 81.75% and 74.84% to 85.31%, respectively, with
Xgboost having the highest F1 score and AUC.

2) SAME-SUBJECT-MODALITIES-INTERACTIONS
This section evaluates the performance of the fused sets
(MRI, PET, and SSMI) with a specific focus on the impact
of SSMI. The fused set is denoted as NMPS. Table 12 shows

TABLE 10. Classification performances (%) of intra-relation with
train-test-split.

TABLE 11. Classification performances (%) of intra-relation with
cross-validation.

TABLE 12. Classification performances (%) of NMPS set using
train-test-split.

TABLE 13. Classification performances (%) for NMPS set using
cross-validation.

the results of the classification task using train-test-split, and
Table 13 shows the results using cross-validation.

In train-test-split experimentation, LR achieved the highest
accuracy rate of 91.89% and a recall rate of 90.00%. LDA and
Xgboost showed the highest precision rate of 87.50%. LDA
achieved an accuracy rate of 86.48%, while RC achieved
a slightly lower accuracy rate of 78.37%. However, SVM
showed the highest specificity rate of 96.15% next to LDA
and Xgboost. LR achieved the best performance in terms of
F1 and AUC among the classifiers on the NMPS set.
In cross-validation experimentation, the accuracy of the

classifiers ranged from 77.69% to 86.81%, with Xgboost
having the highest accuracy. LR had the highest precision
and specificity among all the classifiers, while SVM had the
highest specificity. RC had the lowest accuracy, precision,
and specificity. The F1 score and AUC ranged from 69.62%
to 82.08% and 75.72% to 85.46%, respectively, with Xgboost
having the highest F1 score and AUC. The results obtained
using cross-validation are consistent with those obtained
using train-test-split, with some variations in the performance
of each classifier.

3) INTER-RELATIONS
Table 14 and Table 15 show the results of the train-test-
split and cross-validation experiments, respectively, where
feature selection was applied to ensure inter-relations for each
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TABLE 14. Classification performances (%) for SMP using train-test-split.

TABLE 15. Classification performances (%) for SMP using
cross-validation.

modality. For the MP set, 52 features were selected, which
was equivalent to the number of features in the MPS.

Based on Table 14, it can be seen that LR, SVM, RC,
and Xgboost achieve relatively high accuracy, ranging from
86.48% to 86.81%. LDA, on the other hand, has a relatively
low accuracy of 67.56%. The highest precision is achieved
by Xgboost with 91.66%, while the highest recall is obtained
by LR with 96.06%. The AUC values range from 65.16% to
85.66%.

According to Table 15, it can be observed that LR, LDA,
SVM, RC, and Xgboost achieved relatively high accuracy,
ranging from 85.29% to 96.66%. Xgboost had the lowest
accuracy, while LDA had the highest accuracy. The highest
precision and specificity are achieved by LDA with 98.21%
and 97.10%, respectively, while the highest recall is obtained
by RC with 98.24%. The AUC values range from 83.86%
to 96.79%, where LDA has the highest AUC value, while
Xgboost has the lowest.

Table 16 and Table 17 present the classification
performance results of SMPS using feature selection in train-
test-split and cross-validation experiments, respectively. The
optimal number of selected features was found to be 59, and
Figure 5 and Figure 6 show the corresponding SMPS ROC
curves.

In train-test-split experiment, LR, SVM, and RC achieved
the highest accuracy score with 97.29%. LDA had a lower
accuracy score with 94.59%, while Xgboost had the lowest
score with 91.89%. Regarding precision, RC had the highest
score with 100%, followed by LR and SVM with 91.66%.
Xgboost had the lowest score with 83.33%. For specificity,
RC had the highest score with 100%, followed by LR, LDA,
and SVM with 96.15%. Xgboost had the lowest score with
92.30%. In terms of recall, LR and SVM achieved a perfect
score of 100%, while LDA, Xgboost, and RC had a score of
90.90%. For F1-score, LR and SVM had the highest score
with 95.65%, followed by RC with 95.23%. Xgboost had the
lowest score with 86.95%. Finally, in terms of AUC score,
LR and SVM had the highest score with 98.07%, followed

TABLE 16. Classification performances (%) for SMPS using
Train-test-split.

TABLE 17. Classification performances (%) for SMPS using
cross-validation.

FIGURE 5. SMPS ROC curve for each model in Train-test-split.

by RCwith 95.45%, while Xgboost had the lowest score with
91.60%.

In the cross-validation experiment, the highest accuracy
score of 98.94% was achieved by RC, while the lowest score
of 88.50% was achieved by Xgboost. Similarly, the highest
precision score of 98.27% was also achieved by RC, while
the lowest score of 91.15% was achieved by Xgboost. The
highest specificity score of 97.10% was achieved by RC,
while the lowest score of 85.50% was achieved by Xgboost.
RC achieved the highest recall score of 100.0%, while SVM
achieved the lowest score of 94.73%. Additionally, the high-
est F1 score of 99.13% was achieved by RC, while Xgboost
achieved the lowest score of 90.74%. Finally, the highest
AUC score of 98.55% was achieved by RC, while Xgboost
achieved the lowest score of 87.92%. Overall, these results
indicate that RC and LDA outperformed the other models
across most of the metrics, while Xgboost consistently had
the lowest scores.

F. COMPARISON WITH OTHER EXISTING METHODS
The proposed approaches are compared to state-of-the-art
methods based on both robust fusion criteria and accuracy
in Table 18. It is worth noting that previous publications
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FIGURE 6. SMPS ROC curve for each model in cross-validation.

TABLE 18. Comparison with other existing methods.

did not incorporate the proposed robust fusion criteria into
their frameworks. In the early fusion approach, inter-relations
were guaranteed, and in the intermediate fusion approach,
inter-intra relations were imposed while preserving structure
information. However, this was not ensured in the late fusion
approach, and none of the relations were guaranteed. Our
work achieved higher accuracy than state-of-the-art methods.
The closest accuracy to the proposed framework was 97.20%.

G. SELECTED BIOMARKERS
Table 19 shows the features selected by RC, where the region
and itsmeasures are listed, and the column indicates the initial

data source. The segmentation identifies the region segmen-
tation. We summarize the selected features in the following
four points:

1) MRI FEATURES
MRI features were selected from cortical, subcortical, and
white matter segmentation.

a: RIGHT CORTEX
The parahippocampal region was selected with three mea-
sures:WM − volume, SurfArea, and ThickAvg. The superior
frontal region has two measures selected: WM − volume,
and MeanCurv. The paracentral region has two measures
selected: ThickStd andGrayVol. Additionally, the entorhinal
region has been selected with ThickAvg, and GrayVol.

b: LEFT CORTEX
The frontalpole region was selected with two measures:
ThickStd , and MeanCurv. The paracentral region was also
selected with FoldInd and GrayVol. The inferior temporal
region was selected with ThikAvg and GrayVol.

c: SUBCORTICAL
The Left-Hippocampus was selected with three measures:
normDev, NormMean, and Volume. Additionally, the Right-
Hippocampus was selected with NormMean and Volume.

2) SSMI FEATURES
From SSMI, only non − WM − hypointensities and
ctx − lh− isthmuscingulate were selected.

3) PET FEATURES
The features of PET were not selected as the best set of
features.

H. EXPERIMENTAL RESULTS OF VALIDATION SET
The performance of our proposed method shows promising
results. However, it is crucial to evaluate the method on
an additional validation dataset to ensure its generalizabil-
ity. We used only the 59 features selected by RC as input
and evaluated the performance using both train-test-split and
cross-validation on the validation set.

1) VALIDATION SET RAW-DATA
Table 20 and Table 21 present the results of train-test split and
cross-validation for all dataset features (original raw data),
respectively. We denote it as VDR.

In train test split, it can be observed that the highest
accuracy achieved is 88.23% by RC, while the lowest accu-
racy is 70.58% obtained by LDA, SVM, and Xgboost. LR,
LDA, SVM, RC, and Xgboost achieved different levels of
performance in terms of precision, recall, and AUC. LR,
RC obtained the highest precision of 100.0%, while RC
achieved the highest recall of 60.0%. The AUC values ranged
from 50.00% to 80.00%, with RC having the highest AUC
value of 80.00%, while SVM had the lowest with 50.00%.
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TABLE 19. List of regions selected y RC.

TABLE 20. Classification performances (%) for VDR using train-test-split.

The results of cross-validation indicate that LR, LDA,
RC, and Xgboost achieved accuracy ranging from 83.75%
to 86.25%, which is relatively high. However, SVM showed
poor performance with 80.0% accuracy. The precision values

ranged from 00.00% to 75.00%, where LR achieved the high-
est precision, and SVM achieved the lowest. The recall values
were between 00.00% and 50.00%, where RC achieved the
highest recall, and SVM had the lowest. The AUC values
ranged from 50.00% to 72.69%, where RC had the highest
AUC value, and SVM had the lowest.

2) SELECTED FEATURES
Table 22 and Table 23 represent the results of train-test-
split and cross-validation, respectively, using only the 59 fea-
tures by RC in Section IV-E3. We denoted this with SVDR.
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TABLE 21. Classification performances (%) for VDR using
cross-validation.

TABLE 22. Classification performances (%) for SVDR using train-test-split.

TABLE 23. Classification performances (%) for SVDR using
cross-validation.

FIGURE 7. SVDR ROC curve for each model in train-test-split.

Figure 7, Figure 8 plot the SVDR ROC curve for each model
in train-test-split and cross-validation, respectively.

In train-test-split experimentation, all the classifiers
achieved high accuracy ranging from 88.23% to 100%, except
LDA, which showed poor performance with 82.35% accu-
racy. LR achieved the highest precision with 100.0%, while
RC achieved the highest recall with 100.0%. RC also had the
highest AUC value of 100.0%.

In cross-validationt experimentation, all the classifiers
except Xgboost achieved accuracy ranging from 92.50% to
98.75%, with RC achieving the highest accuracy. RC also
achieved the highest precision, specificity, recall, and AUC
value. Xgboost showed the lowest performance with 86.25%
accuracy and the lowest AUC value.

V. DISCUSSION
In our study, we developed a machine learning framework
that fuses MRI and PET data to improve the accuracy of

FIGURE 8. SVDR-cross ROC curve for each model in cross-validation.

AD diagnosis. To ensure robust performance and extract
complementary information, we proposed several criteria
for constructing the fusion framework. Our approach was
assessed on a dataset of 183 ADNI subjects and evalu-
ated using both train-test-split and cross-validation methods.
We also compared our method to state-of-the-art approaches
in the field. Based on our results, we can summarize the
following findings: Firstly, we evaluated the prediction per-
formance using only one modality. The MRI modality was
found to have the highest accuracy using LDA and LR with
91.89% and 85.78% accuracy in train-test-split and cross-
validation, respectively. The good results ofMRI set would be
form many reasons. Firstly, MRI can provide high-resolution
images of the brain that can capture structural changes asso-
ciated with neurodegeneration, such as brain atrophy or
changes in gray matter density [52]. Moreover, MRI tech-
niques can also capture changes in functional connectivity
between different brain regions, providing additional infor-
mation about the brain’s network architecture [53]. Also,
the MRI dataset downloaded from ADNI was preprocessed,
ensuring its quality.

PET provided poor prediction performance with both val-
idation techniques. Although PET has a high selectivity for
tau Aβ deposits, which are a symptom of AD [54], the
existence of amyloid-positive PET only reflects the existence
of amyloid neuropathology in vivo but does not confirm the
existence of AD. Additionally, cognitively normal subjects
(even young and healthy volunteers) have tested positive for
amyloid-positive PET. This means that amyloid-positive PET
is not a definitive diagnostic criterion for AD [55]. Moreover,
some researchers have debated excluding AD only based on
a negative amyloid scan [56]. Therefore, these limitations of
PET may explain its poor performance predicting AD in this
study.

The SSMI classification task is a crucial aspect of this
study, as it involved using both MRI and PET values. How-
ever, despite the combination of both modalities, poor pre-
diction accuracy was obtained. SSMI, or the specific set of
multimodality imaging data used in this study, included both
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MRI and PET values. The excellent learning performance
achieved using MRI indicates that the poor prediction accu-
racy of SSMI can be attributed to the limitations of PET.

The NMP fusion approach resulted in a significant
improvement in classification accuracy, with an increase from
86.48% to 89.18% for LR in the train-test-split, representing
a 4% improvement. The recall rate also showed improvement
from 66.66% to 81.81%, and the F1-score increased from
76.19% to 81.81%. The AUC value also improved from
81.33% to 87.06%. In addition, the NMP fusion approach
improved the LDA accuracy in cross-validation from 81.92%
to 82.98%. The accuracy of Xgboost also increased from
84.70% to 86.28%, and its AUC improved from 83.14% to
85.31%. These findings demonstrate the significant benefit of
combining the MRI and PET modalities through fusion tech-
niques to improve learning performance. In the imbalanced
dataset, the NMP fusion showed a significant improvement
in term of recall, F1-score, and AUC. This indicates that the
fusion approach was effective in addressing the challenge of
imbalanced data by improving the model’s ability to detect
positive cases. In an imbalanced dataset, accuracy alone can
be a misleading metric as it can be high, simply due to
the majority class being predicted correctly. In this scenario,
metrics such as recall, F1-score, and AUC become more
important as they take into account the performance of the
classifier on the minority class [57].

The accuracy of LDA andXgboost decreased from 91.89 to
86.48, which could be attributed to the poor quality of PET
scans. PET typically has lower resolution than MRI and may
require enhancement to improve its informativeness. In our
study, we used PET scans that were downloaded without any
preprocessing and processed them using Freesurfer. While
the MRI set showed good performance, indicating the robust-
ness of Freesurfer as a tool for MRI processing, PET process-
ing may still require additional enhancements. Furthermore,
PET was segmented based on MRI segmentation, meaning
that any errors in the MRI segmentation process could have
affected PET processing and ultimately impacted classifica-
tion accuracy.

The results of NMPS experiment, indicate a significant
improvement in the classification performance. The highest
accuracy in MPS for train-test-split increased from 89.18%
in MP to 91.89%, while the highest recall increased from
81.81% to 90.90%, and the highest recall rate increased to
86.95% from 81.81%. The F1-score also increased form
86.95% to 90.56%. Moreover, the highest AUC increased
from 87.06 to 91.60. While the scores remain stable in cross-
validation. These findings confirm the positive influence of
the SSMI set on classification task.

The results of SMP experiment indicate a significant
improvement in classification performance when RC selec-
tion was applied toMP. The highest precision inMP for train-
test-split increased from 87.5% to 91.66%, while the highest
recall increased from 81.81% to 96.06%, and the highest
F1-score increased to 90.06% from 81.81%. Moreover, the
highest AUC increased from 87.06% to 85.66%.

In addition, the highest accuracy in NMP for cross-
validation increased from 86.81% to 96.66%, while the
highest precision increased from 85.00% to 98.21%, and
the highest specificity increased to 97.10% from 92.98%.
Furthermore, the highest recall increased from 81.15% to
96.49%, and the highest F1-score increased to 97.39% from
81.75%. The highest AUC increased from 85.31% to 96.79%.

These findings support the effectiveness of RC selection
in improving the accuracy and precision of classification
models in our study. Furthermore, we extracted complemen-
tary information by ensuring the inter-relations between the
modalities and capturing all interacting features, highlight-
ing the importance of inter-relations in the fusion process.
RC selection was applied to select 52 features out of 861,
which represents 6% of the total number of features. This
reduction in the number of features can save time, making
the approach more practical for real-world applications, even
with the use of cross-validation, which is typically considered
a time-consuming validation method. Note that the accuracy
can be further improved by adjusting the number of features
and classifiers used. The number of selected features was
determined to be optimal for the final set.

In SMPS experimentation, we applied feature selection
after fusing SSMI with MP to investigate the influence of
SSMI on the prediction performance. In cross-validation,
we observed a significant enhancement in the score of clas-
sification. The classification of SMPS in corss-validation
reached the highest value, at 98.94% from 96.66% in SMP.
The precision is also improved to 98.27% in SMPS from
98.21% in SMP. Also, the Recall rate is improved to reach
100% form 98.24%. Additionally, the F1-score is raised from
97.391% SMP to 99.13 % in SMPS. Moreover, the AUC
improved to reach 98.55% from 96.22%. The improvement
in accuracy, precision, Recall, F1-score, and AUC demon-
strates the role that the new relation SSMI plays in the fusion
process. In train-test-split, the accuracy, precision, specificity,
recall, F1-score, and AUC are also improved in the train-test-
split. It is worth noting that the classification scores achieved
using different metrics showed a remarkable improvement
compared to the barebone baseline. Notably, the accuracy
was improved to 98.94%, compared to the baseline score
of 77.69%.

Although RC did not select any PET features during the
feature selection process, combining PET and MRI features
improved the performance of the AD classification mod-
els. In a separate experiment, using RC on MRI data alone
resulted in an accuracy of 95.00%, whereas the accuracy was
improved to 96.66% when RC was applied to both MRI and
PET data. This improvement underscores the importance of
combining modalities to extract complementary information.
Additionally, even though only two features were selected
from the SSMI data, their inclusion still improved the over-
all performance of the model, highlighting the potential of
SSMI in fusion processes even with two features. The various
experiments conducted in this study demonstrate the effec-
tiveness of all the modalities and the SSMI in the fusion
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FIGURE 9. Importance of the features listed in Table 19 for AD.vs CN task.

process, emphasizing the importance of respecting specific
criteria, such as preserving the local structure information and
ensuring intra- and inter-relations between features. These
findings provide valuable insights for future research and the
application of multimodality fusion techniques.

A. DISCUSSION PREDICTION RESULTS OF VALIDATION
SET
In addition to evaluating the proposed method using train-
test-split and cross-validation, it is crucial to test its generaliz-
ing capability on unseen data, particularly data captured with
different protocols and conditions. To achieve this, we used
only the features selected by RC from VDR as input, which
may serve as biomarkers for new datasets. In VDR train-
test-split experiments, our method achieved a significant
improvement in accuracy from 88.23% to 100.00% using
the biomarkers. In cross-validation, our method achieved the
best accuracy of 86.25% using RC-selected features, and this
accuracy increased to 98.75% using the biomarkers. These
results indicate the robustness and generalizability of our
framework, even when applied to new datasets. The AUC val-
ues also increased from 80.00% to 96.88%using the biomark-
ers in the train-test-split experiments. The high precision,
recall, and F1-score values obtained by LR, LDA, SVM, and
Xgboost were already present in the original raw data, and
using the biomarkers did not affect these values significantly.
However, the small validation set size and the quality of the
MRI and PET used in VDR and the preprocessing may have
contributed to the high values obtained.

B. DISCUSSION SELECTED REGIONS
As shown in Table 19, RC selected the right parahippocam-
pal region as a biomarker, which has also been identified

FIGURE 10. NMP ROC curve for each model in train-test-split.

FIGURE 11. NMP ROC curve for each model in cross-validation.

FIGURE 12. NMPS ROC curve for each model in train-test-split.

in [58] as a significant biomarker for distinguishing between
AD and CN. The study found significant volume differences
between AD and healthy individuals in the parahippocampal
gyrus, indicating that its shrinkage could be considered an
early sign of AD. The same study also identified the right
superior frontal region as a potential biomarker for AD.
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FIGURE 13. NMPS ROC curve for each model in cross-validation.

FIGURE 14. SMP ROC curve for each model in train-test-split.

FIGURE 15. SMP ROC curve for each model in cross-validation.

According to [59], all cingulate regions, namely the rostral
anterior cingulate, caudal anterior cingulate, and posterior
cingulate, were significantly smaller inAD cases compared to
controls. The study reported that, considering these cingulate
regions’ functional and connectional distinctions, identifica-
tion and monitoring of their atrophy may provide insights

FIGURE 16. VDR ROC curve for each model in train-test-split.

FIGURE 17. VDR-cross ROC curve for each model in cross-validation.

into the natural history of AD and may help in the quest for
diagnostic markers for early AD. It is noteworthy that RC
selected all of these regions.

Bankssts was found to be the most (Aβ)-affected cortical
region in both (Aβ)− and (Aβ)+ CN participants, and it
appears to be more sensitive to identifying early (Aβ) depo-
sition than other regions [60]. Notably, the accumulation of
(Aβ) is a symptom of AD. A study by [61] reported that all
AD patients showed atrophy in the temporal pole, which may
be used as biomarkers for AD classification. [62] examined
previous studies that used the parietal lobe to predict AD and
concluded that it is clearly involved in the early stages of the
disease. Two studies followed patients over the years [63],
[64], with the first indicating early atrophy in the left pars
opercularis before the development of symptoms. In [65],
greater atrophy of various frontal ROIs was associated with
increasing agitation and aggressive symptoms: left rostral
middle frontal in MCI-stable, right superior frontal in AD.
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FIGURE 18. Subcortical regions segmentation labels by Freesurfer.

Bankssts, parietal lobe, rostral middle frontal, and pars oper-
cularis are selected by RC as discriminative features. The
study by [66] found a significant loss of cortical thickness in
the right entorhinal cortex, which characterized Alzheimer’s
patients. In fact, RC chose the right parahippocampal with
three measures, in addition to selecting right superior frontal
and right entorhinal with two measures, demonstrating its
ability to extract discriminative regions related to AD vs.
CN classification.

The study by [67] examined whether localized abnormal-
ities of the ventricles may be detected when comparing AD
patients to controls, and found that regions surrounding the
amygdala, thalamus, tail of the caudate nuclei (particularly
the left one), and head of the left caudate nucleus were all
considerably impaired in patients with AD. [68] reported
that WMH is more common and severe in AD patients than
in non-demented individuals. In a longitudinal study, [69]
found that the rate of total lateral ventricle enlargement
(cm3/yr) differed significantly between Alzheimer’s patients
and healthy controls, and it was more specific and sensi-
tive to Alzheimer’s patients’ diagnosis than a comparison
of cross-sectional volumes at the final examination. [70]
discovered CC atrophy in AD sufferers, and [71] found
that the DRN displayed an accumulation of NFTs before

FIGURE 19. Cortical regions segmentation labels by Freesurfer.

the transentorhinal area. [72] noted smaller volumes of the
Hippocampus, putamen, and accumbens in AD patients. The
Hippocampus is invariably damaged in severe forms of AD,
so much so that the disease has been dubbed ‘‘hippocampal
dementia’’ [73]. Reference [74] reported a loss of 8% of
subjects’ Hippocampus before AD symptoms and proposed
that Hippocampus atrophy may be used as a hallmark of AD.

In the feature selection step, RC selected the cau-
date, amygdala, non-WM-hypointensities, lateral ventricle,
cc-Mid-Posterior, brain-Stem, and accumbens as discrimina-
tive regions in AD classification. The Hippocampus was also
selected as a discriminative region, which is consistent with
its importance in AD pathology. Figure 9 demonstrates the
significance of the chosen feature.

VI. LIMITATION
Our study yielded promising results, with higher accuracy,
precision, recall, and F1-score than state-of-the-art meth-
ods. However, our framework has some limitations. Firstly,
we only utilized two modalities, MRI and PET, while there
are other potential modalities, including SPECT or CSF,
which could improve classification accuracy. Additionally,
demographic information, genetic data, and APOE could
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FIGURE 20. Subcortical regions selected by RC.

FIGURE 21. Left cortex regions selected by RC.

enhance the learning performance and augment classification
results.

Moreover, segmenting PET separately instead of based
on MRI segmentation could potentially enhance the classi-
fication results. Furthermore, combining MRI and PET sets
would impact the intra-relations and should be handled sep-
arately for each data source. The parameters were manu-
ally selected in terms of validation methods, and applying
hyper-parameter tuning methods, such as Gridsearch, during
the training step could improve the final classification results.

Additionally, it should be noted that the dataset used in this
study was relatively small and mildly imbalanced. Although
we used precision, specificity, recall, F1-score, and AUC to
evaluate the performance of the learning models, extra work
is required to handle the small size and imbalanced nature of
the data.

VII. CONCLUSION
In this paper, we present a multimodality fusion approach that
combines MRI and PET using machine learning for AD clas-
sification. Our main objective was to design a robust fusion
framework that adheres to three proposed criteria. We intro-
duced a new relation, SSMI, which captures the interactions

between the measures of a specific region for the same patient
captured by MRI and PET simultaneously. The approach
evaluates the influence of different criteria: intra-relations,
SSMI, and inter-relations. Combining the SSMI set with the
MRI and PET sets improved the learning performance, and
using RC to model the inter-relations further improved the
classification accuracy.

We validated our framework using both train-test-split and
cross-validation and evaluated its performance using vari-
ous metrics such as accuracy, precision, specificity, recall,
F1-score, and AUC. The results showed significant improve-
ment, demonstrating the robustness of our approach. Our
study is unique in that it considers all three relations simulta-
neously in the same fusion framework and was conducted on
a larger sample size compared to previous studies, suggesting
the ability to generalize our approach to other classification
tasks.

In future work, we plan to expand our approach by
adding gene expression data to MRI and PET and incor-
porating demographic information to improve learning per-
formance. We also aim to enhance the intra-relations by
modeling each data source with a non-linear graph and extract
more information from PET by increasing the measures of
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FIGURE 22. Right cortex regions selected by RC.

different regions. Additionally, we propose addressing
multi-class classification tasks to classify AD patients and
their early stages using SSMI as an exciting research direc-
tion. Furthermore, it is crucial to address the issue of imbal-
anced data in medical imaging by proposing a new approach
to oversample the minority class. It is important to consider
the sensitivity of medical imaging in the oversampling pro-
cess to avoid creating artificial patterns that could compro-
mise the accuracy and reliability of the classification model.

APPENDIX A
FIGURES
Figure 10 and Figure 11 show the models’ ROC curves in
train-test-split and cross-validation, respectively.

The ROC curves for each model in train-test-split and
cross-validation for MPS are depicted in Figure 12 and
Figure 13, respectively.
Figure 14, and Figure 15 plot the SMPROC curve for each

model in train-test-split and cross-validation, respectively.
Figure 16 and Figure 17 plot the VDR ROC curve for each

model in train-test-split and cross-validation, respectively.
Figures 18 and Figures 19 show Freesurfer’s subcor-

tical and cortical segmentation labels, respectively, while
Figures 20, 21, and 22 depict the regions chosen by RC
from subcortical, left cortex, and right cortex segmentations,
respectively.
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