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ABSTRACT Image segmentation is the process of partitioning an image into multiple regions or objects,
each representing a coherent and meaningful part of the image. Segmentation methods are highly sensitive
to the lack of homogeneity in regions or objects owing to noise and intensity inconsistencies. Under such
conditions, most approaches exhibit poor quality performance. This paper proposes an agent-based model
approach for homogenization of images to reduce the presence of noisy pixels and undesirable artifacts.
In our approach, each pixel in the image represents an agent, and a set of rules evaluates the states of
neighboring agents to modify the intensity values of each pixel iteratively until different regions from the
image assume homogeneous grayscale levels. The proposed method has been used in combination with the
Otsu’s method to evaluate its performance in image segmentation. The approach was evaluated with different
types of images considering their homogeneity. Experimental results indicated that the proposed approach
produces better-segmented images in terms of quality and robustness.

INDEX TERMS Agent-based model, binarization, pixel homogenization, segmentation.

I. INTRODUCTION
Image segmentation is an area of image processing that has
attracted the interest of several researchers because its multi-
ple applications [1], [2]. Image segmentation is a process of
dividing an image into different regions. The objective of this
process is to reduce the representation complexity of an image
into a few and more meaningful elements that require simpler
analysis [3], [4]. There are multiple applications of image
segmentation. Some examples include medical imaging, face
recognition, to name a few. Various segmentation methods
have been reported in the literature. Some of the most popular
segmentation techniques include region-based segmentation
methods [5], threshold-based segmentation methods [3], [4],
clustering-based segmentation methods [6], edge detection-
based segmentation methods [7], and active-contour-based
segmentation methods [8], [9]. Each of these presents inter-
esting characteristics and critical flaws. Under these condi-
tions, no segmentation approach can solve all segmentation
scenarios competitively.
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Thresholding methods are considered to be the simplest
approach for image segmentation. Their operation is based on
detecting the peaks in the image histogram, which represent
the regions contained in the image. However, it has several
disadvantages because it is highly dependent on the peaks in
the histogram, and the spatial position of the pixels is not con-
sidered in the process [7]. Edge-based approaches are suitable
for images with a better contrast between objects. However,
it is not suitable for images with too many borders [10]. Clus-
tering techniques are expensive in terms of computational
time and require the definition of the number of objects that
are difficult to determine a priori [11], [12], [13], [14]. Active
contour segmentation involves the detection of object bound-
aries within an image by minimizing a predefined energy
function that adapts a deformable curve. Active contour seg-
mentation is typically designed for the segmentation of a
single object [15]. Therefore, it is unsuitable for segmenting
images with multiple objects. In general, all these techniques
are affected by several factors, such as:1) the presence of
noise and artifacts caused by the techniques used for the
acquisition, and 2) the lack of homogeneity in pixels that
belong to the same region or structure [3].
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Among all segmentation approaches, the Otsu’s method
[16] is the simplest and most computationally efficient.
Otsu’s method can quickly compute the optimal threshold
values by analyzing the statistical properties of the image,
whereas most segmentation methods require more compu-
tational resources and are time-consuming. The basic idea
behind this method is to divide the image into two classes
(foreground and background) by determining the optimal
threshold value that separates the image intensities into two
classes. This threshold value is determined bymaximizing the
between-class variance, which is a measure of the difference
between the intensities of the two classes. Otsu’s method
can also be applied to multi-threshold segmentation, which
involves dividing an image into multiple classes based on
multiple threshold values. Owing to its remarkable capabil-
ities, Otsu’s method has been widely used in various image
processing applications [17], [18], [19], [20], [21], such as
object recognition, edge detection, and feature extraction.

Segmentation methods are highly sensitive to the lack
of homogeneity in regions or objects owing to noise and
intensity inconsistencies. This can hinder the ability of image
segmentation algorithms to correctly identify and separate
objects or regions. In particular, noise causes random vari-
ations in the pixel intensity values. This effect produces false
or missed detections of pixels in the image of a particular
object. Moreover, intensity inconsistencies occur owing to
changes in illumination or other factors, which can cause
variations in the intensity values of different regions of the
image. This condition generates inaccuracies in the segmen-
tation results because the method may misinterpret these
intensity variations as object boundaries or regions. Under
such circumstances, the segmentation algorithm incorrectly
divides the image into too many segments, resulting in very
small regions that do not correspond to meaningful objects in
the image.

Homogenization [22] is an important process in image
segmentation, as it helps to reduce the variability of pixel
intensities in the image and makes it easier to detect mean-
ingful structures. This helps to reduce the impact of intensity
variations, such as noise, shadows, reflections, and changes
in illumination, which can make it difficult to accurately seg-
ment the image into its constituent parts. By removing such
intensity variations, homogenization can make it easier to
detect boundaries between different objects in the image, and
to distinguish between foreground and background regions.
There are several methods for performing pixel homogeniza-
tion. They include Histogram equalization [23]. This method
adjusts the intensity values of pixels so that the histogram
of the image has a flat distribution. Another technique is
Intensity normalization. It scales the intensity values of pixels
so that they fall within a specific range. This can help to
reduce the impact of intensity variations caused by factors
such as lighting conditions. Another important method is
the Adaptive histogram equalization [24], which is simi-
lar to histogram equalization, but instead of equalizing the

histogram of the entire image, it equalizes the histogram of
smaller regions within the image. This can help to preserve
a small proportion of local features in the image, which
are lost during traditional histogram equalization. All these
homogenization methods use global characteristics to con-
duct their processes. Global features are computed based
on the entire image and therefore cannot account for local
variations or spatial relationships between neighboring pix-
els. Therefore, these schemes can produce over-smoothing or
under-smoothing of image regions and may result in the loss
of important details or structures. Global features can also be
strongly influenced by outliers or extreme values in an image,
which can result in inaccurate homogenization results. This
can be particularly problematic for images with high levels of
noise or artifacts.

Recently, the use of local characteristics has emerged as
an alternative for solving the problem of homogenization.
In general, the use of local features produces more accurate
and precise homogenization results with less oversmoothing
or undersmoothing of image regions. Despite their interesting
capacities, there are very few methods based on local charac-
teristics. One exception is the recent work presented in [25],
where a combination of the median filter and a set of mor-
phological operations were applied to homogenize regions.
This method can reduce variations in pixel intensities when
the noise structure is very small. In addition, it can help fill
small gaps or holes in the image, which can be useful for cre-
ating a more complete representation of objects or regions of
interest. Although this scheme generates acceptable results,
it is not always able to effectively handle the complex noise
structures present in the image. Likewise, unwanted artifacts
or blur may be introduced into the image when the noise
structure presented in the image is larger than the employed
morphological filter.

Agent-based models (ABMs) [26], [27] (ABM) represent
a new paradigm within the area of artificial intelligence (AI)
to model complex systems using individual elements that
perform behaviors described by simple rules. In contrast to
other modelling techniques that consider only global infor-
mation, ABMs are completely based on the local interactions
among elements. In ABMs, local relationships between indi-
viduals are typically captured through the specification of
rules or behaviors that govern how agents interact with their
immediate neighbors. These rules can be based on a variety
of factors, such as proximity or similarity. In these models,
agents are strongly influenced by collective interactions with
other elements in the system. The use of local information
in ABMs allows the emergence of complex collective behav-
iors that arise from interactions between individual agents.
By considering the local relationships between agents, ABMs
can simulate how simple the interactions between agents
can give rise to complex patterns of behavior at the system
level. These powerful characteristics have motivated the use
of ABM in several applications, such as characterization of
the immune system [28], social behavior [29], [30], image
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processing [31], image colorization [32], fire spreading [33],
and spread in epidemics [34], among others [35], [36], [37].

In this article, the ABMmethodology is applied as homog-
enization method for image segmentation. In this approach,
the attributes and behaviors of the agents are associated with
the pixels of the image and their respective relative differ-
ences. Each agent makes decisions based on a set of rules
that determine its behavior based on its differences from other
neighbor elements. In this model, each agent maintains its
intensity value and the signs of the relative differences with
other local elements within a neighborhood. Then, as a rule
of behavior, the intensity value of the agent is incremented
or decremented depending on which sign is most common
among neighbors. Therefore, the intensity values of all agents
are modified in each iteration to homogenize their local
neighborhoods to the same intensity value. In contrast to other
homogenization approaches that rely on global characteris-
tics, our agent-based method considers local features that
can capture more detailed information about image regions,
including local variations and spatial relationships between
neighboring pixels. Local features are also less sensitive to
outliers or extreme values in the image because they only
consider a small neighborhood of pixels. Under such cir-
cumstances, our proposed method produces more accurate
and precise homogenization results, with less oversmoothing
or undersmoothing of image regions. The Otsu’s algorithm
has been combined with the proposed method to assess its
effectiveness in image segmentation. The approach has been
evaluated with different sets of images considering their
homogeneity properties. Experimental results indicate that
the proposed approach is able to produce better-segmented
images in terms of quality and robustness.

The remainder of this paper is organized as follows.
Section II presents the agent-based model. Section III
presents the main concepts of binarization and segmentation
using Otsu’s method. Section IV presents the design of the
proposed method. The results are presented in Section V.
Finally, the conclusions are presented in Section VI.

II. AGENT BASED MODEL (ABM)
An ABM [38] is a computational model that simulates the
actions and interactions of set of N autonomous agents.
When an agent makes decisions based on its programmed
rules, it uses information regarding other neighboring agents.
The selection of neighbor agents and the type of informa-
tion used to modify the characteristics of an agent repre-
sent the manner in which the interactions among the agents
are modeled. The rules that characterize these processes are
generally very simple, such as a yes or no operation. Even
though AMB approaches consider simple rules in their oper-
ation, they can generate very complex behaviors that cannot
be produced and analyzed using traditional mathematical
models [39].

Each agent Ai (i ∈ 1, . . . ,N ) is characterized by a vector
θi of n attributes that can be adjusted. Therefore, the set of

attributes θi can be formally defined as:

θi =

{
ai1, . . . , a

i
n

}
(1)

The agent then assigns a value to each attribute. The agents
are considered dynamic elements that change their attributes
in each iteration k .
The rules define the manner in which an adjustable

attribute aij of agent Ai is modified [26], [27]. In general,
rules are represented as IF-THEN structures. Therefore, the
rules consist of two parts: the antecedent and consequent.
The antecedent (IF part) refers to the conditions under
which an attribute or set of attributes is modified. Typically,
an antecedent involves a function f (Ai) that associates the
attributes of agent θi with the attributes of other agents within
its neighborhood Ni. This function is formulated as follows:

f (Ai) = f (θi, |θ1, . . . , θm|) (2)

where θ1, . . . , θm represent the attributes of the agents
{A1, . . . ,Am} within the neighborhood Ni of Ai.

On the other hand, the consequent represents the magni-
tude in which an attribute aij of the agent Ai is modified. The
main component of the antecedent consists of a function g(aij)
that modifies the value of aij in iteration k to produce a new
value for iteration k+1. Therefore, the adjustment of attribute
aij can be modelled as follows:

aij (k + 1) = aij (k) + g(aij) (3)

III. IMAGE SEGMENTATION EMPLOYING
OTSU CRITERION
The Otsu method [16] is one of the most popular segmen-
tation techniques for thresholding, with a wide range of
applications. Otsu’s method allows determination of the opti-
mal threshold value to segment an image using information
obtained from the histogram of an image [40]. The histogram
H of an image in its corresponding intensity value is defined
by the following formulation:

H = {h0 + h1 + . . . + hL−1 (4)

where hr is the occurrence frequency of the gray level r in
the image.

∑L−1
r=0 hr represents the total number of pixels. L

represents the number of intensity values that an image can
represent. The probability of occurrence pr of each r intensity
value is determined as follows [17]:

pr = hr/N (5)

In case of two classes A and B, the algorithm conducts a
searching process to find the threshold that minimizes the
intra-class variance σ 2

ω, which is defined as a sum of weighted
variances of the two classes.

σ 2
ω (T ) = ωA (T ) σ 2

A (T ) + ωB (T ) σ 2
B (T ) (6)

The threshold value T that gives the minimum intra-class
variance is chosen as the optimal threshold. The probabilities
of the two classes A and B, which are divided by a threshold
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T , are represented by weights ωA and ωB. Variances σ 2
A and

σ 2
B correspond to the two classes. The probabilities of classes

ωA and ωB are calculated by taking into account the L gray
scale values in the following way:

ωA(T ) =

T−1∑
i=0

pi ωB(T ) =

L−1∑
i=T

pi (7)

The Otsu method can be used for two-class thresholding,
where the goal is to segment an image into two regions (con-
sidering only one threshold T ), or multi-thresholding, where
the goal is to segment an image into R regions (consider-
ing several thresholds T1, . . . ,TR−1). In multi-thresholding,
the Otsu’s method calculates multiple threshold values to
segment the image into multiple regions. This is done by
iteratively applying the two-class Otsu method to a histogram
of the image, with the goal of identifying multiple peaks
in the histogram that correspond to different regions in the
image. Each peak is then used to define a threshold value,
and the image is segmented into multiple regions based on
these threshold values.

IV. IMAGE SEGMENTATION BY ABM
In this section, we describe our proposed approach which is a
segmentation method that combines the Otsu method with an
agent-basedmodel. The aim of our approach is to use theOtsu
method to find the threshold points for image segmentation,
while the agent-based model performs the homogenization
process. The Otsu method is a widely used thresholding
technique that calculates the optimal threshold for image seg-
mentation based on the histogram of the image. This method
works well for images with bimodal histograms but can pro-
duce inaccurate results for images with complex histograms
or when different thresholds are considered. To overcome this
limitation, we propose an agent-based model that performs
the homogenization process. The model consists of a group
of agents that perform a set of operations to make the image
more homogeneous. The agents are guided by a set of rules
that are designed to promote the homogeneity in the image.
The combination of the Otsu method and the agent-based
model allows us to find the optimal threshold points while
at the same time homogenizing the image. This approach is
particularly useful for image segmentation tasks that require
accurate identification of objects or regions of interest.

Our approach is divided into two distinct phases that work
together to produce optimal results. In the first phase, theOtsu
method is applied to identify the initial multi-threshold values
required for segmenting the image into multiple regions.
In the second phase, the agent-based model is applied to
select the correspondence of each pixel to its corresponding
threshold. In this phase, each pixel is classified as belonging
to a specific region based on the threshold values identified in
the first phase. Moreover, in the second phase, the regions are
homogenized, which means that the pixels within each region
are mademore uniform in terms of their intensity values. This
homogenization process improves the overall quality of the

FIGURE 1. The proposed approach divided into two phases: The Otsu
method and the agent-based model.

image bymaking each regionmore visually consistent. Fig. 1
present an illustration of this process.

A. FIRST STAGE. APPLY THE OTSU METHOD
During the initial stage, theOtsu technique is utilized to detect
the set of V threshold values (T1, . . . ,TV ) that are necessary
to divide the image into V different segments. Here are the
steps to obtain the threshold values through the Otsu method
from a grayscale image:

1. Calculate the histogram H
2. Compute the probability of occurrence pr of each inten-

sity value.
3. Determine the probabilities of classes ωA and ωB
4. Obtain the variances σ 2

A and σ 2
B correspond to the two

classes
5. Identify the threshold T1 that minimizes the intra-class

variance σ 2
ω

6. The steps 3-5 are iteratively applied with the goal of
identifyingmultiple thresholds T2, . . . ,TV correspond-
ing to peaks in the histogram H .

B. SECOND STAGE. AGENT-BASED MODEL
FOR HOMOGENIZATION
In the second phase, an agent-based model classifies the pix-
els into distinct types based on previously established thresh-
old. Additionally, homogenization of the regions occurs,
resulting in a more uniform distribution of intensity values
among the pixels within each region.
A complex system is composed of multiple agents or ele-

ments that follow a set of rules for interaction, cooperation,
or competition with each other. These rules determine how
the agents respond to interactionswith other agents. An image
can be thought as a complex system where numerous basic
agents, or pixels, present various states and interact with their
close members. Through these interactions, diverse associa-
tions can be established using rules, which are used to address
several image processing tasks.
Our agent-basedmodel considers each pixel pi,j as an agent

Ai,j and its neighborhood of n × n as its area of influence.
In this model, each pixel pi,j is treated as an individual agent
Ai,j that interacts with its neighboring pixels to promote
homogeneity in the region. The behavior of each agent in
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this model is determined by the intensity differences with its
neighboring pixels. Specifically, the intensity differences are
evaluated based on the sign of the differences. The goal of
the agents in this model is to homogenize regions by setting
rules that determine whether each agent should increase or
decrease its value in order to promote homogeneity in its
neighborhood. The rules are designed based on the majority
of the signs of the differences between the agent and its
neighbors.

The agent-based model is a simulation technique used to
model complex systems by defining a set of rules governing
the behavior of individual agents within the system. The
agent-based model is an iterative process, which means that it
proceeds through a series of steps or iterations. In the begin-
ning, each agent Ai,j assumes an initial value that corresponds
to the actual intensity value of its corresponding pixel pi,j
in the image. These initial values serve as the starting point
for the simulation. Once the initial values have been set,
each agent in the model behaves according to the defined
rules. As the simulation progresses through each iteration,
the values of each agent Ai,j(k) can be modified in the next
iteration k + 1 as a consequence of the rules. This means
that the intensity values of the agents can change over time,
as the agents interact with each other and respond to changes
in their environment. The rules are applied to all pixels in
the image, resulting in a new image that stores the temporary
segmentation outcomes. This new image has same size as
the original, but with pixels classified into different levels
based on the thresholds determined by the Otsu approach. All
this process is executed until a maximal number of iterations
maxIter has been reached. Fig. 2 presents an illustration of
the process conducted by the agent-based model.

In this part, we will discuss the rules used in our approach
to homogenize the pixels in the neighborhood and to classify
the pixels into different levels based on the threshold to which
they belong.

To homogenize the pixels in the neighborhood, we first
define a window size of 3 × 3, which determines the size of
the area around each pixel (agent) that we will consider. This
neighborhood is shown in Fig.3.

Every agent A0 evaluates its intensity level against its
adjacent agents Ai (i ∈ 1, . . . , 8), resulting in eight distinct
comparisons. These comparisons produce eight differences
si, which are defined according to their sign in the following
manner:

si = sign(A0 − Ai) (8)

In order to evaluate the homogeneity of the block, the total
sign S is defined. The total sign of a neighborhood represents
the sign of the majority of the elements in the neighborhood.
It is formulated as follows:

S = sign

 8∑
j=1

si

 (9)

FIGURE 2. Process conducted by the agent-based model.

FIGURE 3. Neighborhood considered in the rules.

The total sign S of a neighborhood can take on three possi-
ble cases, each with different implications for the behavior of
the elements in the neighborhood. These cases are positive,
negative, and zero.

Our model consists of four rules. The first three rules
consider the homogenization process while the fourth one
allows to classify the pixels.

C. RULE I
If S has a negative value, it indicates that most of the values in
the neighborhood are greater than the value of A0. Therefore,
in rule 1, if an agent A0 has more neighbors with higher val-
ues, the majority rule suggests that the agent should increase
its value in order to homogenize the contain of the block. This
rule can be expressed as follows:

IF(S = −1)THEN {A0 (k + 1) = A0 (k) + β} (10)

where β represents the factor whit which A0 is incremented.
It is important to remark that the value of A0 is protected.
Therefore, it cannot assume a value greater than 255 or lower
than zero.
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D. RULE II
If the total sign S is positive, this means that the majority of
the elements in the neighborhood have a value that is lower
than A0. So, in accordance with rule 2, if an agent A0 has
a larger number of neighbors with smaller values, the agent
must decrease its own value to make uniform the content of
the block. This rule can be formulated as follows:

IF(S = 1)THEN {A0 (k + 1) = A0 (k) − β} (11)

E. RULE III
The third rule considers the case when the total sign S is
zero. This case has two situations. The first one is that the
neighborhood is homogeneous, meaning that all the elements
have the same value as A0. The second interpretation is that
the neighborhood is divided into two halves with different
values, which could indicate that A0 represents an impor-
tant characteristic of the image, such as an edge or corner.
In image processing, this could indicate a region of transition
between two different features in an image. Therefore, If the
total sign S is zero, the agent must remain without changes
in order to maintain the homogeneity of the block or the
presence of the feature. This rule can be expressed as follows:

IF(S = 0)THEN {A0 (k + 1) = A0 (k)} (12)

F. RULE IV
Rule 4 involves the classification of pixels into different
levels based on the thresholds determined by using the Otsu
approach. Under this rule, the temporary segmentation results
are collected in the resulting image R. The rule assigns each
pixel (agent) in the image to a specific level based on the
threshold it corresponds to. Specifically, if the intensity value
pi,j of an agentAi,j falls within the interval

[
Tq ≤ pi,j < Tq+1

]
defined by the threshold q, then the pixel in the same position
asAi,j is set to q in the new imageR that collects the temporary
segmentation results. This rule can be formulated as follows:

IF(Tq ≤ Ai,j < Tq+1)THEN
{
Ri,j = q

}
(13)

The effects of the application of this rule along with the
other rules can be seen in Figure 4. The figure shows the
results of the agent-based model in iterations 1, 10 and 20.

FIGURE 4. Results of the agent-based model in iterations (a) 1, (b) 10
and (c) 20.

V. EXPERIMENTAL RESULTS
In this section, the performance of our proposed approach,
called ABM-Seg, is analyzed. The proposed approach is

tested by considering different public datasets commonly
used in the literature. The results have been compared with
those obtained using other homogenization schemes. The
objective is to provide evidence of the effectiveness of the
proposed method in segmenting and simultaneously increas-
ing the homogeneity index of the images.

This section is divided into three subsections. First,
we introduce the homogeneity index used to evaluate the
segmentation results. In the second subsection, the ABM-Seg
and Otsu methods are compared in terms of their homogene-
ity using a representative set of images. Finally, in the third
subsection, the proposed method is compared with another
state-of-the-art homogenization approach.

A. HOMOGENEITY INDEX
Segmentation refers to the partitioning of an image into dif-
ferent regions that correspond to distinct objects or parts of
interest. To evaluate the effectiveness of segmentation algo-
rithms, various metrics have been proposed [41]. However,
the use of segmentation indexes alone is not sufficient to
evaluate an appropriate segmentation. Even if a segmentation
algorithm achieves a high score on a certain index, it may
not result in a segmentation that is visually or semantically
meaningful. Therefore, it is also important to evaluate the
homogeneity of the segmentation results, which refers to
the degree of similarity or consistency within each region.
Homogeneity is a crucial aspect of segmentation quality,
as it ensures that each region corresponds to a meaningful
object or part of the image, and that there are no disjoint
or overlapping regions that cause confusion or misinterpre-
tation. Unfortunately, there are no indexes that are able to
appropriately assess the homogeneity of regions.

In this study, a homogeneity index is proposed based on the
gray level co-occurrence matrix (GLCM) [42]. It computes
the frequency of occurrence of different combinations of
gray-level values and generates a matrix that summarizes
the texture or homogeneity of the image. By analyzing the
GLCM for each region in a segmentation, it is possible
to derive a homogeneity index that quantifies the degree
of similarity between the gray-level distributions within
the region.

To produce a gray level co-occurrence matrix (GLCM)
from image I , it is calculated how often a pixel with gray
level value i appears horizontally next to a pixel with value j.
Each element (i, j) in GCLM specifies the number of times
that the pixel with value i is horizontally adjacent to a pixel
with value j. Figure 5 shows how various values are calculated
in the GLCM of the 4-by-5 image I . The element (1,1) in
the GLCM contains the value 1 because there is only one
instance in the image where two horizontally adjacent pixels
have the same values. values 1 and 1. The element (1,2) in the
GLCM contains the value 2 because there are two instances
in the image where two horizontally adjacent pixels have the
values 1 and 2. This process continues until completing all
the values in the GLCM [43].
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FIGURE 5. Creating a gray level co-occurrence matrix.

Once the GLCM is obtained such that the sum of its
elements is equal to 1. Each element (i, j) in the normalized
GLCM corresponds to the probability of the joint appearance
of pixel pairs that presents a defined spatial relationship in
terms of the gray level values i and j in the image. Subse-
quently, the homogeneity, H , was calculated using Equation
8. Pi,j is the probability of the co-occurrence of gray values i
and j for a given distance. A higher value represents a more
homogeneous image [44].

H =

N−1∑
i,j=0

Pi,j/1 + (i− j)2 (14)

The proposed homogeneity index H based on GLCM has
several advantages. First, it is able to capture both the texture
and contrast characteristics of regions, which are important
for determining their homogeneity. Second, it is easy to
compute and does not require any ground truth data or refer-
ence segmentation. Third, it is applicable to a wide range of
image types and segmentation algorithms and can be used to
compare different segmentations based on their homogeneity
scores.

B. ABM-SEG COMPARED WITH THE OTSU METHOD
In our experiment, the Otsu method has been implemented in
its standard form whereas the proposed technique uses a beta
factor β with a value of 1 and is run for 200 iterations. The
number of iterations is chosen to ensure that the technique
is fully converged, and the resulting segmentations are also
stable. To evaluate the performance of the new technique,
a range of threshold values, Ti = {2, 3, 4, 5}, were applied
to all images. This was done to explore the sensitivity of the
new technique to different threshold values and to provide
a comprehensive evaluation of its performance. All experi-
ments were performed using MATLAB 9.1.3 on a computer
with a 1.8 GHz AMD Ryzen 7 CPU and 16 GB of RAM.
This setup was chosen to ensure that the experiments were
conducted efficiently and without significant computational
overhead.

This subsection includes a set of experiments that aim
to evaluate the effectiveness of the ABM-Seg algorithm
in producing homogeneous segmentations compared to the

Otsu method. The experimental tests were conducted using
a representative set of images. The homogeneity of the seg-
mentations is considered the main evaluation criterion. The
comparison considers two important aspects: Visual and
numerical.

The visual comparison involves the visual evaluation of
a set of images to determine the quality of the segmenta-
tion results. This is an important aspect of evaluation as it
allows a qualitative assessment of how well an algorithm is
able to accurately segment objects in an image. By visually
comparing different images, it becomes possible to identify
any inaccuracies or artifacts that might be present in the
segmentation results. This helps in determining the visual
quality of the segmentation produced by the algorithm.

The second aspect of comparison considers the numeri-
cal comparison of the homogeneity index among different
images. By comparing the homogeneity index among differ-
ent images, it becomes possible to quantitatively evaluate the
performance of different segmentation algorithms. A higher
homogeneity index indicates a more homogeneous segmen-
tation, and thus a better segmentation result.

By considering both visual and numerical comparisons,
it becomes possible to make a comprehensive assessment
of the performance of different segmentation algorithms.
While the visual comparison allows for a qualitative evalu-
ation of the segmentation quality, the numerical comparison
provides a quantitative measure of the homogeneity of the
segmentation results. This allows for a more objective evalua-
tion of different segmentation algorithms and helps to identify
the strengths and weaknesses of each algorithm.

1) VISUAL EVALUATION
For the visual evaluation, a set of images consisted of six
representative images are considered. They are shown in
Figures 6-11. Each figure includes the original image, fol-
lows by four segmented images produced by the ABM-Seg
algorithm for the number of thresholds {2,3,4,5}. These seg-
mented images were labeled as (a-d) in the table. To bet-
ter assess the homogeneity of the segmentations, significant
zoomed versions of the segmented images were presented in
images (e-h). Each figure contains also set of images con-
sisted of segmented results of the Otsu method, and their cor-
responding segmentations were presented in elements (i-l).
Like the ABM-Seg results, the center of each segmented
image was zoomed to better appreciate the homogeneity of
the segmentation. These zoomed images were presented in
elements (m-p).

Based on a visual inspection of figures 6-11, it is evi-
dent that the proposed ABM-Seg approach outperforms the
Otsu method in terms of segmentation quality. Three main
aspects have been identified to support this claim. Firstly,
the ABM-Seg approach produces segmentation results that
are more homogeneous, with an excellent degree of sim-
ilarity or consistency within each region. This results in
visually or semantically meaningful areas, which are eas-
ily interpretable. In contrast, the Otsu method produces
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FIGURE 6. Segmentation results evaluated over the Baboon image.

inhomogeneous results that are visibly fragmented and dis-
jointed. The ABM-Seg approach is therefore able to produce
a more accurate and reliable segmentation of the image.

Secondly, the ABM-Seg approach produces segmented
results with a low presence of artifacts or noise elements.
This is evident in all the images, where the ABM-Seg
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FIGURE 7. Segmentation results evaluated over the Barbara image.

approach produces clean and smooth edges, with no apparent
noise or distortion. On the other hand, the Otsu method
is more prone to producing noisy elements that result in

discontinuous regions. This can lead to inaccurate segmen-
tation results and can impact the overall quality of the image.
Thirdly, the ABM-Seg approach preserves the important
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FIGURE 8. Segmentation results evaluated over the Bridge image.

features of the image, such as corners and edges. These
features are not affected by the operation of the agent-
based model and are preserved in the segmented result.

In contrast, the Otsu method is known to remove or alter
these important features in some cases, resulting in inac-
curate segmentation results. The ability of the ABM-Seg
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FIGURE 9. Segmentation results evaluated over the Butterfly image.

approach to preserve these features is a significant advan-
tage and makes it a more reliable approach for image
segmentation.

On the other hand, in the Figures 6-11 that have been
increased in size such as (e-h) or (m-p), finer details become
more apparent. As we analyze these images, it becomes clear
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FIGURE 10. Segmentation results evaluated over the Cameraman image.

that the ABM-Seg algorithm produces boundaries which
match the true edges of the objects. In contrast, the Otsu
method generates boundaries that are not accurate with the

visual edges from the images. This suggests that the ABM-
Seg algorithm is more effective at accurately segmenting
objects in images. Moreover, it is evident from the images
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FIGURE 11. Segmentation results evaluated over the Lena image.

that the ABM-Seg method presents a lower number of inac-
curacies or artifacts in comparison to the Otsu approach.
This further highlights the superior accuracy of the ABM-Seg

algorithm. In general, from the images, it is visually evident
that the ABM-Seg algorithm allows the accurate detection
of each important region or object in the image, while the
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TABLE 1. Homogeneity (H) values for images from Figures 6-11.

Otsu method presents missing or incomplete parts. Overall,
these observations indicate that the ABM-Seg algorithm is a
more accurate and effective method for image segmentation
as compared to the Otsu method. By producing boundaries
that match the true edges of objects and presenting a lower
number of inaccuracies and artifacts, the ABM-Seg algorithm
allows for the more precise and comprehensive segmentation
of images.

In conclusion, the results of the experiments clearly indi-
cate that the ABM-Seg approach outperforms the Otsu
method in terms of segmentation quality. The ABM-Seg
approach produces more homogeneous regions, with a low
presence of artifacts or noise elements, and preserves the
important features of the image. These advantages make the
ABM-Seg approach a more reliable and accurate approach
for image segmentation.

2) NUMERICAL EVALUATION
This part compares numerically the segmentation results of
the ABM-Seg method with those of the Otsu method using
the homogeneity index. The results are presented in Table 1,
which shows the homogeneity values for each method across
the images presented in Figures 6-11. The homogeneity index
is a metric used to evaluate the quality of segmentation
results, where higher values indicate more homogeneous
regions. In this case, the homogeneity values indicate how
well the segmentationmethods are able to identify the regions
of interest in the imageswhile preserving their characteristics.

An analysis of Table 1 indicates that the ABM-Seg method
obtains the best values of homogeneity for all images, com-
pared to the Otsu method. This suggests that the ABM-Seg
method ismore effective in accurately detecting the regions of
interest in the images, without removing important features.

FIGURE 12. MRI images used in the experiments.

The results also show that the Otsu method’s performance
degrades as the number of thresholds increases. This is
because themethod is not able to consistently produce regions
as the number of thresholds increases. This highlights the
limitation of the Otsu method in producing consistent and
accurate segmentation results.

Overall, the results suggest that the proposed ABM-Seg
method is more effective in producing accurate segmentation
results compared to the Otsu method, particularly in pre-
serving the characteristics of the regions of interest in the
images. This is an important contribution, as accurate seg-
mentation results are essential for many applications. These
findings suggest that the use of local features in image seg-
mentation approaches can significantly improve the accuracy
and precision of the homogenization process. Overall, our
results highlight the importance of considering local features
in image processing methods to obtain more accurate and
detailed segmentation results.

C. ABM-SEG COMPARED WITH AN
HOMOGENIZATION APPROACH
In the third subsection, the proposed method is compared
with the state-of-the-art homogenization approach proposed
in [25] (MED-MOR), which combines a median filter with
a set of morphological operations. Similar to our scheme,
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FIGURE 13. Segmentation results evaluated over the images IM23, IM25 and IM26.

this algorithm integrates the homogenization technique with
Otsu’s method. Because this schemewas designed to segment
MRI images, all experiments were conducted using this type
of image.

To analyze the quantitative and qualitative results in detail,
a set of six representative images was selected. These images
are presented in Fig. 12. All selected images were considered
special cases owing to their complexity.
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FIGURE 14. Segmentation results evaluated over the images IM28, IM30 and IM44.

Figures 13 and 14 present the qualitative results for dif-
ferent threshold values, Ti = {2, 3, 4, 5}, between both
algorithms, considering the images from Figure 12. When

evaluating the segmentation results in images, several
characteristics are visually evaluated to determine if the
segmentation has been successful. These characteristics are
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particularly important, as they reflect the impact of the
homogenization process.

An analysis of Figures 13 and 14 indicates that ABM-
Seg produces sharper edges around the elements, with less
over- or under-smoothing, which means that the objects are
better delineated. In addition, the boundaries between the
objects are more precise, and there are fewer artifacts or
discontinuities in the segmented image. Moreover, the details
of the objects were well preserved in the segmentation results
obtained using the ABM-Seg algorithm. In contrast, the seg-
mentation result obtained with MED-MOR showed a signifi-
cant loss of detail in the edges and contours of the objects.
Segmentation is less precise and there are more artifacts
and discontinuities in the segmented image. Moreover, the
edges are smoother, which leads to the loss of some object
detail. Under such conditions, it is clear that the ABM-Seg
method captures more details and edges of the objects than
the MED-MOR algorithm, resulting in more precise segmen-
tation boundaries. Our approach also preserved finer details
of the elements, resulting in a more natural and realistic
appearance. It is also evident that the ABM-Seg scheme
effectively reduces noise in the image without introducing
new artifacts. Figures 13 and 14 show that the MED-MOR
method is not always able to effectively handle complex
structures or noise that is present in the image. Consequently,
this method introduces unwanted artifacts when the noise
structure is larger than the morphological filter (5 × 5).

TABLE 2. Homogeneity (H) values from Figures 13 and 14.

Table 2 presents the quantitative comparison results
between the ABM-Seg and MED-MOR algorithms for the
images shown in Figures 13 and 14. The Table reports the
homogenization index, which evaluates how well the algo-
rithm can remove noise and produce homogenous regions
in the image. Higher values of the homogenization index

indicate better performance. It is evident from the table that
the ABM-Seg algorithm performs better than theMED-MOR
algorithm because it has a higher homogenization index for
all images.

The results of these experiments demonstrate that the
rules incorporated in the proposed agent-based model are
highly effective for processing local information in image
segmentation. The pixel interactions among the neighboring
elements characterized in the model enable the generation of
homogeneous regions that preserve the essential details while
simultaneously eliminating the noise elements or inconsistent
information. The remarkable results of the agent-basedmodel
are a consequence of its iterative process. Under this mech-
anism, the model continually improves its homogenization
results with each iteration. The model can take into account
the results of the previous iteration to adjust and refine the
results considering the rules used for pixel interactions among
neighbor elements. This can lead tomore accurate and precise
homogenization results with less over-smoothing or under-
smoothing of the image regions. On the other hand, the
MED-MOR method is less flexible than the ABM-Seg
scheme because it uses fixed filters that cannot be adapted
to the specific characteristics of each noise structure. As a
result, this approach may not be able to completely eliminate
noise from the image, leaving artifacts behind due to partial
elimination. The lack of adaptability to local features and
variations is a major limitation of this approach.

VI. CONCLUSION
The article describes the use of agent-based modeling (ABM)
as a homogenization method for image segmentation. Our
approach involves associating the attributes and behaviors of
agents with the pixels of an image and their relative differ-
ences. Each agent makes decisions based on a set of rules
that determine its behavior based on its differences from other
neighboring elements. The intensity value of each agent is
then incremented or decremented based on the most common
sign among its neighbors as a rule of behavior. This process
is repeated in each iteration, modifying the intensity values
of all agents to homogenize their local regions to the same
intensity value.

Our agent-based method for image homogenization uses
local features to capture detailed information about image
regions, which makes it less sensitive to outliers or extreme
values in the image. This results in more accurate and precise
homogenization, with less oversmoothing or undersmooth-
ing of image regions, compared to other approaches that
rely on global characteristics. The iterative process of the
agent-based model can also be one of the reasons behind
its outstanding performance. With each iteration, the model
enhances its homogenization outcomes, taking into consider-
ation the rules used for pixel interactions among neighboring
elements, and using the previous iteration’s results to adjust
and refine the outcomes. This continual improvement can
result in more precise and accurate homogenization results.
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Experimental tests were conducted using a representative
set of images. The homogeneity of the segmentations is
considered the main evaluation criterion. The comparison
considers two important aspects: Visual and numerical. The
visual comparison involves the visual evaluation of a set of
images to determine the quality of the segmentation results.
The second aspect of the comparison involves a numeri-
cal comparison of the homogeneity index among different
images. In this study, a homogeneity index H was proposed
based on a gray-level co-occurrence matrix (GLCM). The
proposed homogeneity index,H , can appropriately determine
the homogeneity of the segmentation results.

The results of the experiments indicate that the ABM-
Seg technique is more successful than the Otsu method and
the MED-MOR scheme in achieving precise segmentation
outcomes, particularly in maintaining the distinctive features
of the image’s regions of interest. This is a valuable find-
ing because accurate segmentation outcomes are crucial for
numerous applications.

One direction that deserves further research is to include in
the agent-based model rules that involve not only local pixels
but also elements of distant positions. Under such conditions,
it can be possible to combine local and global features to
improve the performance of the homogenization approach.
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