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ABSTRACT Artificial intelligence (Al) approaches have been used in personalised adaptive education
systems to overcome the limitations of statically determined learning styles (LSs). These approaches utilise
algorithms from machine learning (ML) to tackle the challenge of personalising e-learning by mapping
students’ behavioural attributes to a particular LS automatically and dynamically to optimise the individual
learning process. Motivated by the many influential studies in this field and the current developments in ML
and Al, a comprehensive systematic literature review was conducted from 2015 to 2022. Influential scientific
literature was analysed to identify the emerging trends and gaps in the literature in terms of LS models and
possible ML techniques employed for personalised adaptive learning platforms. The outcomes of this paper
include a review and analysis of the current trends of this emerging field in terms of the applications and
developments in using ML approaches to implement more intelligent and adaptive e-learning environments
to detect learners’ LSs automatically for enhancing learning. In addition, the following issues were also
investigated: the platforms that stimulated research; identifying LS models utilised in e-learning; the
evaluation methods used; and the learning supports provided. The results indicated an increasing interest in
using artificial neural network approaches to identify LSs. However, limited work has been conducted on the
comparison of deep learning methods in this context. The findings suggest the need to consider and stimulate
further empirical investigation in documenting the adoption and comparison of deep learning algorithms in
classifying LSs to provide higher adaptability.

INDEX TERMS Artificial intelligence, e-learning, learning style, machine learning, personalized adaptive
learning, systematic literature review.

I. INTRODUCTION

The advent of novel technologies has unlocked new learn-
ing opportunities creating a paradigm shift in the educa-
tion sector [1]. Technological advances compounded by the
COVID-19 pandemic have fuelled a rise in the online edu-
cation paradigm. E-learning has enabled global access to
information for learners. This has resulted in generating more
data flows contributing to the rise in big data technology
[2]. Consequently, e-learning needs to provide for the grow-
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ing number of users and prolific data [2], [3]. Furthermore,
e-learning has led to not only a physical distance between
the teacher and learner but also less personal engagement.
This amplifies the need to develop a more personalised
approach to e-learning for growing student populations
to meet the requirements of the heterogeneous needs of
individual learners [2], [3].

[4] defines personalised adaptive learning as a
“technology-empowered effective pedagogy which can
adaptively adjust teaching strategies timely based on
real-time monitored (enabled by smart technology) learn-
ers’ differences and changes in individual characteristics,
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individual performance, and personal development”. Adap-
tive education systems aim to enhance learning efficiency
and performance and reduce cognitive overload issues by
providing an optimal learning path and individualised content
based on the knowledge, behaviour and profile of each learner
[5], [6], [7]. Thus, personalised adaptive educational systems
are built based on the fact that the learning process is different
for each learner [8], [9]. However, current systems offer
the same resources for all learners regardless of individual
learner needs and preferences, therefore, these systems lack
adaptivity [5].

The formation of an effective student profile and model
that represents a learner’s characteristics such as learning
styles (LSs) is important to consider in the implementation
of an efficient adaptive e-learning system [10]. Differences
inLSs are determined by the different approaches that stu-
dents use to engage with learning materials and internalise
information [10]. Therefore, to ‘personalise’ e-learning, it is
important to understand the types of learners and evaluate
and classify their LSs to adapt the content and learning
techniques according to their preferred way of learning to
support learners more effectively and efficiently [6], [11].
To determine LSs, well-known and used learning style theory
models (LSMs) have been suggested to identify the initial LSs
of learners [2].

The efficiency of personalised adaptive education sys-
tems depends on the approach used to categorise and col-
lect information regarding the LSs of learners according
to learner needs and characteristics and how this informa-
tion is processed to develop an adaptive and intelligent
learning context [5]. Therefore, by classifying learners’ LSs
with greater accuracy, adaptive learning systems can utilise
LS information to provide accurate personalisation. Tradi-
tional methods to determine students’ LSs involve filling in
a questionnaire, however, this solution has notable draw-
backs [10]. First, filling in questionnaires is time-consuming
[10]. Second, results obtained from the questionnaires can
be inaccurate in determining the real LSs of the students
as students are not always conscientious of their LS which
results in them providing uninformed answers [10]. Third,
LSs continually change during the learning process and are
dynamic whereas results obtained from questionnaires are
static [10].

To overcome these limitations, artificial intelligence (Al)
approaches have been used in personalised adaptive educa-
tion systems to detect LSs automatically [5], [6], [10]. The
automatic detection of LSs to classify students according
to the way they prefer to learn is beneficial as it is not
only more efficient than filling in questionnaires, but it is
also dynamic and can be changed according to the students’
behaviours [10]. These approaches utilise algorithms from
the field of machine learning (ML) to tackle the challenge
of personalising e-learning by mapping students’ behaviour
attributes to a particular LS automatically and dynamically
to optimise the individual learning process and enhance the
e-learning experience [9], [10].
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After the identification of accurate LSs, adaptive learning
systems utilise the information to provide accurate personal-
isation leading to benefits for students, including increased
student performance, satisfaction, learner engagement and
time efficiency [2], [6], [8], [12], [13]. By students being
aware of their LSs, they can self-regulate their learning,
capitalise on their strengths and understand why they are
struggling [14]. Moreover, instructors can use LS information
to offer accurate guidance to their learners to improve their
learning efficiency and support their personalised develop-
ment [12], [15]. These appealing reasons inspired a grow-
ing interest in research investigating the integration of LS
and personalised adaptive learning(PAL) systems to enhance
e-learning. The graph in Fig. 1 displays the statistical analysis
of article publication trends by year across the four databases
in this field during the period from 2015 to 2022. Moreover,
some of these articles have been recognised and highly cited
in research communities.

Article Publication Trends
13
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10

# Articles

O N B OO

2015 2016 2017 2018 2019 2020 2021 2022

Year of Publication

FIGURE 1. Statistical analysis of article publication trends
from 2015 to 2022.

Previous studies and recent publications have shown the
application of Al approaches in the automatic detection of
LSs based on various LS models [5], [16], [17], [18]. For
example, [5] developed an Al-based system that provided the
facility to compare the performance of multiple LS models
and Al-based classification techniques. These models were
developed dynamically, within the same tool [5]. This study
is an influential work, receiving a high number citations in
Google Scholar. Another highly-cited work [16] investigated
four computational intelligence algorithms for their ability
to improve the accuracy of automatic LS identification. [17]
used LS to develop a personalised conversational Intelligent
Tutoring System (ITS). More recently, [ 18] proposed a robust
classifier to identify the LS of the learners in an e-learning
system which performed well for several courses tested [18].
This study also attracted attention in research communities
with a good number of citations within the last two years.
Motivated by the many influential studies in this field and the
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current development of technologies in the field of AJ, it is
essential to understand the extant literature across this field
of study.

Furthermore, Al technologies associated with PAL can be
integrated into e-learning to offer efficient and effective ways
to address the challenge of personalising e-learning — partic-
ularly relevant during the COVID-19 pandemic — to optimise
individual learning. [19] emphasises the significance of such
systems, particularly during a pandemic, due to the ability of
these systems to assist educators in rethinking and revising
the learning design of their courses to provide enhanced learn-
ing experiences. Consequently, the relevance of PAL based on
ML techniques is evident and supports the principal reason for
advancing research in this field through this SLR.

Although the surveys of recent review studies have
addressed research on the global view of PAL [20], [21], [22],
[23] from perspectives of the use of Al techniques [9] and
theory of learning styles employed in adaptive e-learning
[13], [24] environments, these SLRs have not considered
and delved deeply into the application and integration of LS
theories and Al techniques in adaptive e-learning systems to
identify LSs automatically.

SLRs conducted by [25] and [26] have considered the
application and integration of LS theories and Al techniques
in adaptive e-learning systems. These authors reviewed var-
ious aspects of LS theory selection in the e-learning envi-
ronment, online LS predictors/attributes and automatic LS
classification algorithms for numerous LS applications in
adaptive learning systems. This paper was based on these two
previous reviews in the field of LS detection.

The current SLR presented here overlaps with the classifi-
cation of some topics in the SLRs presented by [25] and [26].
These SLRs have two limitations. First, with the recent rapid
advances in technology and innovations, studies that have
been published after 2014 have yet to be reviewed. Second,
these studies have not considered the different evaluation
methods to evaluate and validate the accuracy of the Af
techniques implemented in their analyses.

The SLR presented here differs as it covers the period
from 2015 to 2022. Furthermore, this SLR aims to augment
existing research by reviewing articles that emphasise the LS
applications in the development of the PAL system as well as
the papers that provide insights into the ML techniques used
to classify learners’ LSs automatically. Lastly, this SLR has
also considered the different evaluation methods to evaluate
and validate the accuracy of the AJ techniques implemented
in their analyses.

In this paper, the survey summarises, quantifies and
expands on the current research in the field of Al approaches
used for personalised adaptive education systems within
e-learning to classify the type of learners dynamically and
automatically to optimise the individual learning process.
Furthermore, it probes deeply into the application and
integration of LS theories and Al techniques in adaptive
e-learning systems to automatically identify an LS. A com-
prehensive search of the scientific literature following a sys-
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tematic methodology related to this topic will be selected
for the review and will be analysed to identify the emerging
trends in terms of the LS models and possible Al techniques
used for PAL platforms.

The theoretical implications of the findings obtained from
this study will certainly help and be of great interest to aca-
demicians, practitioners and researchers in providing insight
into the potential of how ML techniques can be exploited for
implementing and supporting PAL to identify LSs. Further-
more, the practical implications of this research will enhance
the understanding of the status and trends of Al techniques
and LSMs that are adopted to support PAL e-learning sys-
tems. Moreover, performing the SLR through the extraction
of relevant studies provides a background for appropriately
positioning and identifying relevant lines of new research
events [27].

Il. SEARCH METHODOLOGY

The SLR survey was conducted following the methodolog-
ical guidelines for literature reviews in software engineer-
ing as recommended by Kitchenham and Charters [27].
This methodology has already been used in other systematic
reviews for similar fields of applicability in the SLR articles
by [28] and [29]. Following these guidelines, in this section,
the designed review protocol, which includes the research
questions, the search process, the selection criteria and the
selection process, is described.

The main objective of the current SLR entails systemat-
ically collecting and analysing studies on ML approaches
used for personalised adaptive education systems within
e-learning to implement intelligent and adaptive e-learning
environments based on classifying learners’ LSs automati-
cally and dynamically to enhance learning. To realise this
goal, the literature review was guided by the following
research questions:

- What platforms are frequently investigated in PAL envi-
ronments to determine learners’ LSs?

- Which LSMs are frequently investigated in PAL envi-
ronments to classify learners’ LSs?

- Which ML techniques are frequently employed for
adaptive education systems to automatically identify
learners’ LSs?

- What evaluation methods are used to determine the
performance and accuracy of the ML techniques imple-
mented to predict a new learner’s LS?

- What learning supports are provided in the current liter-
ature to provide personalised learning according to the
learners’ LSs?

The search strategy defined was used to search for primary
studies and included search terms and generating search
strings to be searched. The reviewers identified keywords,
paying particular attention to words to answer the research
questions. The main keywords that were used to identify the
articles were ‘personalized learning” OR ‘personalised learn-
ing’ and ‘adaptive learning’, ‘e-Learning’ OR ELearning’
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OR ‘online learning’, ‘machine learning’, ‘artificial intelli-
gence’ and ‘learning styles’.

An SLR was implemented covering papers published in
journals and at conferences and available in the four iden-
tified electronic databases, namely, IEEE, Springer, Science
Direct (Elsevier) and ACM. To make this research contem-
porary and well-intentioned in Al technologies employed
in adaptive education systems, the literature search covered
contributions from 2015 to 2022. Relevant studies that were
not found following this search appear in the referenced
bibliography of the searched results and were also included
in the second and third analysis iterations.

Screening of the literature for the selection process
reported the most appropriate papers for the mapping study
through the inclusion and exclusion criteria provided by the
protocol. Specifically, articles from the preliminary search
were included if they met the following main inclusion
criteria:

- Current application and integration of LS theory/theories

in the development of PAL systems.

- Techniques based on automatic and dynamic approaches
using ML approaches applied in the area of education to
obtain LS information and patterns. Therefore, the focus
is on data-driven approaches.

- Articles applicable to technology-supported adap-
tive/personalised learning such as adaptive/personalised
interfaces, learning contents and learning paths for
administering teaching and learning activities.

- Empirical studies that have investigated the usage, eval-
vated and or implemented a PAL system based on
ML techniques to identify LS for use in educational
institutions.

The following main exclusion criteria were applied in this
SLR:

- Articles that emphasise the application of LSs and only
use traditional measurement methods such as question-
naires and rule-based approaches such as the study by
[30]. However, the study by [31] was included as it
combined a literature-based method with ML techniques
to detect learners’ LS.

- Research that deals with learner modelling in the context
of adaptive learning using an ontology approach and
recommender systems.

- Studies relevant to personalised adaptive learning but
with NO references to education, such as health care.

Once the potentially relevant primary studies were obtained,
they were assessed for their actual relevance. Articles were
selected based on the research questions, keywords, search
strings, databases and screening of inclusion and exclusion
criteria identified above. The study selection process involved
a multistage process, involving five stages: the search of the
digital databases; pre-screening by assessing title and key
words; examination of the complete text of the abstract for
relevance; examination of the introduction and conclusion;
and the full-text screening of the primary studies to determine
compliance with the inclusion and exclusion criteria. The
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final number of articles included from the selected databases
in this SLR was narrowed down to 48 during the period of
investigation.

IIl. ANALYSIS, RESULTS AND DISCUSSION
In this literature survey, the selected articles focus on Al
approaches used for personalised adaptive education systems
within e-learning to classify the type of learners dynamically
and automatically (by identifying LSs). These articles were
analysed, synthesised and categorised using similar themes
to answer the research questions. They provide insight into
current practices, identify the emerging trends in terms of
the LSMs and potential Al techniques to be employed for
PAL platforms and suggest areas for further investigation.
In this section, the results and discussion of the research
articles surveyed and the studies addressing the five research
sub-questions are presented. Based on the research questions,
the taxonomy outlined in Fig. 2 was used in the current
research. The taxonomy will be elaborated on in this section.

Classification and recommendation are the two foremost
tasks needed in e-learning personalisation [2]. Thus, the arti-
cles reviewed herein present both the tasks of the develop-
ment process and how they are interrelated. All the studies
selected in the review adhered to a similar integration and
development process so the results of the analysis will be
presented accordingly.

The classification task entails classifying and predicting
a learner’s LS using LSM and ML algorithms [25], [30].
The development begins by selecting the LS framework and
then selecting and collecting data using the data sources and
the corresponding LS attributes to build the learner model
[25], [30]. This is followed by the selection, training, testing
and evaluation of the classification models to detect and
recognise a new learner’s LS [25], [30]. Thereafter, in the
recommendation task, the application of this model into an
adaptive learning system according to learner preferences is
implemented [26], [31]. An illustration of the process/method
used to personalise e-learning through the automatic and
dynamic detection of LSs is depicted in Fig 3.

A. WHAT PLATFORMS ARE FREQUENTLY INVESTIGATED
IN PERSONALISED ADAPTIVE LEARNING ENVIRONMENTS
TO DETERMINE LEARNERS’ LEARNING STYLES?

This question investigated the different platforms that stimu-
lated research on applicable learning scenarios found across
the literature to automatically detect LSs. These platforms for
each of the selected studies in this SLR are detailed in Table 1
and are depicted in Fig. 4.

Among the 48 papers that have addressed this topic,
e-learning is still the platform that has received the most
interest at 73%. Massive Open Online Course (MOOC) plat-
forms to address attrition and the high dropout rate have
also been implemented. Only 7% of the papers have invested
MOOC platforms in personalised adaptive learning platforms
to identify LSs. Notable examples include papers by [6], [8],
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FIGURE 2. Taxonomy - PAL based on ML techniques to automatically identify LSs.

and [32], which investigated solutions to integrate adaptive
recommendation systems with MOOC.

PAL platforms based on LS have also been applied to
various platforms such as the ITS [33], [34]; the Conver-
sational Intelligent Tutoring System (CITS) [17] and online
mobile applications [35], [36]. In [35], the proposed approach
enabled elementary students to learn materials in an online
mobile application and adjust the delivery method according
to their preferred LS. Other platforms found through the
review contain a virtual laboratory; [37] proposed a complete
personalised learning solution for LS identification, learning
performance assessment and adaptive learning content deliv-
ery for virtual hands-on laboratory-based education solu-
tions. On the other hand, [38] investigated LSs to determine
their relevance in problem-solving abilities in a game-based
environment.

Platforms categorised as ‘other’, such as the research
frameworks proposed by [5], [39], and [40], are representa-
tive of the studies that presented a proposed approach and
framework (or were evaluated using simulated data) where
no particular platform was specified in their work.

B. WHICH LEARNING STYLE MODELS ARE FREQUENTLY
INVESTIGATED IN PERSONALISED ADAPTIVE LEARNING
ENVIRONMENTS TO CLASSIFY LEARNERS’

LEARNING STYLES?

This question addressed the first step of the integration pro-
cess. This section analyses and reviews the current literature
to determine which LSM theories are used in PAL platforms
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to evaluate and understand e-learners’ LSs. Furthermore, this
analysis also identifies which of the LSMs are better adapted
to the online learning environment. The LS framework selec-
tion includes the selection of the LSM, how the information
model is built (data collection procedure) with respect to the
data source and the corresponding attributes (predictors) used
for identifying learners’ LSs [25], [26]. In addition to the
LSM, the types of data collection methods, data sources and
variables that can be tracked for each of the selected studies
in this SLR are detailed in Table 1.

1) LEARNING STYLES THEORY MODEL

In the area of the automatic detection of LSs, the LS model
plays a vital role in directing researchers during that process
[26]. Identifying and examining these models are important
as these approaches can be applied to sustain learners’ LS
and subsequently improve learners’ learning performances by
engaging and motivating them [2], [6], [13], [41]. To deter-
mine LSs, well-known and tested learning models have
been suggested to identify the initial LS of each learner
[2]. Among the prominent models identified in the selected
studies are the VARK model, Kolb model, Felder and Silver-
man model (FSLSM), Myer-Briggs Type Indicator Theory
(MBTI), Gardner Theory of Multiple Intelligence (GTMI)
and the Honey and Mumford model [2], [5]. These theories
suggest that individuals can be classified according to their
‘style’ of learning and postulate different views on defining
and categorising LSs [5].
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The FSLSM for engineering education classifies learn-
ers according to their position on several scales to evaluate
how students “perceive and process information” [42]. Their
model categorises learners based on the different levels of the
learning process [2]. The model describes LS in more detail
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by characterising each learner according to four aspects —
called dimensions — which each cover a stage in the course
of receiving and processing information, namely Perception,
Input, Processing And Understanding [42], [43]. Within each
dimension, there are two opposite LS preferences and each
learner has a dominant preference in each dimension [42],
[43]. In the Information Processing dimension, learners pre-
fer to process information actively through active engagement
with information or reflectively through introspection [42],
[43]. In the Information Perception dimension, the learner
prefers to perceive or take in information through sensing or
intuitive LS preferences [42], [43]. In the Information Recep-
tion dimension, the learner prefers information to be pre-
sented either through visual or verbal sensory channels [42],
[43]. In the Information Understanding dimension, learners
prefer to progress towards understanding sequentially in con-
tinual steps or globally in a holistic way [42], [43].

The FSLSM rates the learner’s LS on a scale of four
dimensions to define 16 distinct LSs. Felder and Solomon
developed the Index of Learning Styles (ILS), a 44-item online
questionnaire for identifying the LS according to FSLSM
[42], [43]. The ILS questionnaire is structured so that students
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are required to complete a sentence by choosing one of two
options representing opposite ends of one of the LS scales
[42], [43].

On the contrary, Kolb defines learning “as the process
whereby knowledge is created through the transformation of
experience” [44]. Kolb’s LS model is based on the Experi-
ential Learning Theory and has four distinct LSs, which are
based on a four-stage learning cycle [44]. The four stages
are Concrete Experience (CE), Reflective Observation( RO),
Abstract Conceptualisation (AC) and Active Experimenta-
tion (AE). The combinations of learning cycles produce four
LSs namely Accommodating: (CE/AE); Diverging: (CE/RO);
Assimilating: (AC/RO); Converging: (AC/AE). The instru-
ment developed by Kolb for identifying LSs based on Kolb’s
LSM is the learning style inventory (LSI) [44]. Itis a 12-item
forced-choice ranking questionnaire [6], [13], [44].

The results of the content analysis according to the fre-
quency with which LSMs have been applied in the PAL
system to identify learners’ LSs automatically are depicted
in Fig. 5. Although there exist many LS models, the FSLSM
appears to be the most frequently used in the selected articles.

LS Theories Frequency

40 37
35
30
25
20
15
1(5) 3.2 ° ., 2
0 [ — E . g —
# Articles
LSM

# Articles

EMFSLSM EH&M wmKolb ®VARK ®GTMI & MBTI

FIGURE 5. Frequency of learning style theories used in PAL to classify
learners’ LSs.

Researchers have selected the FSLSM due to several

advantages of this model which include the following:

- FSLSM describes LSs in greater detail by characterising
each learner’s preference according to four dimensions
and using scales to represent the strength of the LS
preferences [12], [13].

- Furthermore, the descriptions indicate the types of
learning objects (LO) that can be included in each LS
preference and this is beneficial as knowing the LS pref-
erences of LOs assists in identifying the LS of learner
sequences [10]. For example, visual learners remember,
understand and assimilate information more effectively
when it is presented in a visual way. Visual learners
prefer LOs such as videos and pictures [42] whereas
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verbal learners prefer to learn from textual representa-
tions, which may be written or spoken [42]. Verbal learn-
ers prefer textual and audio explanations [42]. Active
learners prefer to learn and understand information best
by working actively in the external world and apply-
ing the information [42]. They prefer LO which entails
for example practical problem solving [42]. Reflective
learners prefer to learn by thinking things through and
working individually [42]. Thus, this group of learners
prefer introspective examination and manipulation of
information [42]. They prefer LO such as examples and
exercises [42].

- The ILS instrument has been effectively used in several
studies for instruction and design in determining LSs as
the number of dimensions can be controlled and can be
easily interpreted and implemented [13].

2) DATA COLLECTION

A learner model can be statically initialised collaboratively
by asking learners to fill in a questionnaire. This approach is
the simplest method,; it is static, and its accuracy is depen-
dent on learners providing explicit feedback and attention in
completing the questionnaire [45]. The automatic approach
on the other hand is dynamic and more accurate than the
collaborative approach [45]. The learner’s adaptable model is
built automatically by the adaptive system through intelligent
and ML approaches that use the learner’s interactions and
behaviours while they are learning and interacting with the
system [30].

a: DATA SOURCE AND CORRESPONDING ATTRIBUTES
According to [25], the possible sources of data and corre-
sponding attributes can be categorised as follows:

- Log files (LFs): According to Reference [25] the mea-
surable input data related to ‘learning activities and
behaviours’ are analysed and interpreted based on out-
put LF data. The corresponding attributes used for the
classification of this source varied. Some of the cor-
responding attributes include tracking learner activi-
ties, using forums, performances, characteristics and the
type of objects chosen. Studies differ on the differ-
ent attributes used for detecting LSs [25]. For exam-
ple, the study by [12] employed generic behaviour
patterns investigated by [11] to automatically identify
LSs. These included content objects, outlines, examples,
self-assessment tests, exercises and discussion forums.
On the other hand, [37] detected LSs using attributes
related to assessments such as quiz grades, chats, mouse
click counts and keyboard input counts within the virtual
machine window. Reference [34] used online reactions
on an e-learning platform to predict LSs. All three stud-
ies ([12], [34], [37]) used Felder-Silverman’s LSM.

- Users’ history and background data: This source
includes static information (SI) [25]. It includes corre-
sponding information such as gender, education majors,
demographic data and culture [25]. Reference [40]
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utilised both SI (demographic data) and LFs (learner
behaviours) in their study. Other studies that used both
SI and LFs are the studies by [46], [47], [48], and [49].
One of the studies that used only SI was the study
conducted by [50].

- Others (O): Besides those directly associated with LSs,
as indicated above, other personalisation sources that
were considered together with LS in some cases include
background knowledge, language and motivation level.
An example is the study by [51] where the LS was iden-
tified using various parameters such as image streaming
and cognitive and sensory abilities. In [52], the learners’
skills (level of knowledge) and their prior knowledge
were the key characteristics that were used in the auto-
matic detection of LSs. One of the studies that used LFs
and O was the study conducted by [33]. Other studies
that used both SI and O are the studies by [36] and
[53]. Reference [36] took as input a minimum number of
personal (age and gender) and cognitive characteristics
(prior academic performance) and only four questions
about the FSLSM dimensions to identify the LS. Refer-
ence [51] includes all three sources in their study.

b: VARIABLES/ATTRIBUTES

According to [54], the types of variables on which person-
alised learning can be tracked and provided in an education
system can be classified as the following:

- Knowledge data (KD): This refers to, for example, the
number of correct or incorrect answers in a test.

- Chronometric data (CD): This refers to, for example, the
time spent on reading the material, time spent reviewing
quizzes and the total task time.

- Try data (TD): This refers to, for example, the number of
attempts to determine the correct answer and the review
attempts for each question.

- Navigation data (ND): This refers to, for example, the
frequency of a topic or exercise that has been selected,
the ‘number of watched videos’ and the ‘number of posts
in the forum’.

It is important to note that the study conducted by [5] and [55]
are the only two studies documented in this SLR that utilised
and compared two LSMs. Reference [5] used attributes from
Kolb’s model and the FSLSM and compared the two mod-
els to determine the most appropriate model based on the
performance of different models in identifying LSs whereas
[55] attempted to identify attributes from GTMI and FSLSM.
This is important to consider for enhancing the performance
and efficacy of the different prediction and classification
models [25].

C. WHICH MACHINE LEARNING TECHNIQUES ARE
FREQUENTLY EMPLOYED FOR ADAPTIVE EDUCATION
SYSTEMS TO AUTOMATICALLY IDENTIFY LEARNERS’
LEARNING STYLES?

The first step of the integration process entails selecting the
correct LS framework (see Section III-B). This is followed
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by the selection, training, testing and evaluation of the Al
classification models to detect and recognise a new learner’s
LS. This section provides an overview and the frequency
of the Al techniques employed in the current literature for
adaptive education systems to identify LSs automatically,
as summarised in Table 1. The evaluation methods of the Al
classification models are discussed in Section III-D.

1) FREQUENCY OF MACHINE LEARNING USED TO DETECT
LEARNING STYLES

To learn the associations between e-learners’ actions in
e-learning environments and their corresponding LSs based
on the LSM implemented, the ML technique for detection
and recognition of LSs is firstly trained with the user model
and or the results of the LS identification instrument collected
from the learners [26]. After the training, the ML technique
can automatically and dynamically classify a new learner’s LS
using their updated user model [6], [26]. Fig. 6 indicates the
frequency of the ML algorithms used in the detection of LS
in the current studies. Table 1 shows an overview and related
references of ML methods listed in column A/ techniques for
all the studies reviewed in the current SLR. The three most
popular methods implemented are decision trees, followed by
artificial neural networks (ANNs) and Bayesian networks.

ML Algorithms and Frequency — ®BesianNetwork(e)
w Neural Network (NN) and ANN
Decision Trees (DT)
FCM (Fuzzy Cognitive Maps)
w K-nearest Neighbour (KNN)
 Support Vector Machines (SVM)
mK-means
= Genetic Algorithm (GA)

mAnt Colony System (ACS)

# Articles

Incremental Dynamic Case-Based

u Particle Swarm Optimisation (PSO)
Reasoning (IDCBR)
Convolution Neural Network (CNN)

10
8
7
6 6
3 3 3
.
2 2
1 1
= woier

Recurrent Neural Network (RNN)
Logistic Regression (LR)
ML Algorithm

FIGURE 6. Frequency of learning style classification (ML) algorithms.

The decision tree structure is a tree in which each branch
node denotes the selection between various alternatives and
each leaf node represents a decision. Statistical metrics are
used to determine the branching of the nodes [2], [26], [56].
There are numerous algorithms within decision trees used to
classify learners based on their LSs. A few of these deci-
sion tree-based algorithms include ID3, C4.5, J48, NBTree,
random forests and RandomTree. These differ based on the
order in which the attributes are selected and the splitting
criterion used to build the tree [2], [26], [56]. Nineteen articles
(Fig. 6) documented in this review have used this approach to
automatically identify an LS.

Artificial neural network (ANN) consists of several inter-
locked neurons which work together to process information
and solve problems [9]. The learning process in an ANN
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entails updating the network architecture and connection
weights [57], [58]. Backpropagation is a supervised learning
algorithm for determining weights in a multilayer perceptron
and is prevalent among researchers and users of ANN [57],
[58]. Fourteen articles (Fig. 6) documented in this review used
this approach.

Deep learning (DL) is an extension of classical NN in that it
combines computing power and NN with more hidden layers
so that the algorithms can handle complex data with various
structures [59]. Besides ANN, a few popular DL algorithms
include convolutional neural networks (CNN) and recurrent
neural networks (RNN) [2], [60]. The study by [51] is the only
study documented in this SLR that utilised CNN and RNN.

Among the prominent Al techniques identified in the
selected studies of this SLR are Fuzzy Cognitive Maps
(FCM); K-nearest Neighbour (KNN); Support Vector
Machines (SVMs); K-means; Genetic Algorithm (GA); Ant
Colony System (ACS); Particle Swarm Optimisation (PSO);
Incremental Dynamic Case-Based Reasoning (IDCBR); and
Logistic Regression (LR).

Other classification algorithms not so commonly used
were classified as Others. These include Linear Discriminant
Analysis [55], semantic clustering [29], simple logistics [61],
Kstar, OneR, JRIP and Decision Table [62]. In Reference
[34], three different classification methods namely Classifier
Chains, Binary Relevance, and Label Powerset were applied
to make a model for LS prediction. Reference [53] modified
a collaborative filtering model, which is typically used for
recommendation tasks, to also predict the learners’ LSs.

2) FREQUENCY OF CLASSIFICATION METHODS
COMBINATIONS AND COMPARISONS

Of the 48 articles reviewed, 16 used a single method to deter-
mine LSs (Fig. 7). Advanced algorithms combining single
algorithms in various ways to produce greater accuracy, such
as hybrid or ensemble classification, have shown positive
results in determining LS automatically and dynamically [25],
[63], [64]. Table 1 shows an overview and related references
of ML methods combination and comparison listed in column
Al techniques for all the studies reviewed in the current SLR.

In hybrid (combined) learning, the first approach produces
the initial output which will be processed by the second
approach to acquiring the final output [63]. References [10],
[14], [46], [50], [51], and [65] are some examples identified in
this SLR that used a combination of techniques to determine
the LS.

The approach presented by [10] used a 2-step process:
learners’ sequences were extracted from the LFs and then,
they were transformed into an input of the K-means algorithm
where each cluster was labelled with an LS combination.
Thereafter, the Naive Bayes algorithm was used to predict the
LS for a new sequence.

Reference [14] designed a loosely coupled multi-step
hybrid architecture where the main feature was the compu-
tation of additional information at each step to feed forward
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FIGURE 7. Frequency of classification methods, combinations and
comparisons.

into the next step of the architecture. To detect LSs, the archi-
tecture was broken down into three steps [14]. The first step
produced an initial prediction of the LS preference, which
was then combined with the behaviour data in the second
step to compute a confidence value in the initial prediction
[14]. Thereafter, the data were split into high and low confi-
dence [14]. Lastly, two identification algorithms for high and
low-confidence data were used [14].

In [50], clustering (K-means) and two classification algo-
rithms were used to predict LS combinations in the study.
An SVM was used to predict the individual LSs and a DT
was used to predict the LS combination. The study by [51]
is the only study documented in this SLR that proposed a
personalised e-learning system based on a combination of
DL and ML algorithms that could be adapted to the LS and
level of a learner in creating an enhanced understanding of
the course [51]. NNs have been combined with fuzzy logic
to identify the LSs of learners as per FSLSM categories, for
example, in the approach proposed by [46] and [65].

Ensemble learning (comparison) entails combining multi-
ple models into one that is usually more accurate than the best
of its components [64]. Notable examples include the studies
by [5], [37], and [66] took into consideration multiple Al
techniques for determining students’ LSs. Their tool provided
the facility to compare Al-based classification techniques
with the performance of developed models. Besides applying
ANN, Reference [5] also employed DT on the sequences of
learner actions. The results of the simulation data indicated
that NN displayed higher performance in comparison to DT
based on kappa statistics (KS) values. Reference [37], on the
other hand, in their ensemble algorithm constructed the con-
stituent SVMs and DT models to predict LSs automatically.
The testing data was classified by both algorithms indepen-
dently. Reference [66] compared J48, BN, Naive Bayes and
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random forest using experimental data; the J48 algorithm
performed the best.

Studies by [8] and [61] used both hybrid and ensem-
ble classification. Research by [61] focused on develop-
ing dynamic methods for the search and identification of a
learner’s preferred LS using case-based reasoning (CBR) and
NN. The efficiency of the algorithm for the selection of LSs
via CBR combined with NN was compared with the results
obtained by other LS selection algorithms: simple logistic,
Naive Bayes, tree J48 and NN [61].

The study by [53] proposed an innovative Al approach
that enabled collaborative filtering-based Al models driven
by LS prediction to provide content recommendations per-
sonalised specifically to the LS of each learner. A single
model was designed that performed both prediction and
recommendation.

D. WHAT EVALUATION METHODS ARE USED TO
DETERMINE THE PERFORMANCE AND ACCURACY OF THE
ARTIFICIAL INTELLIGENCE TECHNIQUES IMPLEMENTED
TO PREDICT A NEW LEARNER’s LEARNING STYLE?

In this section, the research approach and evaluation methods
used in the current literature to determine the effectiveness
and measure the performance and accuracy of the Al tech-
nologies implemented to predict a new learner’s LS are dis-
cussed. Table 1 specifies a summary of the research approach
and evaluation methods for all the studies reviewed in the
current SLR.

The research approach in data-driven approaches requires
collecting relevant information for the user model (see 3.2);
thereafter, Al classification algorithms (see 3.3) are used
to identify LS preferences automatically [26]. The research
approach of the works was classified into three groups based
on the categories by [26]:

- Simulation (S): these researchers evaluate the pro-
posed approach through simulations. Notable examples
include those in [5], [35], and [46].

- Theoretical (T): the authors present a new framework
or approach where there are no experiments or empir-
ical evaluations. Typically, these articles describe an
initial approach that will be discussed comprehensively
in future works. Notable examples include those in [6],
[29], [39], [40], and [51].

- Experiment (E): these researchers evaluate the pro-
posed method through empirical evaluations. Typically,
the experimental setting comprises an LS instrument,
an education system where the proposed method is
tested and learners who interact with the system [26].
The majority of the studies fall into this category.

ML architectures that perform well in mapping students’
actions in the system and identifying learners’ LSs that ‘best
fit’ can capture learners’ LSs accurately and so can pro-
vide more accurate adaptivity. Therefore, it is important to
investigate the evaluation methods in the current literature to
determine the efficacy, accuracy and performance of the Al
techniques implemented in predicting a new learner’s LS.
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The efficacy and performance of the Al-based PAL plat-
form in predicting a new learner’s LS were evaluated by a
few of the studies. The evaluation methods included surveys
and statistical evaluation matrices that included accuracy (A),
precision (P), recall (R) and F-measure (F1). Other methods
for evaluating models include Receiver Operating Character-
istics (ROC), Area Under the Curve (AUC) among others.
In the research presented by [67], these evaluation matrices
were used to evaluate the models.

In the work of [5], simulations were generated with two Al
techniques and two LS theories. A simulation first generated a
model structure and, thereafter, measured the model’s perfor-
mance. Statistical evaluation was used to establish the most
appropriate model for implementation in a specific learn-
ing environment. The model with the highest kappa statis-
tics (KS) value and the least root mean square error (RMSE)
value indicated the most appropriate one. After the model/s
were selected and trained for a particular learner’s environ-
ment, these were used to identify learners and determine their
LS accordingly.

A variety of other statistical evaluation tests were com-
pared between adaptive and non-adaptive (A&NA) systems,
such as learning rate and process (learning objects, tests
and sessions), performance (tests, satisfaction and popular-
ity) [46] and pre- and post-test performance (Pre&P) and
t-tests [68].

E. WHAT LEARNING SUPPORTS ARE PROVIDED IN THE
CURRENT LITERATURE TO PROVIDE PERSONALISED
LEARNING ACCORDING TO THE LEARNERS’

LEARNING STYLES?

This question deals with the second step of the integration
process which corresponds to the recommendation. To under-
stand how the adaptive/personalised learning processes are
provided by systems in the selected studies in this review,
various kinds of learning support require examination [20].
This section explores and discusses the learning support and
applications that are provided in PAL to identify LSs in
the current literature. Five applicable categories of learning
support for the learning processes of adaptive/personalised
systems are classified in this SLR based on the previous
review studies by [20] and [25]:

- Personalised interfaces (UI)

- Personalised learning contents and resources (LC)

- Personalised learning paths (LP)

- Adaptation general not specified (NON)

- Intelligent tutoring and recommendation systems

(TUT).
The distribution of learning support types provided by adap-
tive/personalised systems to facilitate the learning processes
based on LSs in the selected studies is indicated in Table 1
and depicted in Fig. 8.

The most frequently adopted learning support type used
in 17 of the 48 selected studies on adaptive/personalised
systems was personalised learning content. Notable examples
of systems presented in the work by [37] and [66] provide
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FIGURE 8. Learning styles application in developing adaptive learning
systems.

a presentation of adaptive learning resources according to
learners’ LSs. In [37], after the dynamic identification of LS,
the adaptive lab learning content manager updated the lab
content on the web user interface by choosing and construct-
ing a suitable format of lab materials from the lab content
repository.

The second most frequent type of LS support — 11 out of
48 — provides each user of the system with a personalised
learning path. For example, the architecture proposed by
[40] is based on the FSLSM to detect the initial learning
profile to adapt the learning path according to the learners’
LSs. Other types of support included personalised interfaces.
Only one study identified in this review — [68] — provided
an adaptive personalised interface. Applications such as TUT
systems that personalise learning for students with different
backgrounds, abilities, behaviours and knowledge were also
supported [17].

Some studies mention the general adaptation of LSs but do
not specify any particular learning support. It is also worth
noting that the papers identified in this review may also have
more than one target for the adaptation of LSs. The model
developed by [5], for example, can be used to classify learners
and identify their LSs which can then be mapped to learning
content and learning paths to provide personalised education.

IV. CONCLUSION
In this SLR, influential scientific literature was analysed to
identify any emerging trends and gaps in current research
in terms of the LSM and possible Al methods to be used
for PAL platforms. In particular, four databases were system-
atically searched and the reference lists of relevant studies
were screened, ultimately resulting in the 48 studies involved
in this review. The following references were the studies
involved: [5], [6], [8], [10], [12], [14], [15], [16], [17], [18],
(291, [31], [32], [33], [34], [35], [36], [37], [38], [39], [40],
[41], [46], [471], [48], [49], [501, [51], [52], [53], [55], [61],
[62], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74],
[75], [76], [77], [78], [79].

The analysis presented in this paper has allowed an
enhanced understanding of the trends and characteristics of
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how PAL based on ML approaches has been used to identify
LSs automatically and dynamically from 2015 to 2022.

Additionally, research issues across the literature that were
investigated and discussed included the platforms that stim-
ulated research, identifying which of the LS models was
more adapted to the online learning environment, the evalua-
tion methods and learning supports provided. A summary of
recent developments and open issues, recommendations and
future research opportunities and limitations of the SLR are
specified in the following subsections.

A. SUMMARY OF CURRENT DEVELOPMENTS AND OPEN
ISSUES

E-learning has gained significant attention in recent times
as it has enabled global access to information for learners
due to rapid advances in technologies compounded by the
global pandemic. The findings of this study reveal the positive
results of this emerging field in terms of its applications and
developments using Al approaches to implement intelligent
and adaptive e-learning environments based on learners’ LSs
in enhancing e-learning to optimise individual learning.

The research development process entailed the classifica-
tion that was responsible for detecting the LSs and storing
them in the learners’ profiles which are used by the recom-
mendation step to provide the desired adaptability [25], [30].
The articles reviewed in this paper emphasise the application
of LSMs in the development of adaptive learning systems
and provide insights into ML algorithms used to classify
learners’ LSs in the current literature. Through this study,
several interesting developments and opportunities for further
research were identified.

Various platforms with relevant learning scenarios that
adapt to learners’ LSs and that have been implemented in
the PAL system have been found in the literature. E-learning
and MOOC platforms have received the most interest. PAL
platforms based on LS have also been applied to various
other platforms such as ITS, mobile applications, game-based
environments and virtual laboratories.

Although many LSMs based on the automatic identifi-
cation of LSs are used in PAL in the current literature,
the FSLSM appears to be the most frequently used in
technology-enhanced learning and is regarded as one of the
best models to use in adaptive systems to identify learners’
LSs in e-learning environments [13], [21]. Articles also dif-
fered on the number of FSLSM dimensions to consider for
LS detection. For example, the study by [40] used only two
dimensions for LS detection whereas [18] considered using
all 4 FSLSM dimensions in their study.

The information that was utilised to construct the user
model and the variables for predicting LS preferences were
also analysed in each article. The potential data sources
identified predominately entailed tracking learner behaviours
through interactions and behaviours with the system interface
[25]. The types of variables that can be traced in an education
system in this review were classified as KD, CD, TD and ND.
The identification of these sources shows a ““dynamic picture
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of potential attributes and behaviours” that can be considered
in identifying learners’ LSs automatically and dynamically
[25]. Even with similar LS frameworks, the variables used in
former studies can be diverse [25].

This SLR focuses on the automatic and dynamic iden-
tification of LSs in the current literature using a data-
driven approach. Through reviewing the current literature,
the emerging trends of potential Al techniques employed for
PAL platforms, as well as the methods and algorithms used to
predict LS, were analysed. Al approaches receive significant
attention and are used in several applications to personalise
and adapt e-learning experiences to classify students based
on their LSs to enhance their e-learning experience.

Among the ML algorithms employed for the adaptive edu-
cation systems included in this review are NNs, DT, the KNN,
the K-means, BN, FCM, SVM, ACS, GA, CBR, PSO, LR,
CNN and RNN. Each of the methods has its own strengths.
The most popular methods implemented were DT followed
by ANN. The study by [51] is the only study documented
in this SLR that proposed a personalised e-learning system
based on DL and ML algorithms that could be adapted to the
LS and level of the learner.

Many of the articles used a single Al technique, where
a single algorithm was constructed on the dataset mostly
observed for automatically determining the LS. Furthermore,
there is growing interest in considering multiple A/ tech-
niques, either by combining and/or comparing techniques, for
determining students’ LSs [25]. This leaves an opportunity —
still less explored — for more advanced algorithms to be
combined in various ways to produce higher accuracy.

Moreover, a significant number of researchers have used
NN in the context of adaptive education systems to enhance
learning. Limited work has been documented to include more
advanced student behaviour classification models such as
combining deep neural networks in various ways to produce
higher accuracy with more meaningful behaviour features.

The fourth question analysed articles concerning the
research approach implemented and the evaluation methods
to determine the efficacy and performance of the Al-based
PAL platforms in predicting a new learner’s LS. The research
approach of the works was classified into theoretical, exper-
imental and simulation studies. Among the selected studies,
certain studies presented a new framework or approach that
could be extended in future works. Studies that provided
empirical evaluation methods and testing on the system indi-
cated positive initial results. The evaluation methods included
surveys, statistical evaluation tests and statistical evaluation
matrices.

The findings indicated promising results for the application
of the learner model into an adaptive learning system accord-
ing to the learner preferences implemented in the selected
studies in this review. In the current SLR, the learning support
and applications that are provided in PAL learning to identify
LSs are classified as follows: UI, LC, LP and TUT. Adap-
tive LC and resources received the most interest. Some of
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the studies may also have had more than one target for the
adaptation of LSs.

B. RECOMMENDATIONS AND FUTURE RESEARCH
OPPORTUNITIES

According to [25], the integration of IT-, psychology- and
pedagogy-related areas has gained significant attention over
the past few years. The results of the current SLR indicate
an increasing interest in the impact of LSM and the potential
Al techniques employed for PAL platform research. DL using
Al is gaining popularity and impacts e-learning by providing
intuitive algorithms and automated delivery of e-learning
content through modern learning management system (LMS)
platforms [59]. ANNSs using back propagation are commonly
used, however, limited work has been conducted on the com-
parison of DL technologies in this context.

The findings suggest the need to consider and stimulate
further empirical investigation in considering the adoption
of advanced DL algorithms, such as deep neural networks,
and opportunities for comparing DL architectures as they
support and add value to each other, which can result in higher
adaptability and recommendation ability [25].

Thus, what remains under-researched based on the afore-
mentioned recommendations is how advanced classification
models such as DL architectures can be combined in dif-
ferent ways. To support ongoing advancement, personalised
learning requires research across the continuum of PAL based
on ML to automatically and dynamically determine the iden-
tification of LSs to optimise individual learning. That said,
research on the comparison of DL architectures incorporated
with LSM to adapt and personalise learning strategies for
each learner is needed. In addition, an investigation of the
evaluation of the performance of these approaches in clas-
sifying learners’ LSs is equally important.

C. LIMITATIONS
Although this research provides insight into the impact of
LSMs and potential Al techniques employed for PAL plat-
forms, it is important to specify the limitations. A possi-
bility that the SLR process may have missed some relevant
published papers due to several reasons exists. First, this
review only included research articles published from 2015 to
2022 because previous publications by [25] and [26] had
reviewed the automatic detection of LSs before 2015. Sec-
ond, although the keywords used in the search process are
documented in the methodology section of this SLR, various
other search strings that can be constructed and synonyms
that could be used relevant to the area being investigated
are possible. Third, many search engines, besides the search
systems that were considered in this SLR and documented in
the methodology section, exist; consequently, papers in these
databases might not have been considered.

However, the authors believe that the papers chosen for
this SLR are representative of the entire literature and that
any papers not identified in this study would not significantly
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TABLE 1. Platforms, LS theories, Al techniques, evaluation methods and adaptation implemented in PAL to automatically identify LS.

Author | Platform | LSM Data Data Attributes Al Research Evaluation Learning
collection | source techniques | approach method support
[5] Other FSLSM | A LF CD, ND, NN, DT Simulation KS, RMSE LC,LP
Kolb TD, KD compared
[6] MOOC FSLSM A&C LF ND NN Framework | None LC,LP
specified
[8] MOOC FSLSM | A LF ND, CD, K-means, Experiment | A, P, R, FI, NON
KD DT, KNN, Macro & Micro-
NN- precision,
combined & Calinski-
compared Harabasz,
Silhouette index
[10] E-learning | FSLSM | A LF ND K-means, Experiment | P, A, R, NON
BN- Negative
combined Predictive
Value,
Specificity
[12] E-learning | FSLSM | A& C LF CD, ND ANN Experiment | SIM NON
(similarity),
ACC (accuracy)
[14] E-learning | FSLSM | A& C LF ND, CD, ANN, ACS- | Experiment | SIM, ACC, NON
KD, TD combined Compared —
related works
[15] E-learning | FSLSM | A& C LF ND, CD KNN Experiment | Effectiveness of | LC, LP
A&NA,
Performance
[16] E-learning | FSLSM | A& C LF ND, KD, ANN, GA, Experiment | SIM, ACC, NON
TD ACS, PSO Compared —
— compared related works
[17] CITS FSLSM | C& A LF KD, ND DT Experiment | Pre- & P-test, TUT
Survey
[18] E-learning | FSLSM | C& A LF ND, CD FCM Experiment | A NON
[29] E-learning | FSLSM | C& A LF ND, CD, Other, ANN | Framework | — LP
KD - combined
[31] E-learning | FSLSM | C& A LF ND Literature Experiment | A NON
Based,
SVM, BN
— compared
[32] MOOC FSLSM | A LF ND, KD, ANN Experiment | P, R, F1, A, NON
TD Sensitivity,
Specificity,
positive &
negative,
predictive value,
Detection rate &
prevalence,
Balanced
accuracy
[33] ITS H&M A&C LF, O ND, KD ANN; FCM | Experiment | Compared LC, TUT
- combined A&NA, Survey,
T-tests
[34] ITS FSLSM | A LF ND, KD Other Experiment | P, R, FI, A, NON
— compared
[35] Mobile VAK C&A LF KD BN Simulation Survey LC
[36] Mobile for | FSLSM | C SI, O KD SVM, BN, Experiment | Survey, T-tests, | LC
tutoring KNN - A,P,R,F1,
compared ROC, KS,
RMSE, Mean
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TABLE 1. (Continued.) Platforms, LS theories, Al techniques, evaluation methods and adaptation implemented in PAL to automatically identify LS.

Author | Platform | LSM Data Data Attributes Al Research Evaluation Learning
collection | source techniques | approach method support
Absolute Error,
Relative
Absolute Error,
Root Relative
Squared Error
[37] Cloud- FSLSM | A&C LF ND, CD, SVM, DT Experiment | None specified | LC
based KD — compared
virtual lab
[38] Game- FSLSM | C& A LF KD K-means Experiment | Survey NON
based
[39] Other FSLSM | A& C LF ND, CD BN, IDCBR | Framework | — LP
— combined
[40] Other FSLSM | A&C LF, SI KD, ND, IDCBR, Framework | — LP
CD KNN
— combined
[41] E-learning | FSLSM | C& A LF ND, CD, DT Experiment | ML compared LC, NS
KD questionnaire,
P, Survey,
A&NA
comparison,
Performance
[46] E-learning | FSLSM A&C LF, SI ND, CD, FCM, NN Simulation Learning rate LP
KD —combined | & and process
Experiment | A&NA,
Performance
A&NA
[47] E-learning | MBTI A&C LF &SI | CD, ND, K-means Experiment | P, R, F1, A, NON
TD, KD
[48] E-learning | Kolb C&A LF, SI ND, KD DT Experiment | P, F1 NON
[49] E-learning | VAK A&C LF, SI KD, CD DT, K- Experiment | None specified LP
means
— combined
[50] E-learning | VAK C SI - K-means, Experiment | Not specified LP
SVM, DT
— combined
[51] E-learning | FSLSM A&C LF, SI, ND, KD RNN, CNN, | Framework | — LC
¢} DT
— combined
[52] E-learning | VARK C o KD ANN Experiment | Compared A - | NON
previous
research
[53] E-learning | VAK C SI,O - Other Experiment | Pre&P - test, LC
RMSE,
Compared Al
model &
teacher’s
prediction, t-test
[55] E-learning | GTMI C&A LF CD, ND, SVM, KNN, P,R,FL, A, NON
FSLSM KD BN, DT, Experiment | cross-validation
Linear score, AUC,
Discriminan Consistency
t Analysis, Compared —
LR - related works
compared
[61] E-learning | H & M A&C LF ND CBR and Experiment | T-test, LC
NN, Other, Confusion
BN, DT,
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TABLE 1. (Continued.) Platforms, LS theories, Al techniques, evaluation methods and adaptation implemented in PAL to automatically identify LS.

Author | Platform | LSM Data Data Attributes Al Research Evaluation Learning
collection | source techniques | approach method support
NN matrix — A &
— combined errors
& compared
[62] E-learning | MBTI C&A LF CD,ND BN, DT, Experiment | P, R, F1, A, NON
Other, KNN
— compared
[65] E-learning | FSLSM | A LF ND, CD FCM, NN - | Experiment | Jaccard Index, NON
combined Xie-Beni Index,
A,P,R,Fl1
[66] E-learning | FSLSM | A& C LF ND, KD, BN, DT, Experiment | Precision, ROC, | LC
CD compared Compared P —
previous studies
[67] E-learning | FSLSM | C& A LF ND SVM, BN, | Experiment | A,P, R, F1, LC
KNN, DT, ROC, AUC,
LR ML, Cross-
— compared validated
accuracy scores
compared
questionnaire
[68] E-learning | FSLSM | A LF ND, CD, FCM Experiment | T-test, Pre- & P- | UL, LC
KD tests
[69] E-learning | FSLSM | A& C LF KD, ND DT, BN — Experiment | Performance, LC
compared Mean Absolute
Error, False
Positive Rate,
ROC
[70] E-learning | FSLSM | A LF ND, TD, GA, PSO Experiment | Test scores LC
KD — compared
[71] E-learning | FSLSM | A& C LF ND, CD K-means Experiment | A, P, R, Fl NON
[72] E-learning | FSLSM | A& C LF ND, KD, FCM, K- Experiment | A, P, R, FI, NON
CD means Time
— compared complexity
[73] E-learning | FSLSM | C& A LF ND, CD, BN, NN, Experiment | P, R, F1, NON
KD DT, KNN Compared —
— compared related works
[74] E-learning | FSLSM | A LF ND; KD K-means Experiment | - NON
[75] E-learning | FSLSM | C& A LF ND DTs Experiment | A, P NON
— compared
[76] E-learning | H&M A&C LF ND ACS Experiment | T-tests LP
[77] E-learning | FSLSM | A LF ND, KD DTs Experiment | A,P,R LC
— compared
[78] E-learning | FSLSM | A& C LF ND, TD BN, DT Experiment | P NON
— combined
[79] E-learning | FSLSM | A& C LF KD, CD, K-means, Experiment | Pre- & P-test, | LP
ND SVM, DT, Survey
LR
combined
change the results, even if the study were to be replicated at REFERENCES

a low cost and rapidly.
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