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ABSTRACT This paper presents formulation and analysis of a distributed consensus-based controller for
power electronics based microgrids (MG) with grid forming (GFM) and grid feeding (GFD) inverters.
The control is supported by measurements from high reporting rate meters that improve the dynamics of
consensus control and enables participation of buses with no dispatchable units. The study is performed
on a developed cyber-physical (CP) model in DQ domain that allows for the analysis of arbitrary MGs.
The control is established on fundamental principles of consensus and provides power sharing and voltage
regulation, maintains power reserve in MG, and assumes distinct roles for different types of inverters. The
analysis of the control scheme includes aspects of coupling between cyber and physical layers and stability
under multi-layer communication structure. The study addresses disadvantages of classical hierarchical
control and enhances analysis of distributed controllers through the proposed CP model.

INDEX TERMS Microgrid, consensus, cyber-physical model, power sharing, grid forming inverter, grid

feeding inverter, voltage control.

I. INTRODUCTION

Microgrids is a fast-growing topic that can resolve multiple
challenges of the future power system. They can be superior
comparing to classical power system structures considering
efficiency, reliability, and flexibility as well as expandabil-
ity [1]. The dominant control scheme for AC microgrids
is based on assumptions from classical hierarchical power
systems control [2], in which droop, secondary and tertiary
control layers are responsible for frequency, voltage, power
balance control in the network, also for power electronics
based microgrids [3]. When it comes to communication in
these three control layers, the droop control is usually a local
control that does not require communication, while secondary
and tertiary levels require at least low-bandwidth communi-
cation to a central entity that manages the control process [4].
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In such architectures, voltage source inverters (VSI) usu-
ally operate in a similar way to classical synchronous genera-
tors (SG). While there are various control schemes proposed
for droop-type control of VSI, the simplest and most com-
mon one controls active power with frequency deviation and
reactive power with voltage deviation. The control mimics
SG for frequency and voltage regulation, reducing frequency
when active power increases and reducing the output voltage
magnitude when the reactive power increases. Such droop
mechanisms suffer, however, from coupling of control vari-
ables in case of resistive-inductive lines. Also, they lead to
non-nominal steady state, while the transient performance
can induce instability [5], [6], [7]. These drawbacks have
been addressed through different improved droop strategies,
e.g., in the power-synchronization control for VSIs, where
some control techniques introduce synthetic inertia through
filters [8] or additional power control loops [9], [10] that can
limit frequency deviations [11], especially necessary in pres-
ence of other inertial elements in the network, such as SGs.
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Besides the primary level of control based on droop,
in secondary control of classical hierarchical scheme, a sin-
gle central entity processes all measurements, information,
and control setpoints. In case of alternative design through
distributed controllers, a single central entity is not necessary
because processing of information is delegated to agents
operating autonomously to realize global objectives [12].
In a microgrid, such agents can control distributed energy
resources (DER) and their power inverters. Distributed con-
trol is often characterized by higher robustness, scalability,
and plug-and-play capabilities [13], but also higher level of
reliability and security and more compatibility with modern
communication [14] or distributed applications [15].

As one of the distributed control methods, consensus-
based control is often used in research for microgrid control
schemes. Its principles are used in applications to achieve
better power sharing, optimal dispatch [16], frequency and
voltage restoration [17], but also for harmonics sharing and
power quality improvements [18], [19]. The most popular
types of consensus control are linear consensus schemes of
first [20] or second orders [21], [22].

Due to its inherent need for communication, consensus
is rarely used as primary controller, rather at secondary or
tertiary control level. There are several recent studies on
microgrid control schemes that rely on distributed control
methods like consensus. These studies sometimes consider
the consensus at primary control level, substituting classical
droop, or more often as a secondary controller that is a part
of more complex hierarchical scheme.

In [23] and [24], the authors exhaustively describe the
consensus-based control that regulates active and reactive
power in MG as a primary controller. Their results show that
in case of reference variation at the nodes, the distributed
architecture can realize accurate power sharing according to
a ratio of rated power. The control is performed only among
the nodes with unconstrained dispatchable resources, and it
converges to unregulated average voltage level. The authors
analyze only inductive networks limited to 4 sources and
radial topology. In [22], control similar to droop is imple-
mented in a multiagent-consensus architecture for frequency
and voltage regulation and for only predefined, proportional
power sharing. In their work, the authors do not analyze
impact of delays or different communication topologies,
or the control convergence issues related to physical network.
In [25], a distributed control for MG is designed, but only
for active power and frequency dynamics. They study asso-
ciated stability in the partitioned system, identifying critical
communication and physical links, but the delays of the
cyber layer are not addressed. In [26], the authors design a
distributed control without droop, but with robust distributed
controller, which is used for active and reactive power shar-
ing between subsystems with multiple DGs. Robustness is
achieved through modelling and addressing uncertainties, but
the impact from communication, cyber layer, control con-
vergence is not addressed. In [27] and [28], optimal power
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dispatch controllers in the primary operation are designed.
In [27], the power sharing is assumed proportional to the fixed
ratings according to the centrally optimal objectives and the
network consists of only 4 DG units connected to a feeder that
creates radial microgrid under only limited communication
scenarios. In [28], the optimal power sharing is achieved in
the distributed way using a quasi-Newton distributed control
method, but the operation is analyzed only under very low
delays and simulations with only six generating or consuming
units are performed, only under single, fixed delay. In [29],
the authors propose a partially distributed control scheme
that with a predictive voltage controller, where they focus
on impact from data-loss and its mitigation in the proposed
voltage hierarchical controller, but only small communication
networks with single delays are considered, while the use
cases are performed almost exclusively on radial microgrid.
In [30], the consensus-based distributed controller for multi-
functional grid-tied inverters focuses on quality improve-
ments but considered physical and communication networks
are limited to several nodes and thus, the impact from cyber
layer dynamics is not investigated in detail. An interesting
stochastic distributed control scheme is developed in [31] for
voltage regulation in multi-inverter networks subject to com-
munication delays, however only for small radial networks
with simple communication network. In [32], a distributed
secondary adaptive resilient control is designed to counter
the effects of faults or attacks. Again, although the physical
network used is a larger 33-bus system, only simple, single
layer communication networks are considered. In [33], the
authors propose the event-driven multi-layer consensus con-
trol scheme for DC microgrid clusters, with complex hierar-
chical communication scheme. The communication structure
has fixed rules due to defined primary, secondary, and tertiary
levels, therefore it is not arbitrary in terms of the commu-
nication structure. The authors do not consider impact from
communication delays in the proposed scheme.

In the described literature [23], [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33], the researchers present
different distributed MG controllers, which are inherently
communication-based control schemes, often partially or
fully based on consensus principles, operating jointly with
droop, and sometimes in a droop-free schemes. Some studies
address different scenarios of communication design, but usu-
ally with only single, fixed delays, and only for small commu-
nication networks, which are decoupled in the analysis from
physical features of the grids. This excludes from analysis
the situations when coupling of physical- and cyber-layers is
critical for convergence, dynamics, and stability, especially
under communication delays. In the studied communication-
based controllers’ use cases, usually only small electrical
systems are considered, often only with radial or symmet-
rical design of electrical topology without larger and more
complex, or arbitrary structures. The AC inverters assumed
for the control are usually of the same type and follow the
same strategy, i.e., divide to different types of inverters (such
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as grid forming, grid feeding, grid following or supporting
inverters) is not considered what might limit the practicality
of the solutions in realistic networks. Only control at the buses
where dispatchable units is considered, while buses without
such devices are neglected, what might lead to violated volt-
age levels of buses that are not properly monitored.

Considering the identified research gaps in the existing lit-
erature, this paper proposes and analyzes distributed consen-
sus control scheme for islanded MGs that considers dynamics
of both cyber and physical layers for arbitrary electrical and
communication topologies with different features. The pro-
posed scheme includes explicit strategies for grid forming and
grid feeding inverters and it is supported by high reporting
rate meters, which provide additional measurements that can
involve buses with no dispatchable resources in the system
control. The control scheme effectively realizes primary and
secondary control objectives for islanded microgrids in a
single control layer. It is formulated and studied through
the proposed CP model that considers arbitrary topology in
physical- and cyber-layers, dynamics of both layers and cou-
pling between them. The formulated CP model merges equa-
tions in the DQ domain and is used for analysis of dynamics
in the consensus control for active and reactive power sharing
and voltage regulation. Power electronics based microgrids
including power inverters with limited (constrained) output
power are considered.

The developed control scheme for grid forming and feed-
ing inverters assumes maximizing power reserve of GFM
inverters in order to increase MG resilience to large distur-
bances and it is able to actively control bus voltages through
different inverters. As the results show, support of high report-
ing rate meters improves transient response of consensus con-
trol improves voltage profile of buses without dispatchable
units. Effects of different conditions in physical- and cyber-
layers, such as line impedances, communication delays and
topologies, placement of meters are evaluated considering
objectives of the framework. It is assumed that inverters and
high reporting rate meters communicate with each other using
modern communication that allows reduction of communi-
cation delay between devices geographically close to each
other. The analysis is performed on larger networks in order
to investigate scenarios of modern communication networks
with multiple delays and different topology designs.

The contributions of this paper can be summarized as fol-
lows: (i) formulation and analysis is presented of distributed
consensus control for inverter-based islanded microgrids sup-
ported by high reporting rate meters involving in control the
buses with no dispatchable inverter units. (ii) Cyber-physical
model for arbitrary networks is developed and the control
convergence, dynamics and stability of the distributed con-
sensus primary control is assessed considering its dependence
from cyber and physical layers and coupling between them.
(iii) Impact of different designs of cyber-layer’s communi-
cation network is evaluated with respect to inverters’ output
current limits and global stability under multiple communi-
cation delays.
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Il. OBJECTIVES OF DISTRIBUTED CONSENSUS
SUPPORTED BY HIGH REPORTING RATE METERS

It is assumed that the control objectives of distributed consen-
sus control supported by measurements for islanded micro-
grids should correspond to classical hierarchical control with
primary and secondary controllers, that is, it should provide
control for frequency, voltage, and power sharing including
restoring to nominal values. It is assumed that MG includes
grid forming (GFM) and grid feeding (GFD) inverters [3],
i.e., inverters that can form the AC voltage from frequency
and voltage references and inverters that are able to infeed
required amount of active and reactive power synchronizing
to the measured voltage, respectively. The control is sup-
ported by measurements of active, reactive power and volt-
age magnitude from buses where high reporting rate meters
are placed. In the following subsections, the objectives and
assumptions of the proposed control scheme are generally
described, while the details and equations are included Sec-
tions III-A and III-C.

A. POWER SHARING AND FREQUENCY CONTROL

In a normal mode of operation, it is assumed that the micro-
grid should maintain its power reserve available in order
to cover power unbalance in case of a disturbance. Power
reserve is maintained by GFM inverters, which as voltage
source inverters (VSI) are inherently able to respond to the
power imbalances in the network according to the voltage
measured at their terminals. In order to maintain the power
reserve of GFM inverters, their power response to a dis-
turbance is distributed to GFD inverters, effectively realiz-
ing power sharing for MG. The information about power
sharing is distributed by means of communication network
and distributed consensus protocol instead of classical droop
equations.

consensus between
~ GFD inverters

@t /E A
' E(___‘\bﬁlﬂ /I |§| GFM inverters

[\] GFDinverters

meters

«—)» consensus messages
——3» powerimbalance information
meter's measurements

N N

FIGURE 1. Exchange of information between GFM, GFD inverters and
high-reporting rate meters in a simple MG.

In the Figure 1, one can see the simplest exemplary design
of information distribution for power sharing, where the GFM
inverters communicate messages about power imbalance to
at least one GFD inverter, while GFD inverters execute the
consensus control communicating with each other and receiv-
ing additional measurements from high reporting rate meters.
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Details about the flow of information is presented in Sec-
tion III.

The droop equations are only considered for GFM inverters
for the purpose of synchronization. Since GFM inverters
are critical for stability in the microgrid, it is important to
distribute the imbalance to the GFD inverters as soon as
possible, at the same time restoring the reserve power of GFM
inverters in case of subsequent disturbances. This becomes
even more important in small microgrids with only power
electronics interfaced intermittent RES, where in case of large
disturbance and resulting significant power imbalance, the
GFM inverters can be subject to high current infeed what can
be dangerous due to hardware limitations.

Each GFM inverter can keep the frequency reference at
the nominal value that is only slightly internally modified for
the purpose of synchronization. Excluding transient moments
after disturbances, GFM inverters are able to maintain their
frequency at its reference levels [24]. Therefore, no classical
secondary control is necessary for restoring the frequency to
the nominal levels. With no P — f and Q — V droop equa-
tions for power sharing, the coupling of active and reactive
power does not appear, as the references are communicated
directly by cyber links. Inverters transfer the information
necessary for power sharing, following the distributed con-
sensus control principles, instead of transferring this informa-
tion through droop equations, which are subject to network
dynamics and can become significantly distorted depending
on the physical layer of the network.

On the other hand, the dynamics and stability are strongly
related to the cyber layer of the system, i.e., communica-
tion, which is an inherent component when operating with
distributed consensus. The delay in communicating informa-
tion about power sharing is mostly related to cyber layer,
namely to the communication latency, but also to the delay
in propagation of consensus references that depends on com-
munication topology. In classical hierarchical power sharing
strategies with droop control, the total delay between the
moment of a disturbance and an instant when the control
setpoints are implemented includes network dynamics delays
for P — f and Q — V curves, delays in internal control of
GFM and GFD inverters including the PLL loop dynamics of
GFD inverters. In the assumed distributed consensus control,
power measurements from high reporting rate meters support
the operation further reducing the delay between the moment
of a disturbance and moment of interception of the power
imbalance by GFD inverters. It is especially beneficial in case
of reduced communication latency, e.g., when the measure-
ment devices are in the vicinity of GFD inverters. Supporting
measurements that can reflect the disturbance in the network
are directly applied to internal control of GFD inverters, those
who have access to the measurements. In this way, power
imbalance interception by GFD inverters is accelerated, and
convergence of the distributed consensus protocol to all other
inverters is enhanced.

Strategies of power sharing based on classical hierarchical
control like droop can be nonetheless a part of the proposed
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distributed consensus control supported by measurements,
especially useful as a backup in case of lack of commu-
nication. In a framework of classical hierarchical control,
presented strategy can be also considered as a distributed
secondary control. Since the response dynamics can be com-
parable and even faster to the primary droop control-based
power sharing, in this paper, it is considered that the con-
sensus control supported by measurements operates without
other control layers. If such strategy operates simultaneously
with power sharing based on droop, interactions of dynamics
should be investigated.

B. VOLTAGE CONTROL
In a normal mode of operation, the consensus control main-
tains power reserve of GFM inverters in order to cover power
imbalance in case of a disturbance. When the voltage levels
of the buses in the network are not violated, GFM inverters
realize only the strategy of adjustment of their local voltages
that leads to reduction of their reactive power infeed and
thus maximization of available power reserve. After a dis-
turbance, such as connection of new elements, a new steady
state can appear including new bus voltage levels, especially
for the buses closer to the disturbance. When the voltage
levels are violated, voltage control is executed through the
reactive power flow based on the consensus between the GFD
inverters. The GFM inverters are also able to participate in
the consensus voltage control, as they have direct control
over their voltage references. Thus, they are able to shift the
voltage of entire microgrid, still maintaining the objective
of maximizing its power reserve. Networks with their R/X
ratio close to 1 are studied in this work. Due to flexibility
of the power electronics when generating reactive power
almost independently from their DC side power availability,
voltages are assumed to be controlled dominantly through the
reactive power, although the coupling to active power exists
and voltage control is also possible by means of active power.
In the presence of high reporting rate meters, which mea-
sure voltage magnitudes in different buses of the network, it is
possible to include buses without dispatchable inverters into
the consensus control (non-dispatchable buses). Such buses
are not able to regulate their active and reactive power gen-
eration or consumption; however, the inverters at other buses
are able to influence bus voltages in their proximity through
active and reactive power regulation. Therefore, voltage con-
trol of non-dispatchable buses is possible indirectly through
physical coupling. Consensus control with non-dispatchable
buses is much more dependent on the physical dynamics of
the network because bus voltages at the non-dispatchable
buses can have multiple line connections, thus interdepen-
dencies with other buses, what might be more challenging for
accurate control.

C. OTHER DISTRIBUTED STRATEGIES

Thanks to communication between the inverters, the same
control layer executing the consensus protocol can be used
to implement other objectives, not only limited to classical
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primary and secondary control objectives. In the consensus-
based control, which can converge with power constraints
set on the active and reactive power references, the setpoints
might be determined by various controllers that are suitable
for running in distributed designs. For example, a distributed
optimal power flow problem can determine optimal power
injections of particular distributed energy resources coupled
through the GFD inverters participating in the consensus.
The setpoints can be subsequently implemented considering
local constraints and measurements. Such strategies are not
considered in this work.

Ill. CYBER-PHYSICAL MODEL

The cyber-physical model is developed to analyze the impact
of both cyber and physical layers and the coupling between
them on system dynamics and stability. It integrates dynamics
of physical, control and communication domains. Physical
layer refers to electrical and inverter control equations, while
the cyber layer refers to consensus equations, i.e., equations
where exchange of information is required. It is important to
highlight that unless other work in this area, the presented
model is based on the DQ domain, what is a well-known
concept in, e.g., inverter control and different types of mod-
elling in power systems. In case of proposed control scheme,
DQ domain is considered sufficient since the droop equations
are limited only to synchronization between GFM inverters,
and modelling of frequency and angles for the purpose of
power sharing is not necessary. The frequency is kept at the
reference of GFM inverters, and it fluctuates only in transient
moments, after which it is restored to the nominal level [24]
by the GFM inverters. Through this simplification, the CP
model allows easier modelling of larger systems and analysis
of larger cyber networks where more complex communica-
tion design can be considered.

The impact of different reporting rates from inverters
and from metering devices is not investigated in this work.
Reporting rate is assumed at least 100 Hz, and therefore, it can
be modelled as a continuous flow of measurements, which is
still subject to communication latency. The first description
of earlier version of this CP model and subsequent results has
been published by the same authors in [34].

A. PHYSICAL LAYER

Physical layer of CP model in the analyzed power systems
include equations that describe dynamics of lines and loads,
GFM and GFD inverters with their internal dynamics and
output filters. Equations of CP model in physical layer allows
analysis of arbitrary network topology with arbitrary loca-
tions of loads and inverters.

Figure 2. depicts generic structure of the internal control
in GFM and GFD inverters, while Table 1 presents the
physical equations related to these inverter dynamics [4]. The
equations are in DQ-domain and include dynamics of internal
control related to voltage and current loops, phase locked loop
and output LCL filters. GFM inverters do not use PLL as they
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FIGURE 2. (a) Simplified diagram of GFM inverter (left) and GFD inverter
(right). (b) Fundamental structure of inner inverter control and its LCL
filter.

form the voltage, and the GFD inverters have only current
control and no voltage control. Power measurement filtering
is applied only to GFM inverters. Internal loops are driven
by standard proportional-integral controllers, and output LCL
filters connect the inverters to the rest of the network. It is
highly recommended for an interested reader to review basic
principles of GFM and feeding inverters in [3], [4].

As described in Section II, comparing to the designs in
hierarchical control for microgrids, the GFM inverters do not
implement the droop for frequency and voltage changes that
should govern the power sharing. Instead, the information
about the power sharing is communicated to other invert-
ers through cyber layer’s communication network. With no
synchronization mechanism, the GFM inverters have their
internal references of frequency and d- and g-voltages at
v, = 1 pu., v(’jq = 0, o* = w,, unless the voltage
regulation is activated by the consensus control as described
in Section I1I-C2.

Droop-like mechanism is implemented in GFM invert-
ers only for the purpose of synchronization to the network.
It is not included for GFD inverter and does not drive the
power sharing. The synchronization of GFM inverters in
the DQ-domain is realized through equations presented in
Table 1, where the difference between locally derived droop
variables w; is used to control the g-axis reference of the
voltage in the voltage control loop of GFM inverters. It is not
necessary to consider a delay of the variable w; in the local
controller, as in the real network, the synchronization occurs
based on local measurements. The voltage references of GFM
inverters are controlled through the variable V,{""“l, which is
derived based on only local reactive power measurement in
order to minimize the infeed by GFM inverters and it con-
tributes to the reference V,’ together with consensus-based
voltage regulation described in Section III-C2.

The dynamics of the network are modelled through the
current equations of the lines and loads, similarly in DQ
domain. Table 2 includes differential equations describing
the dynamics of currents [4]. The electrical connections in

48309



IEEE Access

1. Sowa, A. Monti: Distributed Consensus Control Supported by High Reporting Rate Meters

TABLE 1. Physical layer equations I - inverter equations.

TABLE 2. Physical layer equations -network equations.

Dynamics Equation Dynamics Equation
P’Q mezﬂ(vodiod"'voqioq) Line i —_M'. P R ) ST
measurement SZ‘C’C . . currents tineyd = Line i Line ija T @line ij q
filters me = m(voqlod - vodloq) Vba ) — Vsai
Invlerter bq = Vg — Voq m
voltage S
contr‘o;l Pa = Voq = Voq . Riine ij
ljg = Kfiad - wncfvoq + va(vgd — Voq) lineiyyqg = — Lime p liineijq — Wlineijd
+ Ki17¢d UBqj — VBqi
ilg = Krlog + 0pCrvoq + va(vgq - voq) Liine ij
+ Ky RL loads . VUBd ,
§ v ! . 1 lioadLd = 2 + Wiaa Lq
Inverter Va =1ljg —lia load
current Yo = iig — g load d = lioad Ra + licad L d
control . . . . .- VUpq .
Vig = —wnLgiig + Kpc(iig — i1a) + Kicva lioadLq = Loaa Wlioad Ld
oa
v}, = wpLeiyg + Ky (i, — i1g) + K; . . .
“ nfia - pc( la lq) iclq lioadq = lioadRq T licadLq
P];,IZJVZ{IS},IZD VpLL = Voq Bus voltages Vpa = "(loa — lioad a Tt Liine ij a)
w=w,+k vprr + ki . ; :
n ppl VPLL ipu YpLL Vpq = TN(loq — load q T line ij q)
Output LCL o B b 1
Sfilter la = Ly lig T Wlg Ly Via Ly Vod
. R 1 1 . . .
ilg = __filq — Wijg +—Vig — — Voq candidates of measurement devices that can provide neces-
Ly Ly Ly sary measurements of active, reactive powers and voltage
- _,_l- _1. with high reporting frequency. Therefore, naming of high
Voa = WVoq T ~-lia = -"lod . . S .o
f f reporting rate meters is often simplified to PMU in this work.
- 1. 1. GFM inverters communicate information about power
Voqg = —WVoq t+ C lig C log . .
f f imbalance, to at least one GFD inverter, what subsequently
- R . . initiates consensus between GFD inverters. It is important
log = — 7 log + Wigg + 7 Voq — 7 Vpg L . . .
L, L¢ L, to distinguish that while GFM inverters and PMU meters
o R . 1 1 communicate active and reactive power measurements to
log = =7 log — Wipg + 7 Voq — 7 Vpgq . . 3 i
L¢ L¢ L¢ other parties, GFD inverters sends active and reactive power
GFM wp =0 = w, — K}f APy references, which are not directly measured powers. Power
synchronization .
3 DQ model: 7, = Kr}lj( wpi — wfj) referena?s account for measure.ment's from RMU me'ters,
: as described through the equations in following sections,
GFM local voltage Ve = KQAQ X .
reference control r T A 28lr and allow operation under constraints of output power, not
) Vi=V, + VfQ compromising consensus control.

the network, practically defining the electrical topology in
the microgrid, are described through line ends i and j at the
bus voltages vp; and vg;, while the output currents injected
or consumed by the inverter and loads are described through
states i, and ij,qq, respectively, with their sign depending on
whether current is injected or withdrawn from the system.

B. CYBER LAYER

In the cyber layer, the devices (GFM, GFD inverters and high
reporting rate meters) communicate in distributed consensus
manner. Inverters exchange information about active, reac-
tive power references. Measurement devices are installed at
some buses in the network, and can only communicate in a
unidirectional way, sending its power and voltage measure-
ments to inverters. Phasor measurement units (PMU) are ideal
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In the subsequent sections, the operation and dynamics of
consensus-based controllers are described.

1) CONSENSUS CONTROL
Fundamental dynamics of consensus in a network of dis-
tributed elements can be represented by [38]:

(1) =D ay[x () —xi (0], x 0) =2z (1
JEN;

Then the dynamics of the system can be expressed in com-
pact form x = —Lx, where L is the graph Laplacian defined
as L = D — A, where D is the degree matrix (of diagraph
matrix G with n nodes), with only diagonal elements and zero
off-diagonal elements. Thus, in practice, the matrices L, D, A
are square matrices of size n that define topology of com-
munication. Additionally, matrices P and Gg define, which
inverters receive information from high reporting rate meters,
and which inverters receive information from which GFM
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inverters. These matrices are used to structure the elements
in consensus equations of cyber layers so that the final set of
equations accurately represents the communication topology
of cyber layer.

The convergence of distributed consensus algorithm as a
linear system is asymptotically reached for all initial states if
there is a directed path connecting any two arbitrary nodes in
the consensus (so-called strongly connected graph in graph
theory [35]). More systematic way of representing communi-
cation topology based on directed graph theory is presented
in [36] and [35]. In the presented consensus-based control for
microgrids, cyber layer has significant impact on dynamics.
The signals X;, which are communicated in the consensus
manner, are not only directly dependent on topology of com-
munication and delay at links ;;, but also on physical layer
dynamics that is described by physical layer state equations.
Ultimately, they determine the dynamics of consensus states
Uuj:

i = Ki D [Xj(t = w) = X (1)] )
JEN;

where: X;, X; are values for nodes i and j respectively; com-
munication latency 7;; in the link between nodes i and j; N; is
the set of neighbouring nodes of node i; K; is the convergence
constant. In the equations, the vales, which are not subject to
communication delay, i.e., X (¢) are often simplified to X for
better readability. Further details about consensus control are
described in Section III-C.

In the context of studied system, it is important to mention
that in case of a communication link failures dividing commu-
nication network into independent areas, local consensuses
can be also reached, provided the synchronization signals
from GFM inverter are provided to each local area. Such
operation still provides the main objective of the operation,
i.e., reaching the desired output power of GFM inverter and
keeping the reserve in the system.

2) COMMUNICATION DELAY

In this study, the reduction of communication latency for the
devices in the geographical vicinity are reflected through the
so-called edge clouds of the communication network that
are often used in the nomenclature of modern communica-
tion, where the devices in proximity are connected through
the same transmitting hardware. Thus, if the devices are in
the same edge of the network, the communication latency
between them can be significantly reduced, while if they
are not in the same edge network, the communication must
happen through a regular network path and the latency is
not reduced. The feature of latency reduction between some
devices is elaborated by direct assumption of lower delays for
the devices in the same edge network, depending on the cyber
layer configuration.

C. CONSENSUS IN MG CONTROL
In this section, the operation of distributed consensus con-
trollers is described. In the CP model, the consensus
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equations are part of the cyber-layer. Steady-state conver-
gence of the control is discussed with respect to cyber- and
physical-layers and coupling between them.

1) POWER RESERVE CONSENSUS

As described in Section II, the fundamental operation in con-
sensus control aims maintaining instantaneous power reserve
of the microgrids through shifting the power imbalances from
response of GFM inverters to the GFD inverters. Such oper-
ation is here called power reserve consensus and it does not
involve objective of voltage regulation. The interception of
power by GFD inverters is subject to propagation of infor-
mation in the consensus protocol between GFD inverters.
The consensus can be additionally supported by active and
reactive power measurements from high reporting rate meters
(e.g., PMUs). Consensus control of i-th GFD inverter is gov-
erned by equations in the cyber layer:

Pi) = =K} (32, [Ping ©) = Py (1 = )]

— AP (1 — 7))
Piref (1) = Pi(1) + K, Pom(t — Tomi) 3)
Qi @) = _KiQ (ZjGNi [Qiref @ — eref (t - sz)]
—AQy (1 — )
Qiref (1) = Qilt) + K2 Qpm(t — i) )

where: P;, Q; are internal states of GFD inverters describing
the dynamics of consensus equations for active and reactive,
while the Pj;.r and Qj;.r are the values that are effectively the
references for the current loop control and that are subject to
being communicated to the neighbor units; ;; and 1,,; are the
communication latency values for the link between inverters
i and j or between m-th PMU and i-th inverter; N; is the set
of neighboring nodes of node i; K are different convergence
constants.

In practice, the Pj.s values include yet the measurements
Py from PMUs. Substituting equations for Py, into the
state equations, one can derive that the introduction of power
measurements from PMU buses does not change the steady
state of the control; however, it impacts the transient dynam-
ics in the consensus convergence process, especially when
measurements are available sooner than information prop-
agating through consensus protocol from GFM inverters,
which is subject to several delays, including the propagation
in the consensus reference values themselves. Considering
the modern communication structures, where, due to the
physical and cyber proximity, measurements can be available
sooner, convergence can be improved. Different scenarios are
considered in Section V.

Use of reference values in the consensus protocol instead
of real measured values is determined by the operation under
constrained active or reactive power output. Such constrains
exist due to installed rated powers of the inverters but may
also appear due to limited power of the battery or state of
charge (SoC) of the battery in combination with some forecast
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algorithms. Constraints can be tightened to single values for
P and Q reference points in case it is necessary that some
GFD inverters feed precisely a desired amount of power
irrespective of the consensus control setpoints. In situation of
constrained output, when measured values are used directly,
consensus protocol would not be able to converge. On the
other hand, using the reference values can decrease the accu-
racy of the power infeed. Inaccuracy of this type can be
mitigated with improvements in internal inverter controllers.

Eq. 3-4 for P; and Q; states are directly the linear consensus
equations like Eq. 1. Moreover, the devices participating in
the consensus (GFD inverters) can actively regulate their P
and Q outputs, therefore a global solution, provided the ful-
filment of basic consensus convergence principles explained
in Section III-B, and assuming unconstrained power infeed,
always exists for power reserve consensus.

2) VOLTAGE CONSENSUS

Voltage consensus aims maximization of active power reserve
through distributing the power references among GFD invert-
ers (same to the power reserve consensus, but with active
power only), and simultaneously the regulation of voltage
through the consensus between buses participating in the
consensus control, i.e., (i) voltages at the output buses of
the GFD inverters and (ii) voltages from buses without dis-
patchable units, but where high reporting meters are installed
and supply measurements. Such operation aims removing
the voltage differences between these buses. As explained
in Section II, voltages are more significantly dependent on
reactive power flow; therefore, the consensus regulating the
voltages is coupled with the equations for reactive power
references Q;, while the active power is governed through
Equation 3 from power reserve consensus.

0y =~k (3, [Vi®) = Vi (1 = )]
+ D Vi = Von = )] = 5v1)

Qiref (1) = Qilk) + K s, Qpm(t — Tmi) 5)

One can see that in the Equation 5, the first sum component
represents voltage consensus between the bus voltages V;,
V; of GFD inverters, while the latter the consensus between
buses of inverters V; and the buses with voltage measurements
supplied by high reporting rate meters Vi,,. In the Eq. 5, there
is no information supplied by GFM inverter, only voltage
references exchange between the GFD inverters supported by
voltage and reactive power measurements from PMUs.

Non-dispatchable buses cannot regulate their active and
reactive power infeed, thus also their own voltage. Therefore,
voltages of non-dispatchable buses are strongly dependent on
voltages at the neighbor buses. It is related to the dynamics
of the physical layer, especially to the impedances between
dispatchable and non-dispatchable buses, therefore the con-
sensus with non-dispatchable buses can be limited on the
convergence, especially in case of strict requirements on
accuracy of the consensus. Relaxation of the voltage precision
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is introduced by component §v; in Eq. 5, in order to help
with the convergence of the voltage consensus, decreasing its
accuracy. It is considered in the designed control especially
for the consensus with one or more non-dispatchable buses.

Due to strong coupling (dependence) of voltage consensus
to the physical layer, even when the convergence is provided,
the voltage profiles might be violating the limits, for example
due to the physical features of the network, such as high R/X
ratio, but also in case of limited availability of reactive power.
It might be then necessary to involve GFM inverters in the
voltage consensus control, using their capability to globally
modify voltage references. In this way, the shift of voltages
in entire microgrid is possible. In the operation, the most
deviated voltage in the consensus protocol V; is controlled
by the GFM inverters through the equations:

Vi=Vat+VE+VE

VfC = Kfv (VI t—1)— Vlow) (6)

wher: V,* is the adjusted reference voltage of GFM inverter,
which is modified by state VfC. v is the locally driven state
described earlier in Table 1. Effectively, the GFM invert-
ers make the voltage from the consensus protocol Vi g,s
converge to the desired level of Vj,,, what propagates to
the other voltages (governed by reactive power consensus)
participating in the consensus control. Differently to power
reserve consensus, the voltage consensus in the cyber layer
becomes nonlinear since it is more dependent on physical
layer described by nonlinear equations for currents and volt-
ages. Therefore, the linearization of the voltage consensus
and thus its small-signal stability analysis can become much
less accurate.

3) COMBINED CONSENSUS OPERATION

The combination of the power reserve and voltage consensus
control from previous subsections is considered when the
reactive power equations Eq. 4 and Eq. 5 are combined to
drive the dynamics of reactive power reference:

Qi () = _K,‘Q (zjeNi [Qiref () — eref (t - Tz/)]
— AQr (1 — 74))
- K (ZjeN’_ [Vit) = Vi (t — 7)]
2 [V = Von (= )] = v1)
Qire (1) = Qi(k) + K 3 Qpm(t — Ti) )

It is considered a more practical solution because the con-
trol of active, reactive power and voltage might be necessary
at the same time. The ratio of coefficients KiV /Kl-Q deter-
mines the accuracy of bus voltages and accuracy of reactive
power infeed (thus amount of Q reserve) in the consensus
control. The coupling between Q and V consensus has similar
positive effect for voltage consensus relaxation as the intro-
duction of relaxation component §v;, i.e., better steady-state
convergence of the control for operation with higher R/X
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FIGURE 3. Flow chart diagram of the MG control scheme with grid forming, feeding inverters, and high reporting rate meters (PMU measurements).

ratio. In practice, better steady-state convergence is achieved
through less accuracy in the reactive power consensus.

As described in Section II, the operation aiming maximiza-
tion of active and reactive power reserve is considered the
default operation mode, when other constraints are not vio-
lated. In the combined consensus operation, the default oper-
ation is achieved through low Ky;/K; ratio, which prioritizes
reactive power consensus over voltage consensus in the Eq. 7.
The support from active and reactive power measurements of
high reporting rate PMUs can be active continuously, as its
purpose is to improve the dynamics during the transients.

In case the voltage levels of the buses participating in
the consensus are violated, the voltage consensus regulation
is initiated. First, when the GFM inverters are involved in
the consensus, the voltage measurements of dispatchable or
non-dispatchable buses involved propagate to them in the
consensus protocol. The GFM inverters are then able to apply
Eq. 6 and modify their voltage references as described in the
previous subsection. Other voltages are also shifted since they
are coupled through voltage consensus control.

Secondly, in case of voltage violation, the ratio K l.V /K l.Q
is locally adjusted by GFD inverters in order to increase the
weight of the voltage control in the Q; consensus according
to the Eq. 8.

Gi (1) = —K® (Z;ezv,- [ (1) = 5 (1 = )] = AVi ()
AV = Vi (t) — Vhign
K =Ky + o ®)
With higher K;” and thus higher K /K2 ratio, part of the
reactive power reserve is used then for the voltage control.
Through the consensus protocol, the values «; adjust Kiv / Kl.Q
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for each GFD inverter in the consensus manner. In practice,
the unit with the most extreme, e.g., highest voltage level
among the units participating in the consensus, violating the
voltage level Vyign first, adjusts its own coefficient and thus
initiates the consensus with other units.

In the Figure 3, one can see the diagram that describes
information flow in the presented control scheme, where
GFM, GFD inverters and high reporting rate units exchange
references and measurements (realizing the combined oper-
ation with both power reserve and voltage consensuses as
described in this section).

D. OPERATION UNDER COMMUNICATION DELAYS

Due to strong dependence of the control on the communi-
cation and cyber layer, effect of different delays is assessed.
As described in Section III-B2, communication latency and
thus, delays in different edge clouds can be different to delays
in the same edge cloud.

It is important to check first whether the control has a
solution, i.e., it converges for assumed topology, physical
features, consensus coefficients and relaxation. Then, the
assessment of the operation under delays in cyber layer can
define further boundaries on the cyber and physical layer
design. The operation under delays can be evaluated through
nonlinear numerical solution of the full CP model with the
cyber and physical layer equations presented in the previous
sections. So-called pseudospectral approach is used for the
CP model in order to assess small-signal stability of consen-
sus control operation under multiple communication delays.
It can evaluate stability of linear systems, therefore the full
nonlinear CP model has to be linearized.
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The pseudospectral approach is based on [37], [38], where
system of DDE is described as:

y @) =f )
k 0
f@=> Lo+ | M@®)¢@®)do,pecX )
1=0 -t
Given a positive integer N, we consider Qy is a set of N +
1 distinct delay points:

Qv ={0nii=0.1,...,N} (10)

Itis derived [37], [38] that the problem of a system of DDE is
turned into the eigenvalue problem for the so-called spectral
differentiation matrix Ay, i.e., the eigenvalues of Ay directly
approximate the characteristic roots of original DDE problem
and can be summarized in the following form [39]:
CRI,
Ay = [Amx 0...0420...0 A1 0...0 Ag ] an

where: C is the matrix of first N — 1 rows of C = —2Dy /T,
Dy is the Chebyshev’s differentiation matrix of order N. N
is chosen according to maximum delay and desired accuracy
discretizing delay into desired number of equal parts. In this
work it is assumed that the fundamental delay interval equals
10 ms, therefore in case of analysis of a case with maximum
delay of 200 ms, N equals 20, and there would be 2041 sub-
matrices A for delays of 0, 10, 20, ..., 190, 200 ms. The
accuracy analysis of such approach is presented in [37].

In case of fundamental operation of power reserve con-
sensus aiming maximization of power reserve, the stability is
significantly dependent on cyber layer, that is, on P;, Q; states.
The selective modal analysis (SMA) additionally reveals
that the dominant participation factors for the modes come
indeed from P;, Q; states of the cyber layer. The linearized
model gives therefore a good accuracy assessment of the
small-signal stability under multiple delays.

In case of consensus for voltage regulation, the equations
describing voltages are nonlinear and strongly related to the
physical layer; therefore, the linear model is less accurate for
the assessment of small-signal stability. Therefore, a simpli-
fied 2-bus model is derived, which provides good accuracy
when analyzing convergence and operation under delays of
voltage consensus with a non-dispatchable bus. In this model,
the system with voltage consensus before considering a new
bus is aggregated to a single GFD inverter connected to bus
with Vions (Fig. 4), and it is then analyzed with a new bus
joining the consensus control (V). In this way, the model
is reduced to 9 states and the small-signal stability results
give sufficiently accurate results (comparing to nonlinear
model) when investigating impact of different coefficients
and delays, in a bus-by-bus analysis.

In this work, through the pseudospectral approach
(Eq. 9-11), result of analysis of the fundamental operation
of consensus controlled islanded microgrid are presented,
that is, when the voltage consensus is minimized, and the
dynamics are driven by the power reserve consensus.
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FIGURE 4. Two-bus aggregated model for small-signal analysis of
voltage-consensus with non-dispatchable buses.
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Rise Xias 27,0363

FIGURE 5. 7-bus test system topology and line data.

TABLE 3. Default system parameters for both 7- and 28-bus systems.

Parameter Default value
Delay 120 ms
Edge cloud delay 15ms
Nominal voltage (V,,) 11 kV
Nominal frequency (w),) 100 Hz
Power filter frequency (w.) 10007 1/s
I control coeff. (K¢, Kp, Kjc) — g. forming 0.2,0.2,125
V control coeff. (Kpy, Kjy) — g. forming 0.2,125
I control coeff. (K, Kjc) — g. feeding 0.2,125
PLL parameters le-3,1e4,0
le-3, le-4, le-5, le-
LCL filters parameters (R¢, Lg, Cg, R, L) 3. led
Parameter r, le3
Default consensus coefficients (kp;_s, Kq1-5) 3,3

IV. TEST SYSTEMS

Two test systems are considered. A 7-bus MV microgrid
system with two GFM and three GFD inverters is used to
observe details of the dynamics in proposed consensus con-
trol operation. Subsequently, a 28-bus MV system is used to
examine some phenomena that are distinct for larger cyber-
physical system.

A. 7-BUS TEST SYSTEM

The 7-bus MV system includes 2 GFM inverters, 3 GFD
inverters, 5 lines and a single load. In the smaller system
the basics of the operation are clearer as many dynamics
are coupled. With these elements, full cyber-physical model
has 80 states, 69 from physical layer (including 28 related to
GFM inverters, 27 to GFD inverters and their output filters)
and 11 from cyber layer (including 9 for consensus control
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FIGURE 6. 28-bus test system topology.

between GFD inverters and 2 for voltage regulation of GFM
inverters). R/X ratio in the system is between 1.02 and 1.47 as
one can see in the Figure 5. and Table 3.

B. 28-BUS TEST SYSTEM

A larger 28-bus MV system from [40] is implemented for the
tests so that the impact of communication and edge cloud
structure can be distinguished. It consists of 28-buses at
medium voltage, 2 GFM and 10 GFD inverters, 9 parallel
RL-impedance loads and 34 lines with R/X ratio between
1.02 and 1.56. With this configuration, full cyber-physical
model has 236 states, 204 from physical layer (including
118 related to inverters and their output filters) and 32 in
cyber layer. Figure 6 depicts the physical network of the
28-bus system.

In the 28-bus system, 4 edge clouds are indicated (blue
dashed lines), which are analyzed in different configurations.
The communication latency within the edge cloud is reduced
thanks to the geographical proximity. As the result, in the
28-bus system one can observe operation with consensus con-
trol scheme supported by PMU, similar to the 7-bus system,
but focused on comparison of 4 cases of edge cloud (cyber
layer) design.

V. RESULTS
The results are presented in the scenarios that expose main
operation principles of control scheme with its objectives as
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FIGURE 7. Fundamental operation of the consensus control aiming
maintaining active (a b) and reactive (c d) power reserve.
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FIGURE 8. Fundamental operation of the consensus control aiming
maintaining power reserve: responses of frequency (a) and voltage (b) at
buses with GFM inverters.

described in Section II and III. The dynamics of complete
system (when using power reserve and voltage consensus
supported by PMU measurements) is presented, also assess-
ing coupling between physical- and cyber-layer and impact
on steady-state convergence. Results of the scenarios in the
test system consist of time-domain solutions of the CP model,
calculated in MATLAB by different solvers and in Simulink
and results of small-signal analysis through pseudospectral
approach.

A. POWER RESERVE CONSENSUS

Proposed consensus control scheme for islanded MG real-
izes its GFM inverters power reserve maximization oper-
ation through power reserve consensus, as described in
Section III-C1. This mode of operation is presented in the
Figures 7. and 8., where before + = 0.1s, power reserve
consensus is not active and GFD inverters operate with fixed
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setpoints. At ¢ = 0.1s, the consensus control is activated and
the GFD inverters start to overtake the active and reactive
power infeed of GFM inverters. In this way, the objective
of GFM inverters power reserve maximization is realized,
effectively unloading the GFM inverters. Voltage consensus
control is not active.

The operation of power reserve consensus in the control
scheme can be compared to the droop control (dashed lines)
in the Figures 7ac and 8. One can see the drawbacks of
the droop control where a non-nominal steady state of fre-
quency appears, while the operation points for GFM and
GFD inverters are according to the predefined droop curve,
not necessarily at a desired and not controllable without a
secondary control. The frequency RoCoF and nadir are also
significantly higher for operation with droop. The voltages
of GFM inverters (Figure 8b) are regulated by states VfQ
(Table 1) in order to minimize the reactive power infeed of
GFM inverters and maximize their reserve. The time to reach
steady-state for both methods is comparable, with slightly
faster droop dynamics for the presented case (~ 1.5s vs. ~
2.5s).

In the Figure 7, the curves of a full EMT 3-phase model
(Figures 7ac), can be compared with those from DQ-domain
cyber-physical model (Figure 7bd) proposed in this study.
One can see similar responses in both models, with the dif-
ference of missing dynamics of active power synchronization
(through GFM inverters droop equations) in the DQ-domain
model. This dynamic is however not crucial for stability in
the entire system, and it is not driving the power sharing in the
MG, therefore one gets much more flexibility on its adjust-
ment for each GFM inverter to avoid unwanted behavior.

The consensus control is described through the equations
Eq. 3 and Eq. 4. and it needs communication network provid-
ing propagation of the power references. The cyber layer is
configured in the way that communication matrix for 7-bus
system with 3 GFD inverters (as described in section III-B1)
are:

010 100 000
A=|101|G,=|020|Ps=|000
010 001 001

They represent communication topology where e.g. the 2"

inverter (second row in matrices above) communicates with
two neighbor inverters 1% and 3", and only the 3™ inverter
receives P, Q imbalance signals from both GFM inverters
(third row in Pg). The signals are subject to default delays
as described in Table 3. The bus voltages are within the
assumed safe boundaries of 0.85 and 1.15 p.u. and thus,
voltage regulation is not active.

In the Figure 9., one can see the comparison between four
cases when consensus control is supported by high reporting
rate meters like PMUs. The meters publish voltages, active
and reactive power measurements at bus 5, where load is
located. The local controllers of GFD inverters receives the
measurements and use them in the control (Py,, and Qgm
in Eq. 3-4) impacts their power reference and effectively
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FIGURE 9. GFD inverters’ output current responses with different high
reporting rate meters (PMUs) configurations.
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FIGURE 10. GFM inverters’ output current responses with different high
reporting rate meters (PMUs) configurations.

the dynamics of GFD inverters. The support is particularly
beneficial if the devices are in the same edge cloud (with
reduced delay) with one or more GFD inverter. The effect
can be further improved when the measurements are sent to
multiple GFD units. The four cases differ in term of PMU
measurements availability (to 1 or 3 inverters), under regular
or edge cloud communication conditions. One can see that
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FIGURE 11. Operation of GFD and GFM inverters under constrained
active power infeed.

the best convergence can be obtained when measurements are
available to all GFD inverters with reduced delay.

In the Figure 10., output currents of GFM inverters are
presented for the same cases. The fundamental purpose of the
operation is to maintain the reserve of GFM inverters; there-
fore, it is important to improve transient current responses
of GFM inverters through additional measurements (to GFD
inverters). In the presented configurations of PMU support,
one can see that in the scenario with PMU measurements
supporting the operations at the edge of the communication
network, the GFD inverters (Fig. 9) can converge to their new
steady state much faster, and this determines GFM inverters
(Fig. 10) to converge faster. The peak of transient current of
one of the GFM inverters is significantly reduced, especially
for cases in the same edge cloud. It can be observed that
support of only one GFD inverter can already significantly
improve the response of GFM inverter (F1) that is close
to the GFD inverter (I1) supported by PMU measurements
(Fig. 10b, black curve).

In the Figure 11, one can see the power reserve consensus
operation, but under constrained output of GFD inverters
in terms of available active power infeed. The design of
the consensus control based on the reference values instead
of measured ones enables continuous operation also under
power constraints. The responses of GFM inverters (Fig. 11d)
show that the GFM units operate as balancing units in a
situation of new constrains appearing, similarly to a situation
of a disturbance.

B. VOLTAGE CONSENSUS

This section describes voltage consensus operation as
described in Section III-C2. In the Figure 12, after t = 1s,
one can see the voltage consensus of three dispatchable GFM
inverters in 7-bus system, which successfully converge to a
precisely same level of the voltage at 1 p.u. All three inverters
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FIGURE 12. Voltage consensus operation with different relaxation
parameters §v; and including GFM inverters controlling the voltage.

have flexibility of feeding reactive power according to the
setpoints derived, though that they are shaping voltage at its
output buses. After r = 10s, voltage consensus includes bus 5
with RL load that is by high reporting rate PMU. The bus 5
does not include dispatchable units and in such case, the GFD
inverters have to provide the reactive power infeed leading
all four voltages to converge to the same level (Fig. 12a).
As one can see, the convergence of the voltage consensus
control for such conditions only happens at the voltage level
much lower than operational limits. That is due to the cou-
pling of consensus control to the physical layer, namely the
dependence of bus 5 voltage from other voltages through
physical line impedances (equations in Table 2). Figures 12b,
¢, d show the result of the control if the voltage consensus
is introduced with the relaxation parameter §v; described in
Section III-C2. One can see that it is then possible to include
the voltage of non-dispatchable bus in the voltage consensus
that is not causing significant change of the voltage levels at
all buses participating in the voltage consensus, at the same
time allowing a difference (relaxation) between bus voltage
levels.

Due to the strong coupling to the physical layer between
the voltages participating in the cyber layer’s consensus,
one can observe margins of convergences of the voltage
consensus operation, for the cases when buses with no dis-
patchable resources are included. It is strongly related to the
R/X of the lines and the parameter of relaxation. Fig. 13
depicts the dependence of convergence of the control with
voltage consensus with respect to the R/X ratio of the lines
in the network. One can see the stable and unstable region,
where the consensus control cannot converge. This aspect
has to be strictly considered when designing such control.
As the physical features of the network usually cannot be
changed, the most reasonable solution is to design the §v; and
other parameters accordingly. Similar effect of relaxation can
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FIGURE 13. Stability margins under different voltage consensus
relaxation parameter with respect to R/X ratio.
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FIGURE 14. Combined consensus operation including voltage regulation
by GFM inverters.

be achieved through combining the voltage consensus with
power reserve consensus as described in Section III-C3 and
presented in the following section.

When the GFM inverters are participating in the voltage
consensus through Eq. 6, their task is to maintain e.g. the low-
est voltage within the boundaries as described in Section III
C4. It might be especially necessary when non-dispatchable
buses are involved in the consensus, i.e., when the voltage
control is the most difficult. In the Figure 12, after = 30s,
the GFM inverters start to control their reference voltage to
restore the lowest one in the consensus control (bus 5) to the
desired level of 0.9 p.u. As the result, the control converges
with the bus voltage profiles closer to each other (depending
on the parameter §v; in different cases) and not violating the
lower voltage limit.

C. COMBINED CONSENSUS OPERATION
In the combined operation, as described in Section III C4,
the primarily goal of the inverters is to keep power reserve
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d on Figure 6 physical-layer.

consensus. When the voltages of buses in the consensus are
violated, the GFM inverters should regulate its voltage refer-
ence, and if the voltages of GFD inverters are also violated,
they act themselves by increasing their voltage consensus
weight in the distributed way through parameters «;. When
combining the Q and V consensus together as described by
Eq. 5., the effect of relaxation can be achieved similarly to
relaxing directly the voltage consensus through §v; parameter.
The trade-off between voltage and reactive power consensus
depends on the ratio of coefficientsyKy;/Kg; as described in
Section III-C3.

In the Fig. 14, at t = 0.5s the load increases with the GFM
voltage regulation active, what makes the GFM inverters
shift the lowest voltage (bus 5) to the minimum level of
0.85 p.u. At t+ = 3.5s, the operation of voltage consensus
of GFD inverters is activated and the GFD inverters start to
prioritize the voltage consensus in the active power regulation
what make them dispatch reactive power differently. In case
of presented unconstrained case it is not an issue for GFD
inverters; however, the amount of necessary reactive power
can be large in case of significant voltage violation.

As the result, the voltages of GFD inverters are getting
back to the voltage boundaries at 1.15 p.u., however this
happens for the price of change in reactive power sharing
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FIGURE 16. Output current responses of GFM inverters, (a) and (b), for
four cases of edge clouds designs (from Fig. 15): without PMUs’ support
(solid lines) and with PMUs’ support (dashed lines).

accuracy. Thanks to regulation of the local voltage by GFM
inverters, the reactive power reserve is again maximized after
the changes. The active power reserve is also maintained after
transients.

D. EDGE CLOUDS DESIGN

In the 28-bus system, thanks to larger cyber layer with multi-
ple communication nodes and links, we can focus on impact
of cyber layer features such as edge cloud design.

We compare 4 cases of different edge clouds for the same
physical network (Figure 15).

In the Figure 16., one can see the responses of two GFM
inverters in 4 different cyber-clouds designs (solids lines).
It is distinguishable from the simulations that the slowest
response one gets with Case 1 with no edge clouds. When
there is 2,3 or 4 edge clouds that allows reduction of the
delay between the inverters inside the edge, the dynamics
changes and converges more quickly for all 3 cases with edge
clouds Such operation cases have different responses; how-
ever, lower peak currents are not guaranteed. When consensus
is supported by PMU meters installed (subject to regular
delay in case 1 and edge cloud delays in other case), the peak
currents can be reduced, and convergence enhanced. In the
presented cases, PMU send their measurements to closest
GFD inverters, with the same communication topology for all
cases. From such analysis, one can design and optimize where
PMUs should be installed to improve transient response and
speed up the convergence.

Through the pseudospectral approach analysis with mul-
tiple delays as described in Section III-D, the operation of
power reserve consensus is analyzed for the same four cases.
Stability margins of operation under regular and edge cloud
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FIGURE 17. Stability margins (gray surface) of four edge cloud design
cases with respect to regular and edge communication delays.

delays are presented in the Figure 17, where stable cases are
below the 0-surface and unstable above, depending on regular
and edge cloud delays.

From response dynamics of GFM output currents and
analysis of the delays in the cases, one can observe how the
edge clouds can improve the transient response and consensus
convergence with and without high reporting rate PMUs,
where generally the larger edge clouds with more links of
reduced delay provide faster current response, especially with
PMUs supporting the operation.

The design of edge clouds in the cyber layer determines
different marginal delays guaranteeing stability as depicted
in the Figure 17. It can be observed that particular design of
edge cloud, which allows faster response (Fig. 16) can on the
other hand lead to reduced margins for small-signal stability.

VI. CONCLUSION

In this paper, distributed consensus control for inverter-based
islanded microgrids supported by measurements from high
reporting rate meters like PMUs is formulated and analyzed
for microgrids with grid forming and grid feeding inverters.
The control aims maintaining power reserve while keeping
the power balance and regulating bus voltages. The study is
performed on the formulated cyber-physical model in DQ-
domain, analyzing multi-bus microgrids of arbitrary physi-
cal and cyber structures and considering edge clouds. The
coupling between cyber and physical layer for steady-state
convergence and small-signal stability under multi-layer
communication is analyzed.

The results acknowledge that the formulated communi-
cation dependent distributed consensus for inverter-based
systems supported by high reporting rate meters fulfills
the objectives of classical hierarchical microgrid control.
Operation based on communication-based consensus con-
troller is effective, including accurate power sharing and
considering trade-off in reactive power and voltage control,
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where the dispatchable devices are able to modify their
control objectives in the distributed way. The use of high
reporting rate meter devices improves transient response,
especially when the measurements devices are placed at
the same edge cloud of the communication network. Addi-
tional measurements enable also to achieve voltage control
for the non-dispatchable buses without inverters. Presented
consensus-based control can reach convergence and operate
accurately also under constrained output of inverters.

The developed CP model allows for the analysis of dynam-
ics in arbitrary microgrids. The investigation of cyber and
physical layers in the operation reveals coupling between the
cyber and physical layers and its significant impact on the
steady-state convergence of consensus control. The inherent
communication in distributed consensus control and com-
munication design implies dependence of network dynamics
from cyber-layer (which defines exchange of communicated
signals), but also dependence from physical layer. Effec-
tively, the control based on linear consensus in cyber layer
becomes nonlinear when it involves dynamics of physical
layer. Impact on convergence of both cyber and physical layer
should be jointly addressed when designing the operation
especially with respect to impedance parameters of the lines
and relaxation of the consensus objectives that can improve
the convergence of the system control without violation of
other constraints.

Impact of different structures of the cyber layer, including
the edge clouds reducing some delays is analyzed and reveals
marginal delays allowed for stable operation with different
cases of cyber layer edge cloud designs. The results acknowl-
edge a trade-off between stability, which is subject to com-
munication latency, and currents’ dynamics, i.e., convergence
performance. These issues should be carefully addressed in
the design process for both physical- and cyber- layers con-
figuration and considering dynamics from both layers jointly.
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