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ABSTRACT Federated learning (FL) that can train using machine learning methods without moving data
have attracted interest owing to the focus on data privacy. Several FL platforms and frameworks are being
developed with various open datasets. However, FL has not yet been fully utilized in real-world projects;
instead, centralized ML models are still being used for AI. Since FL is composed of numerous clients
and executed, it is necessary to manage the lifecycle such as model deployment and status management to
multiple clients in order to operate FL. This study proposes FLScalize to enable AI researchers to apply their
own custom data and models to FL environments and to deploy and manage the FL lifecycle. Researchers
who develop thesemodels should be able to easily and conveniently apply custom data andmodels developed
in a centralized environment to FL environments, deploy and train multiple clients, and manage the lifecycle
of the entire FL process. FLScalize can be used to simulate system heterogeneity and data heterogeneity,
both of which are FL issues that occur in real FL environments. Furthermore, FLScalize provides a manager
component that continuously manages the FL client and server required for real-world FL tasks and realizes
an FL lifecycle management implementation that enables continuous integration, deployment, and training.

INDEX TERMS Federated learning, heterogeneous simulation, lifecycle management, platform.

I. INTRODUCTION
Federated learning is a machine learning (ML) technique in
which multiple clients holding their own local data coop-
erate with each other under the management of a central
server or service provider [1]. This enables performing local
model-based learning with client-owned datasets without
sharing data, thereby protecting the privacy of data producers
and providers. Various frameworks and platform environ-
ments have been developed for FL, including Flower [2],
FedScale [3], FATE [4], PyShift [5], and EasyFL [6]. Cur-
rently, studies are investigating the use of FL in fields such as
medicine [7], imaging [8], industry [9], and natural language
processing [10]. However, studies are mostly focusing on
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improving the performance of FL algorithms; meanwhile,
studies on FL operation management for real-world tasks are
lacking. Since FL involves a large number of clients and is
executed across them, it is crucial to handle various aspects
of its life cycle, including model deployment and status
management, to ensure proper functioning of FL. In addi-
tion, because AI model researchers mainly study centralized
ML AI, they need an environment in which they can easily
study and apply FL. In this light, the present study proposes
the FL operation to allow researchers to easily apply and
deploy custom data and models and to manage their lifecycle
in an FL environment. Existing MLOps provides functions
for data management, model design, training, application,
and deployment by setting up automation pipelines [11].
MLOps affords advantages such as continuous integration
and deployment (CI/CD) of data and models that are applied
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FIGURE 1. Configuration diagram of FL operation that manages the FL lifecycle by extending the existing
MLOps concept.

in several fields [12]. MLOps only considers the automation
pipeline for data, modeling, and deployment without consid-
ering the clients, the most important element of FL. In an
FL environment, hundreds of thousands of clients can be
configured, and therefore, data and models must be deployed
to numerous clients. Furthermore, in an FL environment, the
online/offline and training status of multiple clients and the
server status must be managed, and lifecycle management is
required to execute various FL tasks and to operate FL stably.
As existing MLOps does not support these functions, it was
extended to design and implement an FL operation, as shown
in Fig. 1. Our FL operation concept is to manage the entire FL
process of creating a global model by deploying and training
the local model created in the experimental environment.
Table 1 shows a comparison between the FL operations and
the existing MLOps.

This study proposes FLScalize for AI researchers who
develop centralized models in FL environments. It allows
the easy and convenient application of custom data and
models, deployment across multiple clients, and lifecycle
management.

TABLE 1. Comparison of existing MLOps and FL operations.

FLScalize makes the following contributions.
1. Easily application of data and models to the FL envi-

ronment: Custom data and models can be easily applied to
various FL task environments. The data and model applica-
tion parts of FL are configured in a format similar to that of
the centralized environment to provide an FL experimental
and development environment for AI researchers.

2. Manager component that checks the status of FL client
and server: A manager component that continuously checks
and manages the status of the FL client and server is con-
figured. Several FL clients need to identify the online/offline
and training status to participate in FL rounds, and they
must continuously manage them through the client manager.
Likewise, the FL server must manage the online/offline and
aggregation status through the server manager.

3. Continuous integration/deployment/training: For each of
the various FL tasks, the latest versions of the FL client and
server can be integrated and deployed easily, and FL rounds
can be performed periodically.

4. Providing simulation environments for two categories
of FL that occur in the real world: It is possible to simulate
heterogeneous system and data, the two biggest issues in
various FL tasks. System heterogeneity simulations can be
performed by configuring the system resource environment
differently for each client. In addition, each client can have
different data by receiving an ID for each client, and data
heterogeneity for IID and non-IID cases can be simulated by
using the data partition function.

5. FL lifecycle management applicable to real projects:
We provide the four functions mentioned above by support-
ing the simulation of FL tasks that can occur in the real
world. FLScalize can manage an automated and reliable
FL lifecycle.
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TABLE 2. Comparison of FLScalize with existing FL frameworks and platforms. FLScalize can easily apply data and models and continuously manage FL
lifecycle by adding manager component and CI/CD/CT functions.

The rest of this paper is organized as follows. Section II
introduces the FL research background, framework, and
platform and reviews MLOps-related research. Section III
presents the system architecture of FLScalize and the oper-
ation processes of all components. Section IV introduces the
experimental environment of FLScalize. Section V presents
the experimental results obtained with the experimental setup
described in Section IV. Finally, Section VI summarizes this
study and suggests future research directions.

II. RELATED RESEARCH
FL is a distributed learning method that allows multiple
clients to train an ML model without moving data to the
control of a central server, thereby ensuring data privacy [13].
Federated averaging (FedAvg) is the standard aggregation
algorithm that is used most widely in FL. Ongoing FL stud-
ies have proposed FedProx [14] that considers heteroge-
neous network conditions and the FedAdagrad, FedYogi, and
FedAdam algorithms that provide adaptive federated opti-
mization [15]. FLScalize is implemented based on the Flower
framework that supports the connection function between the
FL client and server.

A. FL PLATFORMS AND FRAMEWORKS
Various platforms and frameworks have been developed for
studying FL [16]. TensorFlow Federated (TFF) is an FL
framework that provides only basic FL functions based on
TensorFlow [17]; however, a separate system must be built
to apply custom data and models to FL tasks. FATE uses
Kubernetes and Docker to deploy an FL environment [4];
however, its complex system design makes it difficult to use
in practice, and only FL libraries belonging to the platform
can be used. FedScale [3] and EasyFL [6] can easily simulate
FL with a few code lines; however, functions for continuous
integration, deployment, and training are not supported and
managed. Therefore, existing platforms and frameworks suf-
fer from some disadvantages.

FLScalize aims to overcome these advantages by imple-
menting FL client and server based on the Flower framework.
Flower has better FL client and server scheduling capabil-
ities than those of other FL platforms, and it can perform
FL rounds by simply connecting the server and multiple
clients [2]. However, it only supports an FL communication

function and does not support the lifecycle function to man-
age FL operations. In this light, FLScalize extends the Flower
framework function to enable the easy application of custom
data and models to an FL environment, unlike in the case of
other FL platforms, as shown in Table 2. Further, it enables
FL simulations by configuring various FL task environments
that can occur in the real world. It supports a manager com-
ponent that can continuously manage and track the FL client
and server and provide FL lifecycle management that enables
continuous integration (CI), continuous deployment (CD),
and continuous training (CT) functions for the latest version
of the data and models.

B. KUBERNETES
MLOps aims to servemodels accurately and reliably by creat-
ing a pipeline to deliver MLmodels [18]. To create a pipeline,
CI, CD, and CT functions are supported. FLScalize creates
CI, CD, and CT pipelines in the Kubernetes environment to
support FL environments that can occur in the real world.

1) FEATURES OF KUBERNETES
Containerizing and running various applications can be
complex as many containers are deployed across multiple
servers (nodes). Kubernetes can solve these problems by
providing a method for scheduling and deploying containers,
thereby enabling scaling by managing the status and lifecy-
cle of the entire cluster [19]. Implementing container-based
applications using Kubernetes affords the following
advantages [20], [21], [22]:

• Scalable: Kubernetes enables defining and deploying
complex containerized apps on clusters of multiple
servers (nodes). Additionally, container health can be
automatically monitored and maintained while scaling
the application.

• Portable: Because container apps are isolated on multi-
ple nodes, they can remain portable when using Kuber-
netes. It is possible to move from a local machine
to a production environment while maintaining consis-
tency across on-premises, hybrid, and multiple cloud
environments.

• Extensible: Developers and enterprises from a huge
open source community can actively add extensions and
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FIGURE 2. Design and architecture of FLScalize including expanded components
necessary for managing the FL lifecycle for stable FL task operation.

plug-ins to add security, monitoring, management, and
other features.

FLScalize provides an FL environment that can occur in
the real world in a Kubernetes cluster environment consisting
of multiple nodes to create multiple scalable container apps
and to support efficient and portable operation management,
and it provides an automated FL operating environment in
which CI, CD, and CT functions are added to enable extensi-
ble FL lifecycle management.

2) CI/CD
The CI/CD pipeline automates the following steps: (1) build,
(2) test, (3) release, (4) deployment, and (5) validation and
compliance [23]. Automation tools that support CI and CD
include Spinnaker [24], Jenkins X [25], Tekton [26], and
Argo CD [27]. ArgoCD supports GitOps-style deployment.
When desired settings are changed and pushed to Git, the
status of the Kubernetes cluster is automatically synchronized
with that defined in Git [27]. In other words, the applica-
tion is automatically deployed in the desired status to the
designated target environment. Because it enables code ver-
sion management, previously deployed codes can be reused.
FLScalize connects to ArgoCD-based Git to provide CI and
CD operations.

3) CT
The CT automates and repeats the process of training new
data and deploying new models. It manages the performance
of the model by providing a continuous training environ-
ment [28]. Airflow is an open source application that sequen-
tially guarantees the execution order of tasks and supports
the creation, scheduling, and monitoring of workflows [29].
FLScalize provides the CT function that can continuously
perform FL tasks using Airflow.

To create the FL lifecycle management platform, the CI,
CD, and CT pipeline in the FL environment is required.
FLScalize provides CI, CD, and CT functions in the Kuber-
netes environment by using open source applications.

III. FLSCALIZE SYSTEM DESIGN AND ARCHITECTURE
FLScalize is configured to easily apply custom data and
models to FL environments that can occur in the real world.
It also provides a manager component that manages the FL
client and server and can perform CI, CD, and CT functions
centered on the latest code connected to Git. FLScalize can
perform system and data heterogeneity simulations with this
function. Fig. 2 shows the composition of all components of
FLScalize.

A. FL CLIENT AND FL SERVER
The FL client participating in the FL round and the FL server
that creates the FL round task are implemented based on the
Flower framework, and they communicate with each other
through gRPC [2]. In the FL client, as shown in Fig. 3,
data_load andmodel_build functions can be created to enable
AI model researchers to easily apply their custom data and
models to the FL environment. To apply custom data, the
client_data module was configured. It supports the function
of loading client data and adds a data partition function to
hold different data for each client ID. In addition, data het-
erogeneity can be simulated by configuring IID and non-IID
cases. When applying a custom model, the model structure,
optimizer, and loss function to be used in the client_model
module can be set. Finally, as shown in Fig. 4, custom FL
can be performed by creating a model using the custom data
added in Fig. 3 in the app module of the FL client.

The FL server creates FL rounds by setting the initial global
model, hyperparameters, and aggregation algorithm. For each
round, the FL client sends the weights of the local model to
the FL server, and the FL server creates a global model by
aggregating several local weights and sends it back to the
FL client. By repeating this process as many times as the set
number of rounds, the FL client performs local training with
the local model and the FL server creates the global model.
The local model, which is the model that is trained on the data
from each individual client, is stored and managed on each
client. The global model is stored and managed according
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to the implementation of FL on the server. This means that
the server is responsible for managing the global model and
ensuring that it is up to date with the latest local models from
each client.

FIGURE 3. Example of easily creating custom data and custom model in
client_data module.

FIGURE 4. Example of applying custom data and models in the FL client’s
app module.

B. CLIENT MANAGER AND SERVER MANAGER
As shown in Fig 5, the client manager and server manager
play the role of managing FL client and server, respectively.
The client manager continuously checks the online and train-
ing status of the FL client and the online status of the FL
server. To reliably check the status of each component, the
client manager continuously checks the status of the FL client
and server through asynchronous API communication. The
server manager checks whether the FL server has started the
FL round and transfers the status information of the FL server
to the client manager. Further, it manages the version of the
global model created for each FL round. The client manager
receiving the information from the server manager transfers
a trigger to participate in the FL round to the FL client and
manages the FL round participation.

C. CI/CD
ArgoCD, which provides GitOps CI/CD functions, is used to
deploy the latest versions of the FL client, client manager,
and server manager. As shown in Fig. 6, the client pod that
group the FL client and client manager containers, and server
manager pod are created by connecting the Git repo of each

FIGURE 5. Communication between the FL client manager and the FL
server manager.

component with ArgoCD. Two categories of FL simulation
environments are provided by configuring the FL client envi-
ronment that can occur in the real world. First, a system
heterogeneity simulation environment can be implemented
by setting resources such as the CPU, GPU, and Memory in
the client pod. In addition, the number of clients can be easily
set by duplicating clients, and an ID is given to each client so
that each client can hold different data. In other words, the
simulation environment supports data heterogeneity. In this
way, an FL environment that can occur in the real world can
be configured for various FL tasks.

FIGURE 6. Process that supports CI/CD using ArgoCD linked with Git.

D. CONTINUOUS FEDERATED LEARNING
Airflow can create multiple tasks by supporting workflow
functions that support scheduling and monitoring. In addi-
tion, it recognizes the latest version of code that is con-
tinuously updated in conjunction with Git. FLScalize uses
Airflow to create various FL tasks, continuously deploy the
latest version of the FL server pod, and execute FL rounds.
As shown in Fig. 7, client pods in the online status receive
start information from FL server pods and participate in
FL rounds, thereby enabling continuous federated learning
(CFL) to be performed.

FIGURE 7. Process that connects the FL server Git repository using Airflow
to continuously update and deploy the latest FL server code, enabling CFL.
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FIGURE 8. FL lifecycle process of FLScalize for component communication configuration, API and status flow.

E. FLSCALIZE LIFECYCLE MANAGEMENT
COMMUNICATION PROCESS
FL client, client manager and server manager are connected
to each git repo and continuously integrated and deployed
through ArgoCD. In addition, the FL server periodically cre-
ates rounds of FL tasks through airflow to perform continuous
federated learning. When each component is distributed like
this, each component of FLScalize communicates as Fig. 8.
Table 3 describes the API functions of FLScalize.
1) The client manager continuously checks the online

status of the FL client and server through asynchronous
API communication. Asynchronous API communica-
tion was used to solve the problem of inconsistency
between the status information of the FL client and
server.

2) If the FL client and server are started, the online status
is returned as True, and the FL server transmits the
global model version to the server manager. However,
if the FL server is not online, FL cannot be executed.

3) The FL server also creates an init global model and
waits until all the clients that will participate in the FL
round are connected.

4) When the client and server online status is True and the
client training status is False, the client manager sends
a trigger to the FL client to participate in the FL round.

5) The FL client creates a local model and loads the data
to be trained. The hyperparameter information of the
local model is received from the FL server, and local
training is performed based on it.

6) The FL client performs local training for each round,
saves the local model, and delivers the updated local
weights to the FL server. The FL server creates and
stores a global model by aggregating the local weights
of clients participating in FL rounds. This is repeated
for the set number of rounds.

7) If an FL client encounters an error during a round
(power, Internet, etc.), the FL client terminates the
connection with the FL server. If specific clients lose
communication with the server for some reason, FL is
performed with the rest of the clients excluding the
disconnected clients. If the minimum number of par-
ticipating clients required for the FL round set by the
server is not met, the server continues to wait. How-
ever, the FL is forcibly terminated according to the set
timeout.

8) When the FL round is successfully completed, the
FL server transmits the termination API to the server
manager, and the FL client notifies the client manager
that local training has been completed. The client man-
ager receives the successfully completed global model
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version information from the server manager that man-
ages the global model version.

9) The next FL task proceeds in the same way as above
when only the FL server is started. As long as the FL
client is not terminated, it automatically participates in
FL rounds by the client manager and can manage the
FL lifecycle.

TABLE 3. API function definition of each component of FLScalize.

TABLE 4. Specifications of servers used in experiment.

As such, FLScalize additionally configures the client and
server manager components to continuously check the status
of the FL client and server and to support the CFL function.
In addition, because local models and global model that are
created for each FL round can be managed, it is possible to
check and track which model version has better performance.
Furthermore, lifecycle management for the entire FL process
is possible.

IV. EXPERIMENTAL ENVIRONMENT SETUP
FLScalize offers an FL lifecycle environment that effectively
manages the status of both FL clients and servers, while
enabling seamless CI/CD/CFL workflows for real-world FL

tasks. FLScalize also performs several FL tasks based on var-
ious open datasets and models. Our platform manages the FL
lifecycle by assigning system heterogeneity and data hetero-
geneity to these FL tasks. Various FL lifecycle management
experiments were conducted in the Kubernetes environment,
as described below.

A. KUBERNETES CLUSTER SERVER SPECIFICATIONS
All FL task simulations were conducted with three servers
(nodes) in one Kubernetes cluster. The three nodes have
different specifications, as listed Table 5.

TABLE 5. Dataset and model used in FLScalize experiment. Each row lists
one FL task.

B. DATASET/MODEL
The data and model shown in Table 5 were used for the
system and data heterogeneity simulations of FLScalize, and
they were set as three FL tasks. To perform data hetero-
geneity simulation, IID and non-IID partitions were divided
into client data. IID consisted of balanced data that was
distributed to each client as a dataset of the same size, and
non-IID consisted of imbalanced data, skewed data, and
imbalanced/skewed combined data. The non-IID data com-
position is described in Table 6.

TABLE 6. Partition configuration of Non-IID dataset.

The data partition configuration is required to implement
data heterogeneity. Dl denotes the size of the total data; CA,
the total number of clients; and Ci, the data index list of each
client. A balanced data partition holds different data for each
client and has the same data size, as shown in (1).

BCi = {x|x ∈ N, [
Dl
CA

× i,
Dl
CA

× (i+ 1)]} (1)

An imbalanced data partition holds different data for each
client, and the size of the data held by each client is set
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randomly, as shown in (2).

IBCi = {x|x ∈ N, [rand(
Dl
CA

× i), rand(
Dl
CA

× (i+ 1))]}

(2)

A skewed data partition has different labels for each client,
as shown in (3). Li denotes the label list of each client; DL,
the label of all data; and DS, the list of specific labels.

DS = {DL ∩ Li}

SCi = {x|x ∈ DS, [
Dl
CA

× i,
Dl
CA

× (i+ 1)]} (3)

FLScalize can deal with data issues that can occur in
real-world FL environments by providing IID and non-IID
data partition functions for various FL tasks.

FIGURE 9. Deploying and running five client pods using ArgoCD.

C. AGGREGATION ALGORITHM AND HYPERPARAMETER
FLScalize uses the FedAvg algorithm to aggregate the local
weights of multiple clients. In addition, in all experiments,
the FL hyperparameters were set as follows: 10 for the local
epoch, 32 for batch size, 32 for the evaluation step for each
client evaluation, and 20 for the round. In addition, ADAM
was used as the optimizer of the local model. The loss func-
tion used in the model is categorical crossentropy.

FIGURE 10. Creating three FL tasks (CIFAR-10, MNIST, and FASHION
MNIST) to support a workflow that creates an FL round.

V. IMPLEMENTAION AND RESULT
To test FLScalize, the data and models listed in Table 5 were
designated as FL tasks; the manager component was applied;
and CI, CD, and CFL were performed in the system and
data heterogeneity simulation environment. This experiment
was performed to confirm that operation management for

various FL tasks was possible and to introduce an FL lifecycle
management platform.

FIGURE 11. By using Airflow, an FL task for CIFAR-10 is deployed to the
FL server that creates FL round.

A. CLIENT AND SERVER MANAGER POD DEPLOYMENT
The client pod includes the FL client and client manager
containers. As shown in Fig. 9, ArgoCD was used to deploy
client pods and to easily set the number of client pods. In this
experimental environment, the number of client pods for
each FL task was set to 5. As resources such as the CPU,
GPU, and Memory can be specified for each client pod,
a heterogenous system environment can be implemented.
In addition, by assigning a unique ID to each client pod, each
client can have a different dataset, and data heterogeneity can
be simulated using data partitions. The server manager pod
checks the status of the FL server and delivers the online
status of the FL server to the client manager; it was also
deployed using ArgoCD.

B. FL SERVER POD CI/CD AND CFL
FLScalize uses Airflow to periodically deploy and execute
FL server pods to support a workflow that creates various FL
tasks, as shown in Fig. 10. The deployed FL server pod is
executed to create FL rounds. The client pod recognizes the
start status of the FL server pod from the client manager, and
it receives a trigger to participate in FL round. This FL task is
performed as many times as the number of rounds set on the
FL server. As shown in Fig. 11, periodic and automated CFL
can be performed by setting the time for creating an FL task.

TABLE 7. Training time according to system specifications of each client
group. Each round time and local training time represent average values.

C. HETEROGENEOUS SIMULATION
1) SYSTEM HETEROGENEITY
To compare the resource performance of FL clients that can
occur in the real world, the clients were divided into three
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FIGURE 12. Local model accuracy performance of five clients on non-IID data partition of CIFAR-10 dataset: (a) skewed one
class, (b) skewed two class, (c) skewed three class, and (d) imbalanced/skewed three class.

TABLE 8. Accuracy comparison of local and global model according to data heterogeneity. Local model averages performance of each client, and
performance of global model includes all labels.

client groups that each consisted of five client pods but had
different resources. Based on client groups with different
resources, a system heterogeneity simulation was performed
using the CIFAR-10 dataset and CNN model, and the time
for FL execution was evaluated as shown in Table 7. Each
round time is the time for aggregating the weights of clients
for each FL round in the FL server, and the average of all
rounds is taken. The local training time is the average of the
local training value of all clients. The total time is the time for
which FL has been performed for the set round. As shown
in Table 7, Group 2 showed a difference of 6 s for each
round time, 4 s for local training time, and 122 s for total
time compared to those of Group 1 owing to the difference
in system performance. Although the GPU was allocated to
Group 3 but not to Group 2, the time cost of Group 2 was
higher as its model had fewer parameters.

As such, it is possible to check which data and model are
suitable according to the resource performance of the client

by configuring the FL client resource environment that can
occur in the real world using FLScalize.

2) DATA HETEROGENEITY
To perform the data heterogeneity simulation, IID and
non-IID data partitions were constructed for the dataset in
Table 5. In addition, this FL task was created using a model
corresponding to the dataset, and the accuracy was compared
according to the data heterogeneity for each FL task. The
average of each client’s local model was calculated for eval-
uating the performance of the local model. To evaluate the
performance of the global model, a new untrained dataset was
used, and the dataset containing all labels was constructed for
evaluation. As shown in Table 8, for the non-IID case with
the data partition, the performance of the local and global
models was lower than those in the IID case. Furthermore,
even in the non-IID case, the performance deteriorated in
the presence of more severe data heterogeneity. As shown
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in Fig. 12, each client performs local training with different
classes and data sizes in a non-IID case, and the accuracy is
different for each local model of the client. In particular, in the
situation where one class is biased, the accuracy of a specific
client did not converge, and the oscillation width was larger
than that in the other skewed situation. In the case of severe
data heterogeneity, training did not work properly. When the
skewed data partition case was assigned with the Fashion
MNIST and MNIST datasets, compared to the IID case, the
performance degradation was more severe than that with the
CIFAR-10 dataset. Even with the same data heterogeneity,
the performance could vary greatly depending on the data
and model. FLScalize supports the data partition function to
handle data issues that may occur in the real world for each FL
task. FL researchers who intend to use FLScalize can perform
the FL task they want by applying suitable data heterogeneity.

FLScalize can simulate system heterogeneity by assigning
and deploying different system performances for each client,
and it can check the time cost according to the client’s sys-
tem performance. In addition, by providing IID and non-IID
data partition environments, it enables data heterogeneity
simulations according to the dataset and evaluation of their
performance.

We incorporated the features highlighted by FLScalize in
contributions 1 to 3 in the system and data heterogeneity
simulation, and evaluated FL performance results with vary-
ing system and data configurations across clients. To effec-
tively manage the results of these FL tasks, we developed
an FL lifecycle management platform capable of tracking
and managing various FL task outcomes. An FL task envi-
ronment that can occur in the real world can be configured
using FLScalize, and custom data and models can be easily
applied to perform FL lifecycle management with CI, CD,
and CFL functions that support simulations with system and
data heterogeneity.

FLScalize simulated FL system heterogeneity by configur-
ing a cloudwith servers that we own. However, due to the lim-
ited computing resources available, there may be limitations
in the extent to which our cloud environment can accurately
reflect the performance of FL in other cloud environments.

VI. CONCLUSION AND FUTURE WORK
Various FL platforms and frameworks have emerged with the
increasing focus on data privacy. However, various industries
and services lack a platform that can support FL operation
management. To introduce a platform that supports FL oper-
ation, an FL environment that can occur in the real-world
was constructed. The proposed FLScalize can easily apply
custom data andmodels in a centralized environment to an FL
environment and create various FL tasks. We provide an FL
lifecycle management environment that enables continuous
status management, integration, deployment, and training.
We support a manager component that continuously checks
and manages the status of FL the client and server, a mul-
ticlient resource configuration environment, and an environ-
ment that creates various FL tasks and performs FL rounds

periodically. FLScalize can be used to simulate system and
data heterogeneity as it includes these functions, and it can
manage the FL lifecycle for custom data and models for FL
tasks.

FLScalize offers several practical benefits in the imple-
mentation of FL. Firstly, it provides a structured framework
for managing the entire FL process, including model training,
deployment, and updating. This can help improve the effi-
ciency and effectiveness of FL by streamlining the workflow
and reducing the chances of errors or oversights. Secondly,
FLScalize enables better tracking and management of FL
task results, including performance metrics, data usage, and
model updates. This allows stakeholders to gain insights into
the performance of FL models and make informed decisions
about the allocation of computing resources and data. Finally,
FLScalize can improve the reliability and reliability of FL
systems by managing models and data throughout the FL
process.

FLScalize has performed FL lifecycle management in a
cloud environment by simulating system and data hetero-
geneity. However, the study has a limitation in terms of
performing FL lifecyclemanagement in a real device environ-
ment, which requires additional supplements. Thus, further
research is needed to overcome this limitation and make
FLScalize more versatile in managing FL tasks in real-world
FL projects.

In future work, the FL lifecycle management platform
can be extended to support a real-world multiclient and
server decoupled environment, which will require additional
research on how to efficiently manage and monitor multiple
FL clients with diverse computing capabilities and security
requirements. This can involve exploring techniques for dis-
tributed training, such as federated averaging, and design-
ing secure communication protocols to protect sensitive data
exchanged between clients and the server. Additionally, the
FL operation platform can be enhanced to provide more
advanced services, such as automated hyperparameter tuning,
model compression, and continual learning, to improve the
overall performance and efficiency of the FL process. Finally,
integrating the platform with existing cloud computing and
edge computing infrastructures can provide more scalability
and flexibility for managing and deploying FLmodels in real-
world scenarios.
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