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ABSTRACT Clustering data is an unsupervised learning approach that aims to divide a set of data points into
multiple groups. It is a crucial yet demanding subject in machine learning and data mining. Its successful
applications span various fields. However, conventional clustering techniques necessitate the consideration
of balance significance in specific applications. Therefore, this paper addresses the challenge of imbalanced
clustering problems and presents a newmethod for balanced clustering by utilizing entropy-aware similarity,
which can be defined as the degree of balances. We have coined the term, entropy-aware similarity for
balanced clustering (EASB), which maximizes balance during clustering by complementary clustering of
unbalanced data and incorporating entropy in a novel similarity formula that accounts for both angular
differences and distances. The effectiveness of the proposed approach is evaluated on actual melanoma
medial data, specifically the International Skin Imaging Collaboration (ISIC) 2019 and 2020 challenge
datasets, to demonstrate how it can successfully cluster the data while preserving balance. Lastly, we can
confirm that the proposed method exhibited outstanding performance in detecting melanoma, comparing to
classical methods.

INDEX TERMS Balanced clustering, cluster, entropy, melanoma detection.

I. INTRODUCTION
A. BACKGROUND AND MOTIVATION
Clustering aims to group comparable data points using sim-
ilarity measures [1], [2], [3], [4], [5]. Clustering is a signifi-
cant and challenging issue in the fields of machine learning
and data mining. In recent decades, numerous clustering
algorithms have emerged, utilizing diverse methods, such as
cosine similarity [6], and Euclidean distance [7], [8]. Various
clustering methods display varied performances on various
datasets, each with its own set of strengths and limitations.

In clustering, achieving balance is a challenging task in
many applications. If the clusters are imbalanced to each
other, clustering may not display the properties of the under-
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lying data. Furthermore, the data can be vulnerable to over-
fitting or underfitting. However, it is hard to find appropri-
ate algorithms in terms of balanced clustering for specific
data distributions and applications, such as our considering
melanoma detection.

Melanoma is a fatal type of skin cancers emerged by
malignant tumors resulting from melanin and skin pigment
cells [9], [10], [11]. Gender and Age are two critical determi-
nants of the incidence and death of melanoma, among other
factors. Many prior studies show that melanoma mortality is
higher among men than women and older age groups have a
higher mortality rate [12], [13], [14], [15], [16]. In addition,
melanoma patients’ survival rates are linked to their time of
diagnosis [17].

Early diagnosis of melanoma is crucial for improving
survival rates, but accurate diagnosis is challenging due to
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the complex visual characteristics of skin lesions, such as
the shape and size of the disease, as shown in Fig. 1 [18].
Therefore, in recent years, computer-aided diagnosis (CAD)
has been used in various medical fields [19], [20], [21], [22],
and moreover, it has also been used to detect melanoma that
requires early and accurate diagnosis [23].

However, the accurate diagnosis of melanoma through
automated computer-based deep learning and machine learn-
ing algorithms depends on the availability of unbiased and
comprehensive medical datasets. The limitations to gather-
ing data from a single hospital include biased information
based on labeling, patient gender, and age, which can lead
to inadequately trained methods. Moreover, this situation can
be further significant because medical data cannot be shared
among the research institutes or hospitals due to patients’
privacy, which can lead to data imbalance and data insuffi-
ciency. For more details, obtaining melanoma datasets from
multiple hospitals presents challenges related to personal
information privacy, making it nearly impossible to gather
all actual patient data. In addition, implementing deep neural
networks in hospitals to train algorithms using them is also
a challenging task. Furthermore, achieving balance between
clusters is also a crucial and fundamentally important task
which utilizes melanoma datasets, influenced by important
factors such as gender and age.

B. DESIGN CONCEPT
This paper proposes a novel inter-hospital clustering method,
which is named to entropy-aware similarity for balanced
clustering (EASB). Our proposed EASB algorithm focuses
on achieving balance between clusters. In addition, the pro-
posed EASB algorithm considers the reality of data collec-
tion and privacy aspects to improve the early detection and
accurate diagnosis of melanoma. The algorithm assumes that
data sharing is possible within the clusters, which protects
personal privacy information while providing sufficient data
quantity for learning because hospitals do not have to share
information with all the other hospitals. The proposed EASB
algorithm can also address the issue of biased information
based on labeling, patient gender, and age, that issues can
arise from gathering data from a single hospital. Moreover,
the clustering method can provide the necessary data quantity
for hospitals those are with insufficient melanoma data.

C. CONTRIBUTIONS
The main contributions of this research results can be sum-
marized as follows.

• This paper proposes a novel clustering algorithm that
prioritizes balance within the group while clustering
based on the balance of gender and age. The proposed
algorithm utilizes entropy to cluster unbalanced data in
a complementary manner, resulting in improved bal-
ance within the cluster, and in turn, maximized balance
degree.

• The proposed EASB algorithm includes a new similarity
measurement that accounts for angular difference, dis-
tance, and also balance for more realistic measurements.

• In addition, the proposed EASB algorithm can solve the
problem of biased information collection due to data
collection in a single hospital by the balanced clustering
of multiple hospitals.

• Moreover, the proposed EASB algorithm preserves
patients’ privacy for hospital datasets by eliminating the
necessity for hospitals to share informationwith all other
hospitals.

• Furthermore, the evaluation of our proposed approach
on real-world case study for melanoma detection appli-
cations is conducted, specifically with hospital-gathered
datasets used in ISIC 2019 [24], [25], [26] and 2020 [27]
challenge. It demonstrates that our algorithm outper-
forms existing clustering approaches in terms of clus-
tering balance.

• Lastly, the proposed EASB algorithm consistently out-
performs the most balanced hospital in each scenario
in melanoma detection applications. Therefore, this
paper offers a new fundamental approach for melanoma
detection through clustering that can enhance the both
of accuracy as well as effectiveness of melanoma
diagnosis.

D. ORGANIZATION
The rest of this paper is organized as follows. Sec. II intro-
duces our related work. Sec. III presents our approach,
entropy-aware similarity for balanced clustering inmelanoma
detection applications. In Sec. IV, we present the perfor-
mance evaluation, and finally, Sec. V concludes this paper.

II. RELATED WORK
A. SIMILARITY-BASED CLUSTERING METHODS
The goal of clustering is to categorize similar data points
using conventional clustering algorithms and similarity mea-
sures [28], [29], [30], [31], [32], [33]. The traditional
similarity-based clustering algorithms could be classified into
angle-based and distance-based similarities. The approach
that measures similarity based on the cosine angle between
two vectors is called angle-based similarity, and it is the most
widely used algorithm. As a result, the similarity is assessed
by whether the two vectors approximately point in the same
direction depending on the angle between the two vectors.
The two vectors are increasingly similar and closer to being
identical to the value 1 when the angle between them is
reduced. The similarity between the two vectors decreases
with increasing angle; at this point, it is close to -1. This
conclusion only depends on the direction of the vector and
is independent to the scale/magnitude of vectors and the
distances between the vectors [6]. This can be formulated as
follows,

dc(A,B) =
A · B

∥A ∥∥B∥
(1)
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FIGURE 1. Examples of image datasets of melanoma from the International Skin Imaging Collaboration (ISIC) 2019 and 2020 challenge datasets [24],
[25], [26], [27]; (a)-(g): benign and (h)-(n): malignant, respectively.

=

∑n
i=1 Ai × Bi√∑n

i=1(Ai)2 ×

√∑n
i=1(Bi)2

(2)

where dc(A,B), A, B, ∥ · ∥, Ai, Bi, and n stand for the cosine
similarity between two vectors A and B, vector A, vector B,
the magnitude, i-th element of vector A, i-th element of vector
B, and the size of vectors.

On the other hand, the distance-based similarity is a
commonly used function in machine learning, data mining,
and information retrieval domains. Specifically, Euclidean
distance is frequently employed in clustering to compara-
ble group datasets. Euclidean distance is calculated as the
straight-line distance between two points in Euclidean space,
derived from the square root of the summation of the squared
differences in each dimension [7], [8]. Regarding similarity
measurement, the Euclidean distance between two data points
can be used to determine their similarity, where a smaller
Euclidean distance indicates greater proximity between the
points. The corresponding computation procedure can be
denoted as,

de(A,B) =

√√√√ n∑
i=1

(Ai − Bi)2 (3)

where de(A,B), Ai, Bi, and n stand for the Euclidean distance
between two vectors A and B, i-th element of vector A, i-th
element of vector B, and the size of vectors.

B. MELANOMA DETECTION
Melanoma is a kind of skin cancer caused by sun exposure
that has a low survival rate of 15-20% [34]. Early detection is
essential for improving survival rates in cases of melanoma,
a skin condition with a high fatality rate. Melanoma can
impact different organs, making diagnosis much more dif-
ficult if it is not discovered early. Melanoma lesions can
be difficult to detect because of various issues, including
different skin tones, hazy borders, intricate backgrounds, and

TABLE 1. Hospital distribution in scenario 1.

different structures and regions [13]. Although numerous
factors influence melanoma incidence and death, gender and
age are essential. Men are more likely than women to get
melanoma globally, and men tend to die from the disease at
much higher rates than women [12], [13], [14]. Melanoma
is the second leading cause of death in adults over 65 in
the United States, and studies have indicated that patients
with the disease have a poor prognosis after 60 years of age
[35], [36].

Many AI techniques have been applied to accurately diag-
nose melanoma, including the Lesion-classifier technique,
which uses an improved encoder-decoder network to detect
melanoma pixel by pixel [23]. In addition, it has been noted
that the fuzzy-based GrabCut-stacked convolutional neural
networks (GC-SCNN) model performs better for melanoma
identification in terms of accuracy and speed [37]. Moreover,
it has been reported that using a Siamese structure based
deep network with a segmentation loss as a regularization
term achieve promising results on detecting automatically
short-term lesion changes in melanoma screening [38]. Fur-
thermore, utilizing the YOLOv4 object detector to discrimi-
nate the infected and non-infected regions have reported that
it achieves high accuracy rates and demonstrating the practi-
cal applicability of the method in developing clinical decision
support systems for melanoma diagnosis [34]. These tech-
niques can help with early detection, improving the chances
of survival for melanoma patients.
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FIGURE 2. Overall architecture: Scenarios 1 and 2 consist of 5 and 7 hospitals, respectively. According to our method, hospitals are
clustered by colors in the figure.

FIGURE 3. Degree of balance: The degree of balance by gender and age of hospital in each scenario.

III. ENTROPY-AWARE SIMILARITY FOR
BALANCED CLUSTERING
A. DESIGN MOTIVATION
Preserving balance while clustering data is critical for ensur-
ing each cluster contains comparable data points, accurately
representing the underlying data distribution. Unbalanced
clusters may result in clustering that does not accurately
reflect the actual data distribution, increasing the possibility
of overfitting or underfitting during prediction or classifi-
cation. This paper presents an entropy-based data balance
similarity algorithm to solve data imbalance between clusters.

B. BASIC ASSUMPTION
This section illustrates our basic assumptions. Our balance
similarity algorithm aims to cluster hospitals to address

the imbalances of gender and age, significantly impacting
melanoma mortality rates. We demonstrate the efficacy of
our proposed algorithm in preserving balance within clusters
using two scenarios, as shown in Fig. 2. In addition, the
varied degrees of gender and age imbalance in that scenarios’
hospitals are depicted in Fig. 3. In scenario 1, each hospital’s
entropy distribution is presented in Fig. 4(a) and Table 1. The
scenario 1 has five hospitals, where H4 is the most balanced
hospital, H2 and H3 have disproportionate ages but balanced
gender, and lastly, H0 and H1 have disproportionate gender
but balanced ages. Moreover, in scenario 2, the entropy distri-
bution of each hospital is illustrated in Fig. 4(b) and Table 2.
The scenario 2 has seven hospitals, where H5 is the most bal-
anced hospital, H1 is moderately balanced. In addition, H0,
H4, and H6 have disproportionate age but balanced gender,
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FIGURE 4. Distribution of Hospitals: (a) Scenario 1 and (b) Scenario 2.

TABLE 2. Hospital distribution in scenario 2.

furthermore, H3 has disproportionate gender but balanced
age, and lastly, H2 is imbalanced in both gender and age.

C. OUR PROPOSED ENTROPY-AWARE SIMILARITY FOR
BALANCE CLUSTERING (ESAB) ALGORITHM
This section describes our proposed entropy-aware similarity
for balanced (EASB) clustering algorithm aimed at cluster-
ing hospitals to address the gender and age imbalances that
significantly impact melanoma mortality rates.

In order to clarify our proposed EASB clustering algo-
rithm, it should be highlighted that our proposed algorithm
consists of two sub-problems to answer following two funda-
mental questions.

• (1) How to detect the degree of gender an age imbalances
in hospitals?

• (2) How to develop a novel clustering similarity algo-
rithm that considers the degree of balance?

To detect gender and age imbalances, the algorithm uti-
lizes the concept of entropy, which can numerically illus-
trates uncertainty in datasets, to represent the differences in
probability distributions. The concept of entropy for gen-
der and age are applied to hospitals from 1 to n, denoted
as {H1,H2, · · · ,Hn}. The detailed mathematical representa-
tions are as follows,

HGender [Y ]i = −

K∑
k=1

p(yk )log2p(yk ) (4)

HAge[Y ]i = −

K∑
k=1

p(yk )log2p(yk ) (5)

whereHGender [Y ]i,HAge[Y ]i, p(yk )log2p(yk ), andK stand for
the i-th hospital entropy of gender, the i-th hospital entropy
of age, a probability mass function, and the size of classes.
The entropy of gender and age,HGender [Y ]i andHAge[Y ]i, are
plotted on the x-axis and y-axis of 4(a) and 4(b), respectively.
We set a weight value indicating the degree of balance in

each hospital. The previously defined values of HGender [Y ]i
and HAge[Y ]i are used to calculate the weight values of HWi,
with a value closer to 0 indicating a more severe imbalance
in the hospital, which can be formulated as,

HWi = HGender [Y ]i × HAge[Y ]i (6)

where HWi, HGender [Y ]i, and HAge[Y ]i stand for the weight
value indicating the degree of balance i-th hospital, i-th hos-
pital entropy of gender, and i-th hospital entropy of age,
respectively.

In addition, the degree of balance when clustering between
two i-th and j-th hospitals is denoted as HWi,j, where this can
be mathematically formulated as follows,

HWi,j =
1

1 + exp(−zi,j)
(7)

where zi,j can be obtained by taking logarithmic function
from αi,j, i.e.,

zi,j = log(αi,j) (8)

and the αi,j stands for the odds ratio of p(Hi,j), i.e., the average
of degree of balance between i-th and j-th hospitals, i.e.,

αi,j =
p(Hi,j)

1 − p(Hi,j)
(9)

where

p(Hi,j) =
HWi + HWj

2
, (10)

where HWi and HWj can be obtained by (6).
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Note that, to normalize the corresponding value, a logistic
function was used to express it as a value between 0 and 1,
as shown in (8).

We propose a novel clustering similarity that considers
balance by transforming the x-axis values of hospitals sym-
metrically into the y-axis values of hospitals. The proposed
approach is designed to balance groups that are dispropor-
tionate in age efficiently but balanced in gender and vice versa
in one cluster. By symmetrical transformation, hospitals with
opposite properties gather at relatively short distances and
angles, increasing the possibility of being grouped into the
same cluster when determining similarity based on angle and
distance. We illustrates the transformed hospitals in green,
as depicted in Fig. 5(a) and Fig. 6(a). The proposed approach
hybridizes existing angle-based and distance-based similarity
algorithms to generate a more substantial novel similarity
for balanced clustering that considers both the similarity of
angles and the proximity of data. The inter-hospital balance
score is also used to create a new similarity metric, denoted
as dEASB(Hi,Hj). Finally, this can be formulated as,

max : dEASB(Hi,Hj) =
dc(Hi,Hj) × HWij

1 + de(Hi,Hj)
(11)

where

dc(Hi,Hj) =
(
∑n

i=1Hi × Hj)√∑n
i=1(Hi)2 ×

√∑n
j=1(Hj)2

(12)

de(Hi,Hj) =

√√√√ n∑
i,j=1

(Hi − Hj)2 (13)

where dEASB(Hi,Hj), dc(Hi,Hj), de(Hi,Hj), and HWij stand
for the our EASB clustering algorithm between i-th and j-th
hospitals, the cosine similarity between i-th and j-th hospitals,
the Euclidean distance between i-th and j-th hospitals, and the
degree of balance between i-th and j-th hospitals, respectively.

IV. PERFORMANCE EVALUATION
This section presents the data-intensive performance evalu-
ation results of our proposed EASB clustering algorithm by
the case study with large-scale real-world melanoma datasets.
In addition, it considers scenarios 1 and 2 in order to construct
the hospital dataset.Moreover, our proposed EASB algorithm
compares with existing clustering algorithms. Furthermore,
we also demonstrate the similar or superior performance of
the grouped clusters by our algorithm to the most balanced
hospital datasets. The detailed experimental performance
evaluation results by the case study with melanoma detection
for each scenario are as follows.

A. PERFORMANCE EVALUATION CONFIGURATIONS
The study describes the proposed EASB algorithm and
also performs data-intensive experiments using the ISIC
2019 and 2020 melanoma datasets [24], [25], [26], [27]. The
detailed configuration of the dataset used in the experiment
is as shown in Table 3. Since the existing 2020 malignant

FIGURE 5. Clustering Results in Scenario 1: (a) EASB Clustering Algorithm,
(b) Cosine Similarity, and (c) Euclidean Distance.

melanoma dataset is insufficient, we further use themalignant
dataset in 2019. In addition, we use the VGG16model, which
shows excellent performance for image classification [39].
Moreover, traditional clustering methods such as cosine
similarity and Euclidean distance algorithms are used for
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TABLE 3. Melanoma detection dataset.

TABLE 4. Comparison of balance in scenario 1.

TABLE 5. Comparison of melanoma detection in scenario 1.

performance comparison. In addition, two hospital deploy-
ment scenarios are constructed for experimental analysis.
Lastly, AUROC [40] and confusion matrix [41] (accuracy,
precision, recall, and F1-score) are used for performance
evaluation metrics in order to quantitatively analyze the
performance of melanoma detection. In terms of software
implementation, the experiments are conducted with Python
3.8.0 and TensorFlow 2.11.0, using two GPUs (NVIDIA
Corporation GV100GL), Adam optimizer, learning rate with
10−55, batch size with 128, and epoch with 20.

B. SCENARIO 1
1) COMPARISON OF BALANCE
In scenario 1, the clustering results of two existing methods,
cosine similarity and Euclidean distance similarity, in the
scenario are presented in Fig. 5(b) and Fig. 5(c), respec-
tively. These methods perform clustering based on angle and
distance, respectively, however they do not ensure balanced
clustering by crossing unbalanced hospitals. In contrast, our
proposed algorithm groups all hospitals except for the most
balanced hospital (i.e., H4) into one clustering, resulting in
two balanced clusters, as shown in Fig. 5(a).
Table 4 provides each method’s average degree of balance.

As shown in the Table 4, our proposed algorithm for creating
clusters demonstrates superior balance compared to other
existing methods, indicating that our algorithm results in bet-
ter balance when forming clusters. Therefore, our algorithm
outperforms in terms of balanced clustering than the existing
comparing methods.

2) COMPARISON OF MELANOMA DETECTION
Our study aims to evaluate the effectiveness of our algorithm
for detecting melanoma by comparing its performance on a
well-balanced hospital cluster, which contain the hospitals

H0, H1, H2, and H3, and the most balanced hospital cluster,
which is denoted as H4. If the cluster we created has similar
or superior performance to H4, the most balanced hospital,
the cluster would have been well balanced. The experiment
results are shown in Table 5. As shown in the Table 5,
we analyze the results and find that our cluster outperforms
H4. Therefore, we can confirm that the balance was well
matched with the new similarity formula we created and that
melanoma detection is also well performed. In the case of
AUROC, the cluster was 97.26%, which was superior to H4,
i.e., 96.25%. In the case of the confusion matrix, it is con-
firmed that the cluster performed better than H4. Specifically,
in the case of accuracy, the cluster is 95.25%, which shows
better performance than 94.21%, that is for H4. In the case of
precision, it can be seen that the cluster is 92.30%whereas H4
is 92.18%, showing very similar performance. In the case of
recall, the cluster was 72.80%, which is superior to 64.95%,
which is for H4. Finally, in F1-score, it can be seen that the
cluster is 81.40%, which is superior to the performance of H4,
i.e., 76.21%.

Moreover, our research analyzes the performance of H4
and our newly constructed balanced cluster algorithm in
detecting melanoma by examining the confusion matrix,
as depicted in Fig. 7(a)/(b). Fig. 7(a) illustrates that H4
accurately identifies 695 malignant out of 1,070 malignant
images however misjudged 375 images as benign. It also
correctly identifies 6,369 benign images out of 7,498 however
misjudged 59 images as malignant. Fig. 7(b) shows that
our newly constructed cluster algorithm accurately identi-
fies 779 malignant out of 1,070 malignant images, however
misjudged 291 as benign. It also correctly identifies 6,363
benign images out of 7,498 however misjudged 65 as malig-
nant. In summary, our results formally and mathematically
indicate that our new balanced cluster algorithm outperforms
in all possible situations for the case study with melanoma
detection.

C. SCENARIO 2
1) COMPARISON OF BALANCE
In scenario 2, the results of clustering based on cosine similar-
ity and Euclidean distance are presented in Fig. 6(b) and (c),
respectively. The existing method’s clustering based on angle
and distance is not balanced clustering by crossing unbal-
anced hospitals, as demonstrated by both cosine similar-
ity and Euclidean distance making age-unbalanced groups,
which are H0, H4, and H6, into one cluster. However, using
our algorithm, the age-unbalanced groups (i.e., H0, H4, and
H6), and the gender-unbalanced groups (i.e., H3), are com-
bined into one cluster, except for balanced hospitals (i.e.,
H1 and H5) to address the imbalance. As a result, we are
able to create three balanced clusters: H5, H1, and a cluster
consisting of H0, H3, H4, and H6, as shown in Fig. 6(a).
Table 6 provides the average degree of balance achieved

by eachmethod. As shown in Table 6, our proposed algorithm
for creating clusters demonstrates superior balance compared
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FIGURE 6. Clustering Result in Scenario 2: (a) EASB Cluster Algorithm,
(b) Cosine Similarity, and (c) Euclidean distance.

to other existingmethods, indicating that our approach results
in better balance when forming clusters. Therefore, our algo-
rithm performs better in terms of balanced clustering than the
existing methods.

TABLE 6. Comparison of balance in scenario 2.

TABLE 7. Comparison of melanoma detection in scenario 2.

2) COMPARISON OF MELANOMA DETECTION
Our study aims to evaluate the effectiveness of our algorithm
for detecting melanoma by comparing its performance on a
well-balanced hospital cluster, which contains H0, H3, H4,
and H6, and the most balanced hospital cluster (i.e., H5).
If the cluster we created has similar or superior performance
toH5, themost balanced hospital, the cluster would have been
well balanced. The experiment results are shown in Table 7.
As shown in Table 7, it can be seen that the cluster we created
performs better than H5. Therefore, we can confirm that the
balance is well matched with the new similarity formula we
created and that melanoma detection is also well performed.
In the case of AUROC, the cluster was 97.15%, superior to
90.65%, which is for H5. In the case of the Confusion matrix,
it was confirmed that the cluster performed better than H5.
Specifically, in the case of accuracy, the cluster was 94.87%,
which showed better performance than 90.44%, which is for
H5. In the case of precision, it can be seen that the cluster
is 95.85%, and H5 shows better performance than 86.24%.
In the case of recall, the cluster was 66.92%, which was
superior to 64.95%, which is for H5. Finally, in F1-score,
it can be seen that the cluster is 78.81%, which is superior
to 53.95%, which is for H5.

Moreover, our research analyzes the performance of H5
and our newly constructed balanced cluster in melanoma
detection by examining the confusion matrix in details,
as depicted in Fig. 8(a) and (b). Fig. 8(a) illustrates that H5
accurately identifies 420 malignant out of 1,070 malignant
images however misjudged 650 images as benign. It also
correctly identifies 6,361 benign images out of 7,498 however
misjudged 67 images as malignant. Fig. 8(b) shows that our
newly constructed cluster accurately identifies 716 malignant
out of 1,070 malignant images, whereas misjudged 354 as
benign. It also correctly identifies 6,397 benign images out of
7,498 howevermisjudged 31 asmalignant. Finally, our results
indicate that our new balanced cluster algorithm outperforms
in all situations than H5 in the case study with melanoma
detection.
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FIGURE 7. Details of Confusion Matrix in Scenario 1: (a) H4 and (b) EASB Cluster.

FIGURE 8. Confusion Matrix in Scenario 2: (a) H5 and (b) EASB Cluster.

V. CONCLUDING REMARKS
This paper introduces the novel entropy-aware similarity for
balanced (EASB) clustering algorithm that considers the bal-
ance within the group for the case study with melanoma
detection. Unlike general clustering algorithms based solely
on similarity, our proposed EASB algorithm considers bal-
ance and similarity at the same time. We consider a weight
factor in our similarity formulation that can be balanced using
entropy and also considered angles and distances. In par-
ticular, in the melanoma detection applications we target,
gender and age critically impact survival rates, therefore we
tries to balance them based on two factors. The proposed
EASB algorithm has been evaluated and compared to conven-
tional similarity clustering methods, and our EASB algorithm
has proven superior in terms of balance. Its superiority is

also demonstrated by comparing melanoma detection perfor-
mance between the clustered and the most balanced hospital
groups. The data-intensive performance evaluation results
confirm that the proposed EASB algorithm exhibits superior
performance while considering data balance in melanoma
detection. In addition, this can solve the problem of biased
information collection based on the data collection in a single
hospital. Furthermore, this EASB algorithm also guarantees
the patients’ privacy of the hospital dataset because hospitals
do not need to share information with all the other hospitals.

As future work, data intensive and performance evaluation
with various criteria can be conducted. In addition, a new
similarity formula that considers data size can be doable, and
a balancing degree clustering mechanism can be also con-
siderable for various datasets beyond melanoma detection.
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Finally, we can find more applications that our proposed
EASB algorithm can be utilized which can verify the gen-
eralized novelity of our work.
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