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ABSTRACT The intelligent recognition systems for sports actions have been a more general demand, so as
to facilitate technical analysis of health management. This highly relies on deep analysis towards frame-level
image data from the perspective of visual knowledge discovery. In recent years, the rapid development of
deep learning technology has well boosted a number of technical breakthrough in computer vision. In this
context, this work takes aerobics as the main object, and proposes a hybrid deep learning-based intelligent
system for sports action recognition via visual knowledge discovery. Specifically, the human skeleton is
represented as a graph based on the physical structure of the human body in this paper, and the selective
hypergraph convolution network is selected to adaptively extract the multi-scale information in the skeleton.
And the selective-frame temporal convolution is specially selected for the situation to construct recognition
model. Upon the basis of proper feature extraction, a triple loss-based errormeasurementmethod is employed
to construct objective function, and a recurrent neural network structure is further developed to model
dynamic action sequence characteristics. The data source of this article is mainly the private data compiled
by the research group. Finally, experiments are carried out on the CMU motion capture dataset, and the
effectiveness of the proposed algorithm is verified by comparing the experimental results with those of the
existing algorithms.

INDEX TERMS Hybrid deep learning, intelligent systems, action recognition, visual knowledge discovery.

I. INTRODUCTION
In recent years, artificial intelligence technology changes
with each passing day, a variety of intelligent devices emerge
in endlessly [1]. And the intelligent processing of all kinds
of information in all kinds of life has shown a trend of
diversification [2]. In daily life, people’s communication is
not limited to language, body language is also a very direct
and efficient way of communication [3]. Thus, it is of great
significance to recognize aerobics [4].

For the exercise practice of aerobics, its theoretical
research is relatively backward [5]. The degree of integration
with artificial intelligence is low [6]. And the improvement
of athletes relies on traditional empirical exercises, lacking
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research on the essential characteristics of sports, the basic
laws of sports technology development and the main fac-
tors affecting sports performance [7]. Since physical training
is the basis of athletes’ training, the relationship between
athletes’ physical fitness and sports technology is mutual
promotion and mutual influence [8]. Only when athletes’
physical training is done well can they ensure stronger sports
skills. The physical training of track and field athletes must
ensure the combination of theory and practice. Theoreti-
cal knowledge serves as a guide and leads practical train-
ing activities, so as to ensure the best effect of physical
training [9].

Therefore, in the sport of aerobics, carrying out the analysis
of the human body’s behavioral posture and establishing
an action recognition model based on convolutional neural
networks is the basis of scientific training in the sport of
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aerobics [10]. The progress of scientific research and the
development of sports programs is a dynamic process that
promotes each other, and the lack of theoretical scientific
research will certainly become a barrier that restricts the
development of sports technology [11]. Therefore, the quan-
tification of the indicators of aerobics and the integration of
new technologies into the sports program will be the future
development trend [12].

From a business value point of view, it lies in the fact
that if the human pose in a given image can be quickly
and accurately acquired [13]. It can be used in a real-time
platform to analyze the real-time human state based on the
corresponding behavior obtained from pose recognition, thus
playing a role of human monitoring. With the application of
the recognition and analysis system based on deep learning
algorithms, although the embedded dimension value level of
aerobics dynamic poses detected by the system host has a
certain upward trend, no matter whether the poses are simple
or not, the embedded dimensions. The numerical level can be
well controlled, and its average value is always lower than the
detection value of the spatio-temporal weight gesture motion
feature recognition method, which has a strong promoting
effect on accurately capturing the dynamic posture of aero-
bics [14]. In terms of recognition time, as the value of the
joint angle increases, the deep learning algorithm can always
effectively control the time required to accurately identify the
pose data of aerobics. This plays an important role in many
commercial reality scenarios [15]. Main contributions of this
paper can be summarized as three aspects:

• The research issue of computation intelligence-based
aerobics action recognition is discussed and put forward.

• A hybrid deep learning-based intelligent system via
visual sensing is proposed for this purpose.

• Some experiments are conducted to evaluate the pro-
posed recognition method.

II. RELATED WORK
At present, the theoretical research on aerobics is mostly
discussed from the aspects of aerobics teaching and the influ-
ence of aerobics on human body [16]. In addition to the
basic teaching research, the academic research on aerobics
focuses on the research of aerobics on morphological func-
tion, human psychological quality, female form and other
physical aspects, on the other hand, it is the research on the
rules and choreography creation of aerobics itself, most of
these researches are qualitative analysis, which are relatively
superficial, and the research on the assessment of aerobics
special athletic ability and movement technology is very
rare [17]. In the area of action recognition, many scholars
have made a lot of theoretical discussions on action recog-
nition of aerobics in the last decade. The research methods
are divided into two types: traditional methods and deep
learning methods [18]. The traditional behavior recognition
methods are generally designed manually through manual
observation and design, and feature extraction methods that

FIGURE 1. Human skeleton based on graphs and hypergraphs.

can characterize the action features are designed manually
because they require manual setting of parameters, consume a
lot of human and material resources, and have a low accuracy
rate.

Deep learning methods can accomplish end-to-end motion
recognition with high accuracy without a lot of manual
labor [19]. Applying deep learning to video motion target
detection can effectively describe the visual features such
as appearance, structure, and color of the target to achieve
target localization. In the early stage of research, artificial
feature-based motion recognition methods process feature
information into feature vectors, which are then input to a
classifier for learning and training. Artificial features have
two major drawbacks: one is that it is difficult to recog-
nize complex sequential features, and the other is that they
cannot adequately reflect the spatial and temporal charac-
teristics of aerobics. In recent years, deep learning methods
have been gradually applied to the detection and classifica-
tion of images and videos, so the field of motion recogni-
tion has been developing rapidly and vigorously in recent
years [20].

The traditional spatio-temporal weight gesture motion fea-
ture recognition method can determine the time-series mod-
eling relationship between dynamic nodes according to the
spatio-temporal features of human body pose video frames,
and then use big data technology to realize the on-demand
recognition of associated nodes. However, this method has
poor accuracy in capturing the dynamic poses of aerobics,
and due to the relatively large amount of calculation, it is easy
to cause infinite prolongation of pose data recognition time.
The essence of the deep learning network is the simulation
of the human brain nervous system. During the application
process, it contains multiple hidden layer structures at the
same time. In recent years, deep learning techniques have
shown powerful modeling capabilities in computer vision and
natural language processing, and with the availability of large
amounts of skeletal data, they have attracted the attention of
many scholars [21]. According to deep learning techniques,
they are classified into the following categories: recurrent
neural networks or long short-term memory RNNs, convo-
lutional neural networks LSTMs, and graph convolutional
neural networks GCNs.
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TABLE 1. Action indicators for evaluating aerobics athletes technical level.

III. AEROBICS MOVEMENT RECOGNITION MODEL BASED
ON CONVOLUTIONAL NEURAL NETWORK
A. PROBLEM STATEMENT
In the aerobics competition, it can be divided into power
strength, jumping, kicking and static strength according to
different action strength. In this paper, we selected the most
suitable aerobics movements from all the difficult movements
of competitive aerobics for the construction of the move-
ment recognition model [22]. Taking aerobics as an example,
the movements of the human body can be regarded as a
series of pose data that appear over time. Compared with
other methods, the special kinematic feature model of the
human skeleton has the ability to describe the state of posture
changes. 100 test athletes performed 30 difficult movements
of aerobics, and five experts in the field of aerobics scored the
complexity of the movements, and for the nth movement of
the mth athlete, the scores of the five experts from the highest
to the lowest order were al a2 a3 a4 a5, removing one of
the highest and lowest scores, then the gymnast’s movement
score can be expressed as: hj = (a2 + a3 + a4)/3.
The overall score Z for this aerobic gymnast can be calcu-

lated as follows:

Z =

11∑
1

lihi (1)

where li is weight factor, which can be calculated as follows:

li = ei/
11∑
1

ei (2)

The final aerobics movement assessment system deter-
mined according to the expert scoring is shown in Table 1,
and these 10 movements are selected as the main objects of
aerobics movement identification evaluation in this paper.

B. ACTION RECOGNITION ALGORITHM BASED ON
SELECTIVE HYPERGRAPH CONVOLUTIONAL NETWORK
In terms of skeletal motion recognition, previous methods
treat the skeleton as a false image or sequence, and then use
convolutional neural nets or recurrent neural nets to further
extract motion characteristics [23]. This paper represents the

human skeleton as a diagram based on the physical structure
of the body to make it more natural. The method based on
key feature description can better identify continuous and
interactive actions with strong robustness.

The left one in Figure 1 indicates that the human skeleton is
modeled as a simple graph with joint-scale information. The
two diagrams on the right are the human skeleton diagrams
used in this paper. This method introduces hypergraphs con-
taining multi-scale information to compensate for the lack of
representational capability of behaviors by epistemic features
and motion features. The method uses convolutional neural
networks to automatically extract features of the target in the
image, which eliminates the instability of manually labeled
features and also extracts deep features of the target, improv-
ing the accuracy of recognition. In this chapter, selective
hypergraph convolutional network is chosen to extract the
multiscale information in the skeleton adaptively. In addition
to this this model can also selectively aggregate temporal
keyframe features, thus compensating for the shortcomings
of keyframe dropout, and its structure is shown in Figure 3.

In this paper, we propose to represent the human skeleton
as a hypergraph, which can be done without destroying the
inherent spatial properties between joints, and also maintain
the higher order correlation of the human skeleton in the
model built. In a selective hypergraph convolutional network,
a hyperedge connects more than two joints, and the advan-
tage of this hypergraph is that the higher-order correlations
between joints can be easily captured. Using the hypergraph
convolution operator, graph neural networks can be easily
extended to other models and applied to handle various
non-pairwise relations [24].

The hypergraph convolutional network architecture dia-
gram is divided into the following parts. There are eight
selective spatio-temporal hypergraph convolutional blocks
and a fully connected classifier with global average pool-
ing. Every convolutional layer is connected with a batch
normalization layer and a ReLU activation layer. Because
multi-scale information is an essential aspect in the process
of skeleton recognition, and most spatio-temporal graph con-
volutional networks perform poorly in this aspect, focusing
only on single-scale information. Therefore, this paper uses
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FIGURE 2. Graph-based and hypergraph-based human skeletons.

the proposed Supplemental Health Care (SHC) network to
capture multi-scale contexts as well as to aggregate infor-
mation from multiple scales through adaptive sensory fields.
As shown in Figure 4, this automatic selection mechanism of
the scale-selective hypergraph convolution network consists
of three stages.

The process is as follows, first input Y ∈ SC×T×V,, input
the value to the three branches, the calculation is as:

Yjoint = σ

(
H∑
h=1

YhX3h

)
Ypart = σ

(
H∑
h=1

YpartXHpart

)
Ybody = σ

(
H∑
h=1

YpartXHbody

) (3)

where σ represents the error parameter, X represents the
input matrix, and H represents the height matrix. In the case
of this paper, after performing the hypergraph convolution
operation, the number of nodes in the hypergraph does not
produce a numerical change, so that the hypergraph convolu-
tion features obtained at different scales can be aggregated
smoothly [25]. In this paper, when aggregating the three
branch features, the element level summation is taken, which
is calculated as:

V = Yjoint + Ypart + Ybody (4)

In this paper, the global contextual information is collected
by globally averaging the pooling in both spatial and temporal
dimensions in a sequential manner, so that all information
in the feature graph is averaged without losing too much
critical information. A fully connected layer with nonlinearity
is then used to make the selective weights more adaptive and
to reduce the feature dimensionality. After multi-layer convo-
lutional pooling of the combined features, valid features are
selected by a fully connected layer to construct a mapping

relationship with the output.

A = δ(C(GD(Avg Pool (V ))) (5)

Then, this paper uses soft attention on the three chan-
nel dimensions to adaptively select information at different
scales. The features of each channel are reallocated to com-
plete the feature rescaling on the channel dimension, giving
the model the ability to better identify the features of each
channel. The soft attention in the three branches does not
share weights and is implemented through a fully connected
layer with softmax normalization, which indicates the selec-
tive weights assigned to the feature maps at different scales.
The specific computational expression is given as:

bjoint = Softmax(GD(a))
bpart = Softmax(GD(a))
bbody = Softmax(GD(a))

(6)

Finally, the selective feature maps are obtained by calcu-
lating selective weights at multiple scales, as expressed as:

Yselect = bjoint · Yjoint + bpart · Ypart + bbody · Ybody (7)

In addition, the Nonlocal module is integrated in this paper
to obtain long range information. The feature map Yin ∈

SC×T×V is given first, and then the scale selection context
information is obtained, and then the Non-local module is
used to obtain the long range confidence. By this method, the
model can obtain more semantic information, which leads to
better performance of the model. The algorithm incorporates
multiple features to ensure the accuracy of the algorithm and
improves the efficiency of the algorithm by using multi-scale
pictures and filtering process [26]. In addition, the original
input is first fed into two embedding functions (e.g., λ and ξ )
to obtain the encoded features, and then the element-level
product is used to obtain the attention matrix, which is cal-
culated as:

Natt = Softmax
(
YUin X

U
λ WξYin

)
(8)

Higher-order features are obtained using an aggregation func-
tion, calculated as:

Ynonlocal = XYinNatt (9)

This paper proposes frame selection time convolution,
which is based on a selective convolution mechanism of
key frames to replace stepwise convolution and adaptively
select more important frames. A comparison of traditional
step-time convolution and frame-selective time-convolution
is shown in Figure 5.In this paper, the frame selection time
convolution consists of three branches: the frame importance
calculation branch, the frame feature aggregation branch,
and the residual concatenation branch. To be consistent with
previous methods, using only the frame feature aggrega-
tion branch and the residual connection branch is the orig-
inal time convolution, which can selectively pool the time
series frames after adding the frame importance calculation
branch. Combining the advantages of time series models
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FIGURE 3. Selective Hypergraph Convolutional Network Architecture.

FIGURE 4. Scale-selected hypergraph convolution module.

to construct a combined model can improve the prediction
accuracy.

Next, the entire selection mechanism is described in Algo-
rithm 1. It is worth noting that the original input features are
also selectively pooled to obtain the final residual branching
results. The whole process is computed as:

λ = Sigmoid (NLQu (Convt (Convd (Yin ))

idx , imp = Top−l(λ)
Ytcn = imp ·Ytcn (:, i dx, :)
Yres = Yres (:, i dx, :)

(10)

Algorithm 1 Selective-Frame Temporal Convolution
Input: FeatureYin Step size T
Parameters:
TCN; Residual; MLP;Convd Convt
Output: Feature Yout
1 Ytcn=TCN(Yin)
2 Yres=Residual(Yin)
3 if t==3 then
4 λ = Sigmoid(NLQu(Convt (Convd (Yin))))
5 idx, imp = Top− l(λ)
6 Ytcn = imp · Ytcn (:, idx, :))
7 Yres = Yres (:, idx, :)
8 end
9 Yout=Ytcn+Yres
10 Go back to Yout

IV. AEROBICS MOVEMENT EVALUATION MODEL BASED
ON DEPTH METRIC LEARNING
Aerobics often change in different sequences, which means
that a certain pose will appear on the sequence representing
the same movement at different moments [27]. When com-
paring body postures, it is an interesting question how to
evaluate the similarity of two postures and action sequences.
As shown in Figure 6, the first two lines of action are both
walking, but both the L2 and DTW metrics consider the
unrelated ‘‘standing’’ sequence (bottom) to be more similar
than the semantically related ‘‘walking’’ sequence (top).

A. LOSS FUNCTION
A loss function is used in the similarity test with the goal
of using the network to reduce the distance between the
anchor and the positive sample distribution when increasing
to negative values [28]. The conventional cubic loss function
is obtained from the same type of sampling and is given as
the boundary distance. Denoting the aerobics sequence by Y 1,
Y and Y−1, respectively, the loss function is shown as:

Mtri = max
(
0, � − 1 + bm arg in

)
(11)

where

� =

∥∥∥f (Y ) − f
(
Y 1

)∥∥∥2 (12)

1 =

∥∥∥f (Y ) − f
(
Y−1

)∥∥∥2 (13)
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FIGURE 5. Comparison of (a) traditional strided convolution and (b) selective-frame temporal convolution.

FIGURE 6. Traditional Similarity Measurement Methods.

and bmargin is not easily measurable and this problem can be
solved by NCA (Neighbourhood Components Analysis) with
the loss function shown as:

MN =

exp
(
−

∥∥f (Y ) − f
(
Y 1

)∥∥2)∑
Y−ϵD exp

(
−

∥∥f (Y ) − f
(
Y−1

)∥∥2) (14)

where D denotes all categories except positive samples. Ide-
ally, when iterating over three sets of samples, it is expected
that samples from the same category are grouped in the
same cluster in the corresponding embedding space. How-
ever, finding all possible triples is very time-consuming and
impractical, and the model should be trained on only a small
number of meaningful triples.

Metric learning using triplet networks became more popu-
lar due to Google’s FaceNet, which uses a triplet loss to learn

the embedding space of images of faces so that embeddings of
similar faces are closer together and embeddings of different
faces are closer together. Far. For face recognition, posi-
tive images are images from the same person in the anchor
image, while negative images are images of people randomly
selected from the mini-batch. However, our case does not
have a classification that allows easy selection of positive
and negative instances. Although it would be costly to find
hard-to-score samples in the dataset, it is possible to select
them as negative samples. As the parameters are continuously
updated, the current positive and negative samples will get
further apart and will also get closer to other types that can
move the full cluster, which can be shown as:

MMD[h, q, r]2 = Fy,y′
[
h

(
y, y′

)]
− 2Fy,z[h(y, z)]

+ Fz,z′
[
h

(
z, z′

)]
(15)
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FIGURE 7. Recurrent Neural Network with Attention Mechanism.

where y and y′ are independently and identically distributed
sequences drawn from q, z and z′ are independently and
identically distributed sequences drawn from r, and h denotes
the kernel function as:

h
(
y, y′

)
=

H∑
r=1

kσr
(
y, y′

)
(16)

Varying the expected value of a given sample gives as:

MMD[k,Y ,Z ]2

=
1
n2

n∑
j=1

h
(
yi, y′j

)
−

2
no

o∑
j=1

h
(
yi, zj

)
+

1
o2

o∑
j=1

h
(
zi, z′j

)
(17)

where Y = {y1, y2, · · · , yn} is the sample set drawn from
the q-distribution and Z = {z1, z2, · · · , zn} is the sample set
drawn from the r-distribution, and the distance between the
two sets of distributions can be measured as:

MM−N =
exp

(
−MMD

[
h, f (Y ), f

(
Y 1

)])
M∑
j=1

exp
(
−MMD

[
h, f (Y ), f

(
Y−

dj

)]) (18)

B. TWO-LAYER RECURRENT NEURAL NETWORK
STRUCTURE
Based on the triple loss function of Formula 15, a convo-
lutional recurrent neural network structure incorporating a
self-attentive mechanism is designed and implemented in
this section, and the structure is shown in Figure 7. The
data captured by aerobics is a time series, which has some
correlation with the current data in time and space [29]. Bidi-
rectional GateRecurrent Unit (GRU) structure learns tomodel
the implicit relationship of time dimension, SA_MMD_NCA
consists of two layers of bidirectional GRU units, every layer
has t GRUs corresponding to the dimension of the input data,
the structure of GRU units is shown in Figure 8.
Suppose that given a sequence of motions of length t, then

for an input of xt , each GRU cell contains an update gate z,

FIGURE 8. Sketch map for GRU model.

and a reset gate rt , and each GRU state update as:

st = λ (Xs · [it−1, yt ]) (19)

at = λ (Xz · [it−1, yt ]) (20)

ĩt = tanh
(
Xĩ · [st × ht−1, yt ]

)
(21)

it = (1 − at) × it−1 + at × ĩt (22)

zt = λ (X0 · it) (23)

The weight matrix is represented by the corresponding
weight matrices Xs, Xa, Xi Xp, which means:

Xs = Xsy + Xsi
Xa = Xay + Xai
Xĩ = Xĩy + Xĩi (24)

The SA_MMD_NCA pseudo-code is shown in
Algorithm 2.

C. CMU DATASET EXPERIMENTAL RESULTS
To prove the effectiveness of the algorithm, experiments are
conducted on the CMU motion capture dataset in this paper.
Eleven classes are selected as the training set and 10 classes
are selected as the test set in the CMU motion capture data,
respectively. Since training with different sizes slows down
the training process, this experiment uses a fixed sequence
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Algorithm 2 SA_MMD_NCA Pseudo-Code
Input:
Y: training set input action data
Z: training set action labels
MMD-NCA-Group Num :batch size
Category batch size :The number of samples of each type
in a single batch
Negative batch size: The number of negative samples in a
single batch
epoc:number of training iterations
lr :learning rate
Output:
l2_norm:sample distance
Y :Prediction sample label
1. set the parameter of optimizer
2. for e = 1 to epoch do
3. Select anchor samples and positive and negative samples
under every batch
4. Extract sequence time series features T
5. Calculate the score B at every moment and the encoded
GRU output is F
6. Compute the variance loss function that measures the
samples
7. Clear the previous gradient
8. Back propagation, calculate the current gradient
9. Update network parameters
11. end for

TABLE 2. Action indicators for evaluating aerobics athletes’ technical
level.

length for training, dividing the action sequence into 120 con-
secutive frames and leaving 20 frame gaps. This experiment
uses the false positive rate with different percentage recall
for the evaluation of model performance. The results on the
CMU dataset compared with different models are shown in
Table 2.

As seen in Table 2 and Figure 9, SA_MMD_NCA obtained
lower FPR rates at different percentages of TPR. With a
TPR rate of 80%, the method in this chapter has nearly 19%
improvement in FPR compared to the first four methods and
about 5% improvement compared to the three deep learning
models. The results show that the modeling accuracy of this
paper’s method is more and the performance is better, which
illustrates the effectiveness and superiority of this paper’s
method by comparing with the selected methods.

FIGURE 9. Comparing algorithm accuracy comparison.

V. CONCLUSION
In this paper, the calisthenics action evaluation system is con-
structed, and the calisthenics action recognition model based
on convolutional neural network is established. Selective-
frame temporal convolution frame selection time convolu-
tion is proposed. Frame selection time convolution consists
of three branches, including frame importance calculation
branch, frame feature aggregation branch and residual con-
nection branch. In addition, this paper establishes an aero-
bics action evaluation model based on deep metric learning.
A measurement method based on triple loss and maximum
average difference is proposed, and the action sequence mea-
surement model based on MMD-NCA recurrent neural net-
work architecture is described in detail. Finally, experiments
are carried out on the CMU motion capture dataset, and
the effectiveness of the proposed algorithm is verified by
comparing the experimental results with those of the existing
algorithms.

The aerobics dynamic posture recognition and analysis
system designed in this paper can control the adjustment
ability of RBM coefficients by integrating dynamic posture
data, and then define a specialized human skeleton model
according to the principle of feedback fine-tuning. Due to the
existence of the behavior recognition data set structure, the
signal feature extraction results can directly affect the pose
data capture ability matched with the system host.
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