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ABSTRACT In the context of motor imagery (MI)-based brain-computer interface (BCI) systems, a great
amount of research has been studied for attaining higher classification performance by extracting discrimi-
native features from MI-based electroencephalogram (EEG) signals. In this study, we propose an innovative
approach for classifying multi-class MI-EEG signals, which consists of a signal processing technique based
on empirical mode decomposition (EMD) and multi-class common spatial patterns (MCCSP). Specifically,
after applying the EMD, we propose selecting the best intrinsic mode functions (IMF) as the substitution to
the original EEG signal for the next stage of processing. The metric we used for the selection is based on the
cross-correlation of each decomposed IMF with the original signal. Next, we extend the CSP algorithm to
the MCCSP to be utilized as the feature extractor. We applied our technique to the BCI competition IV (2a).
Results revealed that the proposed technique improved classification accuracy significantly compared to the
original case when applying MCCSP directly to the original EEG channel data. Moreover, the K-nearest
neighbor (KNN) achieved the highest mean classification accuracy rate of 91.28%. Our findings suggest
that a promising elevated classification accuracy of 96.71% can be achieved by raising the feature dimension
through MCCSP. Compared to state-of-the-art algorithms, the performance of the proposed method is highly
convincing and motivating for future studies.

INDEX TERMS BCI, cross-correlation, classification, EEG, EMD, MCCSP.

I. INTRODUCTION
Brain-computer interfaces (BCIs) provide an effective
link between human brain activity and the world of
technology and computers, which can prepare a new
non-neuromuscular output to the central nervous system
(CNS) that is non-hormonal too [1]. BCI systems not only
enable intelligent daily functioning for persons with dis-
abilities, but they can also regenerate or substitute for
an activity or natural output lost due to damages or
diseases [2], [3], [4], [5], [6], [7].

Electroencephalography (EEG) is a non-invasive method
generally used to record signals arising from the electric field
produced by the brain [8]. The motor imagery (MI) task uses
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EEG data to simulate the movement of a body part without
actually moving it [9], [10]. To successfully deploy a BCI
system, MI-EEG processing consists of two key stages: fea-
ture extraction and classification. Feature extraction is carried
out in order to isolate the features associated with a specific
MI class and their differences from other classes. Most of the
features used in BCI systems are based on spatial, temporal,
or spectral analyses. Ramoser et al. developed common spa-
tial patterns (CSP) as a fundamental method for extracting
discriminative features from multi-channel EEG data during
left- and right-hand MI movements [11]. The effectiveness
of these patterns in categorizing various MI-EEG tasks has
since led to many studies utilizing a variety of CSP ver-
sions to achieve high classification accuracy [12], [13], [14],
[15], [16], [17], [18], [19]. Furthermore, significant works
have been done to develop effective feature extraction using
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discrete wavelet transforms (DWT) [20], wavelet packet
decomposition (WPD) [21], and fast Fourier transformation
(FFT) [22], [23].

The empirical mode decomposition (EMD) algorithm,
as one of the data-driven processing methods of non-linear
and non-stationary EEG signals, was used to decompose a
signal into its intrinsic mode functions (IMF) and a resid-
ual using an iterative approach. EMD decomposition-based
methods are popular because they require no predefined func-
tions like Fourier or classical time-frequency transformations
and are less susceptible to a priori assumptions on input
data. Thus, researchers have done a great deal of research
on feature extraction and classification of EEG signals using
various EMD approaches. In this regard, generating features
based on EMD and lifting wavelet transform for compression
of EEG signals and classification using ANNs was presented
in [24]. In [25], the classification of MI movements was
performed using multivariate empirical mode decomposition
(MEMD) and short-time Fourier transform (STFT). After
selecting the third IMF, STFT was applied to divide signals
into 8 shorter time frames. Finally, the mean accuracy rate of
86.43% and 87.14% was achieved by evaluating ANFIS and
PNN classifiers [25]. The instantaneous phase-based features
in [26] were obtained by applying the Hilbert transform
to four types of IMF signals of the same type in each of
the 22 EEG channels. Finally, a long short-term memory
(LSTM) network has been operated to classify the four-class
MI features and a maximum mean accuracy rate of 89.89%
has been accomplished [26]. Ji et al. in [27] first decomposed
EEG signal by DWT and then an appropriate sub-band signal
is applied to EMD. Then, using the reconstructed signal
spectral analysis, entropy values were obtained and classified
by the SVM classifier. Their approach led to a classification
accuracy of 85.71% on BCI-IV2a. A combination of EMD
and principal component analysis (PCA) has been studied
in [28]. PCA was performed for dimension reduction of
feature vectors consisting of entropy values of the first IMF,
and average accuracy of 78.65% was achieved by carrying out
the LDA classifier. Table 1 summarizes the reviewed works
in MI-EEG signal classification.

In MI-EEG signal processing, all signal components are
not constructive and do not include useful information. There-
fore, it’s desired to find the most informative signal com-
ponent for detecting different MI movements. Additionally,
blindly selecting the first or third IMF, without considering
all data channels is not optimal. Therefore, to tackle this
issue, we propose a novel method for accurate MI-EEG
classification, which performs as a new feature extraction
algorithm based on EMD combined with spatial patterns.
First, a stage of pre-processing of the raw EEG data is car-
ried out to extract frequency bands carrying MI information
(u and B rhythms). The next step contains applying EMD to
multi-channel EEG signals acquired from the MI movements
of the right hand, left hand, both feet and tongue. Then,
to enhance the performance of EMD in terms of selecting the
most effective and practical IMF, an IMF selection criterion
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called cross-correlation is applied to the first four IMFs.
In the next stage, we use the selected IMF of each EEG
channel as their alternations. Additionally, since the study’s
primary focus is on four-class data, we extend the CSP to
the multi-class CSP (MCCSP) to extract features. With the
MCCSP, not only we can develop spatial patterns for four MI
classes, but also for dimension reduction. In other words, the
main contributions of the presented study are as follows:

« Suggesting the new feature extraction technique exploit-
ing the combination of the IMF selection and the
MCCSP approach (i.e., IMF selection + MCCSP).

« Proposing the cross-correlation to find the most relevant
IMF: As the first part of our proposal (i.e., IMF selec-
tion), we suggest employing cross-correlation to find the
most informative IMF signal in terms of its similarity
to the original signal while being exposed to artifact
reduction by applying signal decomposition.

o Utilization of MCCSP in the feature extraction stage,
which is an extension of the CSP approach: the rationale
behind using this strategy is its capability to increase
discriminability in the feature extraction stage by inte-
grating the abilities of both techniques.

« Applicability of the proposed technique as the input for
different classifiers such as K-nearest neighbor (KNN),
MLPNN, and decision tree (DT).

The rest of the paper is categorized as follows: Section II
introduces details about the dataset used in this paper and the
idea of EMD, MCCSP, and our proposed method is described.
The experimental results of applying the proposed method
are explained in Section III. Then, discussions are presented
in Section IV, and finally, the conclusions of this paper are
provided in Section V.

Il. MATERIALS AND METHODS

Here, we first provide a description of the framework we have
proposed. The dataset used in this study and various parts of
the suggested method is then thoroughly explicated.

A. PROPOSED FRAMEWORK

As previously discussed, decomposition-based approaches
for processing EEG signals in various frequency sub-bands
can be useful for extracting significant informatics data com-
ponents. The EMD method has been widely employed for
MI-EEG classification due to its ability to overcome the
restrictions of linear time-frequency (T-F) methods. There-
fore, in our proposed framework, the Butterworth-filtered
MI-EEG signals have been decomposed into four IMF modes
by applying the EMD. In the next stage, we investigate
employing the IMF’s content method to find a new signal that
represents the original signal for the further phases of pro-
cessing. Therefore, if there is a specific criterion for selecting
the most significant IMF, the original signal information
can only be shown with one IMF component. To select the
most effective mode, we use the cross-correlation coefficient,
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TABLE 1. An overview of the works proposed in the field of Ml studies.

Author (s) Year  Technique Classifier Class number  Accuracy (%)
H. Ramoser et al. [11] 2000 CSP Linear classifier 2 90.80
Cheng et al. [13] 2016 RCSPTL LDA 2 74.68
Park et al. [14] 2019  FBCSP SVM 2 89.13
Wang et al. [16] 2012 CSP-L1 FDA 4 92.88
Afrakhteh et al. [17] 2020 CSP FNNPSOGSA 2 97.82
Mosavi et al. [18] 2021  CSP ANFIS-CPSO 2 96.43
Miao et al. [19] 2021  CTFSP SVM 3 85.00
Pattnaik et al. [20] 2016 DWT ANN 2 80.71
Zhang et al. [21] 2016 AR model and WPD SVM 5 96.84
K. Keerthi Krishnan et al. [23] 2021 VMD EEGNet 4 94.41
Syed Khairul Bashar et al. [25] 2016 MEMD + STFT ANFIS 2 86.43
Tosun et al. [26] 2021  HHT + eigenvalues LSTM 4 89.89
Ji et al. [27] 2019  DWT and EMD combined with approximate entropy ~SVM 4 85.71
Md. Toky Foysal Talukdar et al. [28] 2014 EMD + PCA LDA 2 78.65
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FIGURE 1. Block diagram of the proposed technique for EEG signal classification.

which can be expressed as Eq. (1):
D ¥ 21 (¢ OE ) [CORES)
\/ZIS=1 (G - G)* X () — 52

where c.,- computes the correlation coefficient between the
original EEG signal and an IMF. S denotes the sampling
frequency of the signal. C; is the j — th IMF and C‘j =
% Zle Cj(D). x is the original signal and X = % > x(D).
A high correlation coefficient between the original signal
and each of its IMFs, which is denoted by the cross-
correlation, signifies the corresponding IMF better repre-
sents the original EEG signal and contains more useful
information. This means that the most effective IMF is
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selected based on the highest correlation coefficient value.
The advantages of correlation-based IMF selection are as
follows:

o The original signal contains noise, and by this algorithm,
a kind of noise removal operation is performed.

« By selecting the most effective IMF from the four IMFs
obtained, the impractical information of the signal is
released, and instead of processing the four components
of the main signal, in the next steps, only the meaningful
part of the signal is processed, which declines the com-
putational and processing cost. Furthermore, it allows
for the reduction of the feature dimension by selecting
just one IMF from a possible four IMFs.

VOLUME 11, 2023
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FIGURE 2. The band-pass filtered MI-EEG signals and their 4 IMFs from (a) channel 5, and (b) channel 15.
The most significant IMF has been selected based on the cross-correlation coefficient between the original

signal and each of its IMFs.

Therefore, considering this factor, the best IMF is selected
from the four IMFs for the feature extraction process. Fig. 1
shows the structure of our proposed technique. An illustration
of the filtered original signal and its four IMFs in relation to
two different EEG-data channels is presented in Fig. 2. The
ccor coefficients of each IMFs are presented to select the most
effective one for further analysis. For instance, in Fig.2(b),
the EEG signal and its second selected IMF have the highest
coefficient of 0.78. It should be noted that we utilized the first
four IMFs in our proposed strategy because the first IMFs are
the most informative component of the signal. Additionally,
oscillations become insignificant as the number of IMFs is
increased beyond four, which reduces the correlation between
the original signal and the IMFs that correspond to them. This
demonstrates that there is a relatively low likelihood of choos-
ing IMFs with higher indexes in the proposed strategy. Fur-
thermore, the consideration of additional IMFs presents an
increment in computational complexity, as well as necessitat-
ing the computational task of computing the cross-correlation
of the original EEG signal with each respective IMF.
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In the next step, these selected IMFs are used as the input of
MCCSP for the feature extraction. An advantage of MCCSP
in addition to its high discriminability is the dimension reduc-
tion, which leads to reducing the computational complexity.
The number of 2m feature vectors is derived through MCCSP,
which can be controlled by setting the parameter m. Then,
these extracted features of various MI-EEG classes are used
to evaluate classification accuracies by the KNN classifier.
The dataset used in this paper, as well as the details of the var-
ious processing tools of our proposed method, are discussed
in the next sections.

B. EEG DATA PRE-PROCESSING

Our proposed framework has been evaluated utilizing dataset
2a from BCI Competition IV [29]. The dataset includes
EEG signals from nine healthy individuals visualizing four
MI movements: left hand, right hand, feet, and tongue.
Each subject must spend a considerable amount of time and
effort gathering sufficient numbers of labeled samples for a
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FIGURE 3. The timing diagram of the cue-based paradigm.
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FIGURE 4. Channel location of the EEG electrode of BCI competition IV
dataset 2a extracted with EEG-LAB in MATLAB.

subject-specific model due to the substantial inter-session and
subject variability. Several cross-subject and cross-session
approaches have been considered to address this issue [30],
[31]. Fig. 3 demonstrates the timing scheme for cue-based
subject guidance. 22 EEG recording Ag/AgCl electrodes
and 3 EOG channels are used to record data, although the
EOG channels should not be used for classification. There-
fore, the placement of the 22 electrodes on the scalp follows
the international 10-20 system which is shown in Fig. 4 [32].
The EEG signals were sampled at 250 Hz, and ambient noise
filtering was performed by the 0.5-100 Hz band-pass filter.
Line noise is removed via a 50-Hz notch filter.

After data acquisition, a preprocessing stage is carried out
to remove noise and artifacts from the raw EEG signals in
order to reduce their impact on the efficiency of the feature
extraction and classification phases. EOG and EMG are com-
mon artifacts that interfere with EEG signals owing to eye
and muscle movements [33], [34]. In this paper, EEG signals
were filtered using a third-order Butterworth filter with an
8-30 Hz frequency passband. By setting this frequency band,
the u(8 — 14 Hz) and B(14 —30 Hz) rhythms are placed in this
frequency range, which contains MI information [35]. Fur-
thermore, this filtering eliminates EOG and EMG noise from
the EEG signal. Other representations of the EEG signals
used in this paper are shown in Fig. 5 and Fig. 6. Specifically,
power spectral density (PSD) of the selected frequency band
(8-30Hz) has been shown in Fig. 5. On the other hand, the
power of the EEG signal recorded from channel 14 is plotted
in Fig. 6. All of this information is highly important for
choosing the right frequency band and channel to record the
relevant EEG data for the proposed BCI application. Finally,
the EMD algorithm is applied to the Butterworth-filtered
EEG signals; details are provided in the next section.
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C. EMPIRICAL MODE DECOMPOSITION
Data analysis is an integral part of the world of research and
machine learning. In 1998, Huang et al. [36] presented a
new signal decomposition-based method called EMD which
is a data-dependent multi-resolution method for analyzing
non-linear and non-stationary signals like EEG. By decom-
posing a signal using the EMD process, a series of IMFs are
obtained that must have the following two principal condi-
tions: First, the number of zero-crossing points must be the
same as the number of extrema points in the entire dataset
or at most differ by one. Additionally, the mean value of the
upper and lower envelopes constructed from the local extrema
is zero.

Using EMD, the input EEG signal x(#) can be decomposed
into some IMFs in the following steps:

1) Selecting all the local maxima and minima.

2) After determining the extrema points, the upper and
lower envelopes are obtained by connecting all the
maxima and minima points separately using a cubic
spline curve.

3) The average of the two upper and lower envelopes is
defined as Eq. (2):

elower (1) + €upper (®)
2

where eypper () and ejower (¢) are the upper and lower
envelope curves, respectively.

4) Then, the difference between the original signal x(z)
and m(¢) is calculated by Eq. (3):

x(1) —my(1) = hy (1) 3)

where h1(¢) is the first proto-IMF and ideally, satisfies
the IMF definition. ¢ denotes the time index. The above
procedure is designated as the sifting process and is
repeated several times until the first IMF is obtained.
The next sifting process is performed again on hy(¢)
using Eq. (4):

my(t) =

@)

hi(t) —m1(t) = h11 () 4

where h(¢) is considered as the data. If the sifting
process is repeated ¢ times, we will have:

hig—1)(#) — mig(t) = hi4(1) ©)
where h14(2) is the first IMF:
hig=C (6)

where C is assigned as the first IMF component which
satisfies the definition of IMF. The criterion for stop-
ping the sifting process is the standard deviation (SD)
which is obtained through the results of two consecu-
tive sifting consummations as follows:

_— [ (g1 = hng®)’|
=0 Miq-n®

@)
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FIGURE 6. Power representation of EEG signal for channel 14 in the frequency range of 8-30Hz.

5) After obtaining the first IMF (i.e., Cy), it is separated
from the rest of the data using Eq. (8):

ri(t) =x(1) — ®)

where x(t) is the original signal and C is the first IMF.
r1 is the residue that still contains critical information
about the original data on which the EMD decompo-
sition method is performed again to extract the other
IMFs.
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6) Finally, the original signal is decomposed into
a number of IMFs that can be reconstructed as
Eq. (9):

14
X(t)= D Cp+resy )

i=1

where x'(¢) is the original reconstructed signal.
C1(), Cx(1), ..., Cy(2) are IMF components as a result
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of the EMD and p Specifies the number of IMFs. res
is the last residue signal.

In the proposed framework, we perform an EMD algorithm
on the bandpass-filtered EEG signals of all 22 channels and
retain the first four IMFs for the next analysis. Finally, the
selected IMFs are applied to the MCCSP to extract the input
data of the classifier. In the next section, MCCSP as a feature
extraction algorithm is explained in detail.

D. MULTI-CLASS COMMON SPATIAL PATTERNS
In the proposed study, feature vectors for the classifier are
obtained from the CSP approach. The MCCSP algorithm
considered in this study generalizes spatial patterns for multi-
class data. CSP has been developed as one of the effective
and widely used data-dependent spatial filters in EEG-BCI
systems to separate the distinctive patterns of binary MI. The
principal idea of this algorithm is to maximize the difference
between two classes of EEG data using a projection matrix
that maps the data into a low-dimensional spatial space [37].
Given that our goal is to classify the four classes of MI
tasks, we first subtract raw EEG data of each class from its
mean and obtain [Xci]NxT fori = 1,2,3,4 where i is the
class number index. N represents the number of EEG chan-
nels and 7' denotes the number of time samples of each EEG
channel. This process is called common average referencing
and is usually done to remove noise. The covariance matrix
for each of the classes is then computed as Eq. (10):

RCi = XCiTXCl'v l = 1, 2, 3, 4 (10)

where i is the index of class number and since the problem
is considered for the four classes, the covariance matrix is
calculated for each of the four classes. X7 indicates the
transpose of a matrix.

Then, we form the combined covariance matrix which is
the sum of the covariance matrices of different classes:

N,
R = ZRd (11)
i=1

where N, indicates the total number of classes. Decompo-
sition of the resulting combined covariance matrix into its
eigenvalues and eigenvectors is defined as Eq. (12):

R = U()AU()T (12)

where Uy represents a N x N unitary matrix that contains
the principal components and [ A ]y« is a diagonal matrix of
eigenvalues. Therefore, the whitening transformation matrix
is constructed as Eq. (13):

w=nA"12yl (13)

This operation specifies components that have non-zero
eigenvalues. Then, the conversion of the covariance matrix
R.; to S;; is done with the following mapping:

Sei = WRWT (14)
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where i represents the class number. The extraction of spatial
values and spatial vectors of the covariance matrix in the
new space S for class i will be as follows. Then, Eigen
decomposition of the covariance matrix in the new space S
for i — th class can be noted as Eq. (15):

Sei = UiAqUiT, i=1,2,3,4 (15)

where U; is the common principal components matrix for
class i. Then, m principal components are selected from S.;
corresponding to the maximum eigenvalues, and m principal
components having the minimum eigenvalues are selected
and denoted by U;. Finally, spatial filter for the i — th class
will be as Eq. (16):

SFai= (U)W i=1,234 (16)

1

where SF; is the spatial filter for class i. Then, with the
obtained spatial filter, the decomposition of X,; can be written
as Eq. (17):

Xei=SPeZi i=1,2,34 (17

where SP,; is the pseudoinverse of SF; and can be considered
as the spatial patterns matrix for i-th class. Z.; is a new time
series as the projection of X; into the space of CSP and can
be written as follows:

Zei = SFcchi (18)

where X.; is EEG data of i — th class and SF; is its corre-
sponding spatial filter obtained using Eq. (16).

The process is repeated for all MI classes to obtain spatial
filters for all classes. Next, by applying these spatial patterns,
feature vectors are obtained for all classes as the output of
MCCSP. The main idea of MCCSP for more than two condi-
tions is that it computes spatial patterns for each class against
all other conditions. Similar to CSP, MCCSP minimizes the
variance of all other classes by maximizing the variance of
the considered class. As a result, MCCSP can also lead to
distinguishable information.

Finally, after extracting the features using MCCSP,
we use the KNN approach in the classification stage. The
pseudo-code in Algorithm 1 describes all stages of our sug-
gested framework. The performance evaluation of the pro-
posed method on the dataset introduced in section II-B is
provided in the next section.

IIl. RESULTS

The main goal of our study is to accurately classify four MI
(right hand, left hand, feet, and tongue) EEG-based mental
tasks by extracting effective features. The results have been
evaluated by applying the proposed framework on dataset 2 a
from the BCI Competition IV. As described, two sessions
of data acquisition were performed for each subject. Each
session consisted of 6 runs, 72 trials for each class, and
finally a total of 288 trials for each session. First, MI-EEG
signals associated with various runs have been extracted in
the pre-processing stage. Then, the data of four MI classes

VOLUME 11, 2023
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Algorithm 1 Proposed Algorithm for Accurate Classification of MI-EEGs

Input: [X¢]nxT . m, K, N,

Output: Predicted_Class

1: Artifact reduction of [X¢]y x T

2. fori=1;i=N;i++do

3 Original = X.(i, 1 : end)

4 IMF(1 : N,) = EMD ( Original, N,)
5: forj=1;j=N,j+ +do

6 Ceor (i, j) < Cross_correlation(IMFj, Original)
7 end for

8 Index(i) = find(C(, j) == Max(C(i, j)))

9: New_signal(i) = IMF (Index(i))

10: end for

11: Feature_set = MCCSP(New_signal, m)

2: Predicted_Class = KNN(Feature_set, K)

—_

> [XelnxT @ EEG Channel Data,

> m: Parameter in MCCSP,

> K: KNN Parameter,

> N,: Number of IMFs at the output of EMD

> Using band-pass filter considering cut-off frequencies: 8, 30 Hz.

> Extracting i-th channel’s signal
> Extracting IMFs

> Using Eq. (1)

> Find the IMF with maximum cross-correlation
> Extracting new signal for on behalf or original

> Feature Extraction using MCCSP
> Applying KNN classifier to the extracted features

and their labels are separated. Additionally, to retain the ; and
B frequency bands, the raw EEG signals are bandpass filtered
by utilizing a 3" order Butterworth filter in the frequency
range of 8 Hz — 30 Hz.

Each data channel has a dimension of 4 x 750 x 22 after
applying EMD, where 4 indicates the number of IMFs. The
input of MCCSP as feature extraction approach (supervised
algorithm), is a 3D dataset containing 72 trials per class.
Each trial consists of data obtained from 22 channels. Each
channel contains 750-time samples representing the most
appropriate IMF selected during the correlation-based IMF
selection process. As a result of projection in the MCCSP
approach, the obtained spatial patterns are multiplied by the
input data related to each class to generate the feature vectors
for various MI-EEG classes. Employing MCCSP results in
the extraction of 2m feature vectors. Therefore, considering
the parameter m, the dimension of the feature data obtained
is 288 x 2m, where 288 indicates the number of trials. Finally,
KNN was used as the classifier. The main reason behind
choosing KNN as classifier is its capability to adapt to the
multi-class classification problem as well as its ability to
control the performance by simply changing its parameter
(i.e., K). The performance evaluation has been done using
5 x 5 fold cross-validation technique. Fig. 7 displays the
graphic depiction of the train-test split for each fold.

The classification accuracy results can be affected by var-
ious parameters. By setting the parameter m in MCCSP and
K in the KNN classifier, the test accuracy rates are obtained
for all nine subjects in terms of m and K, which is listed
in Table 2. As shown in this table, we set the parameters
m=3,5,7and K =3,4,5.

To provide the impact of EMD, the classification accura-
cies for the case where just MCCSP is employed are also
presented (without EMD). Finally, we reported the mean and
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Split 3 ‘ Fold 1 H Fold 2 H Fold 3 H Fold 4 H Fold & ‘
Split 5 ‘ ‘

Fold 1 H Fold 2 H Fold 3 H Fold 4 H Fold &

FIGURE 7. 5 x 5 fold cross-validation visualization. The number kf equals
the number of folds.

standard deviation (STD) across all folds. The results demon-
strate the impact of the proposed architecture in improving the
classification accuracy for all subjects. It is abundantly clear
that the proposed framework can offer superior classification
accuracy performance.

To analyze the impact of both m and K parame-
ters on classification performance (%), two-dimensional
(2-D) heat maps are provided in Fig. 8 for differ-
ent subjects. It is clear from the heatmaps that as
m rises, the recognition accuracy of the subjects signifi-
cantly increases. A greater classification performance has
also been achieved with smaller K values in the KNN
classifier.
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TABLE 2. Classification test accuracies (%) for the proposed method in terms of m and K. The better results have been shown in boldface.

1 100 11
99
99 o
& 97
9%
97
95
9 9
o5 93
92
3 4 5 6 7 8 9 10 M 3 4 5 6 7 8 9 10 11
m m

Subject Method K=3, m=3 K=3, m=5 K=3, m=7 K=4, m=3 K=4, m=5 K=4, m=7 K=5, m=3 K=5, m=5 K=5, m=7
AL MCCSP 87.99+4.24  94.30+£2.99  94.93+3.41 87.92+3.12 93.95+2.97 93.68+3.12 88.76+3.29 92.64+3.08 93.88+2.31
Proposed  90.05+4.39  98.33+2.22  99.65+0.71 88.48+3.39 98.11+1.32 99.58+0.76 89.87+3.87 97.71+1.78 99.51+0.79
AO2 MCCSP 72.62+5.40  77.36£3.90  79.99+5.04 71.18+5.67 74.38+4.85 77.07£3.10 71.14£6.25 75.42+4.87 76.87+5.60
Proposed  87.47+£3.93  94.31+2.38  96.73+2.29 84.82+4.63 94.51+2.68 96.38+2.38 85.42+4.28 93.68+3.61 95.69+3.56
AO3 MCCSP 91.87+£2.87 94.17£2.91 95.28+2.28 91.38+£3.5 93.66+1.89 93.67+3.31 92.22+3.89 94.39+3.01 95.08+2.41
Proposed  96.04+2.21  97.22+1.80  98.11+1.75 95.83+3.09 97.01+1.96 97.70+1.74 95.35+2.28 96.86+1.89 97.77+1.54
AO4 MCCSP 67.24+6.06  78.97+4.82 84.93+5.9 64.95+5.82 77.80+6.91 85.69+4.22 65.68+6.47 75.89+5.44 83.26+5.06
Proposed  87.30+4.22  92.23+2.91  91.67+2.15 85.21+4.30 91.33+3.86 92.00+2.94 85.20+3.89 91.46+3.09 91.86+3.02
AO5 MCCSP 74.50+4.30  78.6243.96  72.84+4.80 73.20+4.40 76.31+4.01 70.77+£3.82 72.41+4.61 74.79+4.02 67.72+6.21
Proposed  94.21+2.26  95.55+3.02  93.19+2.47 93.38+3.77 96.10+2.46 92.76+3.85 93.18+3.04 93.54+2.61 93.44+2.27
A06 MCCSP 64.74+4.76 63.40+£5.22 62.59+4.61 63.32+6.17 63.53+4.8 60.08+5.77 62.25+6.7 58.91+6.67 59.84+5.7
Proposed  85.14+2.95  93.61+2.58  98.12+1.39 84.16+3.96 95.27+2.92 99.17+1.12 83.87+3.7 94.56+2.67 97.85+2.12
AOT MCCSP 94.37+£2.69 93.70+4.01 94.78+3.56 93.46+2.64 94.31+3.58 93.77+£2.81 93.1243.30 92.50+4.01 93.82+2.85
Proposed  95.21+2.78  99.03+0.89  99.58+0.76 94.64+2.83 98.89+1.21 99.37+0.70 95.13+2.62 98.82+0.99 99.64+0.69
AO8 MCCSP 82.99+3.75 98.75£1.76 98.33£1.83 81.12+4.29 98.74£1.29 98.33+1.53 81.94+£3.47 98.54+1.46 98.13+2.04
Proposed ~ 92.02+3.23  98.89+1.08  99.16+0.65 92.51+2.73 96.88+2.15 98.95+1.12 92.09+3.40 96.94+2.24 99.51+0.49
A09 MCCSP 84.09+5.37 91.60+3.91 92.31+3.80 83.52+3.75 91.79+3.01 91.81+3.43 84.87+£3.10 91.12+3.38 92.18+3.33
Proposed  94.11+3.30  94.37+2.81  94.17+3.12 92.20+3.99 93.39+3.03 94.26+2.54 92.48+2.89 93.54+3.21 94.16+2.28
Mean MCCSP 80.05+£10.71  85.65+11.6  86.22+12.21  78.89+11.21 84.94+12.13  84.99+12.93  79.15+£11.59 83.80+13.09 84.53+13.61
Proposed  91.28+3.95  95.95+2.50  96.71+2.98 90.14+4.53 95.72+2.38 96.69+2.98 90.28+4.41 95.23+2.43 96.60+2.92

In addition to accuracy, we provided sensitivity and speci-
ficity rates to evaluate the classifier performance. Sensitivity
and specificity results of both proposed and MCCSP methods
for all 9 subjects, assuming m = 3 and K = 3 are given in
Table 3. Cohen’s kappa values of our proposed framework are
also reported in this table. Cohen’s kappa is a measure used to
assess the performance of a multi-class classification problem
that describes how much better the classifier performs over
the performance of a classifier that simply predicts at random
according to each class [38]. Cohen’s kappa is computed with
Eq. (19):

19)

where acc indicates the overall accuracy of the classification
and r, denotes the random classification result.

Table 3 indicates that subject A03 has achieved the highest
kappa rate of 0.909 when using the proposed framework
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and subject A06 had the lowest kappa value of 0.593. Addi-
tionally, by utilizing the only MCCSP structure, the high-
est kappa value can be reported for subject AO7 (0.859),
while the lowest kappa value can be noted for subject A04
(0.111). In comparison to the MCCSP method, our suggested
approach generally raises kappa rates for all 9 subjects. Also,
we provided the confusion matrix for different parameter
settings in Fig. 9.

Table 4 expresses the performances of popular classifiers
consisting of DT, MLPNN, and KNN for both proposed and
MCCSP methods by assuming values of m = 5 and K =
3. Thus, the feature set obtained from these approaches is
applied to the input of DT [39] and MLPNN. The mean
accuracy across all subjects obtained by the DT is equal to
85.37% for our proposed method, while it is 69.39% for
the MCCSP method. An MLPNN consisting of three layers
including an input layer, a hidden layer, and an output layer
has been used to evaluate the classification performance of
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FIGURE 9. Confusion matrix of applying proposed method in terms of m and K parameters for 9 different subjects.

the proposed study. The number of hidden layer neurons is
15 and the output of each neuron is obtained using  tanh ’
as activation function [40]. The average accuracy of 81.09%
has been obtained utilizing the proposed framework and
described MLPNN classifier.

IV. DISCUSSION

We applied our proposed technique to the 4-class EEG data
of BCI IV-2a. The classification performance of the proposed
architecture is affected by the m parameter of MCCSP that
modifies the dimension of the feature vectors. As depicted
in Table 2 based classification of the features derived by the
proposed framework has achieved the highest mean accuracy
rate of 96.71% with an STD of £2.98 for the 9 subjects
(with m 7). While m 3 and m 5 have yielded
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the mean accuracy and STD values of 91.28 + 3.95% and
95.95 £ 2.50%, respectively. It can be concluded from both
Table 2 and generated 2-D heat maps in Fig. 8 that clas-
sification accuracy rates have improved for all subjects as
the parameter m increases. Of course, by selecting smaller
m, the performances are still high, which shows the strength
of the MCCSP-based in lower dimensions. In other words,
selecting a smaller m, results in a reduction in the dimen-
sion of the MCCSP-based features, which in turn reduces
the computational complexity. It is, however, necessary to
strike a compromise between complexity and classification
accuracy. So that in order to get high accuracy rates, we must
raise m, which results in more complexity, and in order
to achieve reduced complexity, we may decrease m. It is
therefore preferable to select appropriate m values that offer
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TABLE 3. Sensitivity, specificity, and kappa values of proposed and MCCSP methods for BCI competition IV dataset 2a. The better results have been

shown in boldface.

Method A01 A02 A03 A04 A05 A06 A07 A08 A09

Sensitivity MCCSP  0.860 0.759 0915 0.663 0.769 0.690 0.950 0.850 0.839
Proposed 0913 0.875 0.965 0.882 0948 0.850 0947 0916 0.932

Specificit MCCSP 0954 0919 0971 0.888 0922 0.896 0982 0.948 0.946
P Y Proposed 0971 0959 0.988 0.960 0982 0.949 0987 0971 0.977
Kappa MCCSP  0.632 0350 0.774 0.111 0381 0.172 0.859 0.593 0.571
Proposed 0.774 0.672 0909 0.683 0.859 0.593 0.862 0.774 0.816

us both manageable complexity and higher accuracy results.
Therefore, the major benefit of MCCSP is that a high rate of
accuracy can be achieved with a smaller feature dimension.

KNN classifier accuracy can be raised or decreased by
adjusting K parameter. The mean accuracy rates in Table 2
show that considering the constant value of m equal to 3,
with increasing the value of K, the classification accuracy
decreases. Because the resulting average accuracies for K =
3,K = 4 and K = 5 are achieved 91.28 4+ 3.95%, 90.14 +
4.53% and 90.28 + 4.41%, respectively. Additionally, 2-D
heat maps prove more sensibly that for a constant m, the clas-
sification accuracy has been increased by selecting a smaller
K parameter. Consequently, although expanding the number
of K results in a reduction in classification test accuracies,
more neighbors vote to assign the test sample to one of four
MI classes, which raises the confidence in the classification
and makes the decision more robust.

Differentially, we presented the accuracies in two cate-
gories so that we were able to investigate the impact of
EMD-based signal decomposition on classification perfor-
mance (See Table 2). The highest average accuracy rate
of 86.22% with STD of £12.21 has been obtained for the
MCCSP method by setting the parameters m = 7 and
K = 3. On the other hand, the lowest accuracy rate for the
MCCSP method has been achieved as 78.89% with STD of
+11.21. However, the lowest mean accuracy rate obtained
from the proposed method is 90.14 £ 4.53%. The results
of the proposed and MCCSP method in Table 2 show that
for all m and K values, our proposed approach is much
more accurate than the MCCSP method. According to results
in Table 2, for m = 7 and K = 5, average accuracy
values and STDs are 96.60 & 2.92% and 84.53 &+ 13.61%
for the proposed and MCCSP methods, respectively. Thus,
our proposed approach generates 14.2% improvement over
the MCCSP method. Compared to the MCCSP method, our
suggested approach has the lowest inter-subject STD, which
offers a more consistent classification with higher accuracy.
The reason for the better classification performance in terms
of test accuracy results is that the EMD algorithm can be
used for noise filtering and redundant information removal in
EEG signals. According to the results, we see that by extract-
ing MCCSP-based MI-EEG features from the only cross-
correlation-based selected IMF components, high classifica-
tion rates can be achieved. According to the kappa values
presented in Table 3, the difference in kappa value between
the best subject (A02) and worst subject (A03) is 0.12 for
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TABLE 4. BCl competition IV dataset 2a classification accuracy results (%)
of applying the proposed method for KNN, DT, and MLPNN classifiers. The
better results have been shown in boldface.

Sub Method  KNN DT [39] MLPNN [40]
A0l MCCSP 9430 71.96 75.00
Proposed  98.33 90.29 91.37
A2 MCCSP  77.36 78.94 75.00
Proposed  94.31 92.98 88.82
AO3 MCCSP  94.17 74.67 61.83
Proposed  97.22 84.41 70.15
AO4 MCCSP  78.97 62.50 46.94
Proposed  92.23 83.69 75.86
A0S MCCSP  78.62 54.48 72.41
Proposed  95.55 89.23 87.93
A06 MCCSP  63.40 45.81 31.57
Proposed  93.61 80.91 61.00
AO7 MCCSP  93.70 74.73 55.83
Proposed  99.03 80.18 80.55
AO8 MCCSP  98.75 87.54 57.02
Proposed  98.89 84.01 84.48
A09 MCCSP  91.60 73.92 77.58
Proposed  94.37 82.62 89.65
Average MCCSP  85.65 69.39 61.46
Proposed  95.95 85.37 81.09

the proposed framework, whereas this value is reported as
0.73 for the MCCSP method.

A comparison of the classification performance of the
suggested method using other popular classifiers is given
in Table 4. Among the three classifiers, the KNN classi-
fier achieves the highest classification accuracy of 95.95%
for m = 5, considering the 4 nearest neighbors to par-
ticipate in the unknown sample label decision. Thus, the
KNN classifier improves the classification performance by
12.3% compared to the DT classifier. Moreover, it should
be noted that MLPNN requires many parameter adjustments
and KNN is a simpler classifier. However, in general, these
results confirm the power of the proposed feature extraction
algorithm in extracting the optimal features of MI-based
EEG signals. In addition, the performance of the proposed
algorithm is compared with the MCCSP method when using
different classifiers. The results also show that our proposed
approach’s improvement over the MCCSP case is not signifi-
cantly affected by the type of classifier. As a result, it demon-
strates the feature set’s strength.

Table 5 and Table 6 are presented so that we were able to
compare our proposed study with other works in this area.
All the works introduced to use the same BCI competition
dataset IV-2a. Results revealed that the proposed technique
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TABLE 5. Classification accuracy of the proposed method compared to other works in this area.

. . Acc (%)
Feature extraction Classifier AOT _A02 __A03 _A04 A05 _A06 _A07 A0S __A09 AVG
HHT [26] LSTM 90.55 90.50 90.24 90.85 88.41 87.5 90.80 9146 88.72 89.89
WPT [41] MLPNN 80.00 82.00 84.00 74.00 78.00 85.00 85.00 79.00 74.00 80.11
PCA [42] SVM 7143 6750 6429 5750 87.86 5893 8571 7929 7393 71.83
TSSM [43] SVM 80.0 5870 86.30 68.20 60.30 59.20 8440 84.00 89.60 74.50
WT [44] ID-CNN 82.14 7505 90.10 94.61 9230 86.75 76.60 80.50 79.55 84.18
CWT [45] LAFFN 93.25 8843 9248 9440 90.55 92.09 9248 89.01 91.51 91.58
FAWT [46] RF 90.32 58.06 82.25 93.5 74.19 9193 83.87 96.77 95.16 85.11
Time-frequency [47] CNN-GRU 99.21 9937 99.39 99.68 99.84 98.66 99.37 99.59 9949 99.40
(OvO)-divCSP [48] (OVR)-SVM  87.29 63.82 8840 7424 61.60 60.76 92.64 83.13 79.51 76.82
Proposed method (m=5, K=5) KNN 9771  93.68 96.86 9146 93.54 94.56 98.82 9694 93.54 9523
Proposed method (m=7, K=5) KNN 99.51 95.69 97.77 91.86 9344 9785 99.64 9951 94.16 96.60
Proposed method (m=9, K=5) KNN 100 98.31 98.28 94.83 96.61 100 100 100 96.55 98.29
TABLE 6. Kappa comparison of the proposed method and the state-of-art approaches.
Best Kappa values
Method AOT  A02 A03 __AO4  A05 A06  A07 _ AO8  A09  Mean
TSSM + SVM [43] 0.700 0.320 0.750 0.540 0.320 0.340 0.70 0.690 0.770 0.571
WT + ID-CNN [44] 0.696 0.587 1.000 1.000 0.830 0.800 0.716 0.626 0.640 0.766
LAFFN [45] 0.907 0.837 0.894 0921 0.806 0.889 0.894 0.845 0.881 0.881
CNN-GRU [47] 0985 0996 0992 0993 0992 0986 0988 0992 0993 0.991
(OvO)-divCSP + (OVR)-SVM [48] 0.830 0.520 0.850 0.660 0.490 0.480 0.900 0.780 0.730  0.690
Ego-CNNs [49] 0.970 0.890 0.770 0990 0.860 0.650 0.880 0940 0.940 0.880
Proposed method (m=5, K=5) 0953 0.859 0909 0770 0812 0859 0954 0911 0906 0.881
Proposed method (m=7, K=5) 0.954 0906 0952 0.819 0.862 0.953 1.00 1.00  0.908 0.928
Proposed method (m=9, K=5) 1.00 0954 0954 0.862 0.909 1.00 1.00 1.00 0908 0.954

is superior to the others in terms of classification accuracy
and Kappa values. Furthermore, results indicate that higher
accuracy and kappa rates can be achieved by setting differ-
ent m values. Besides, although deep networks in [47] can
achieve better results in this field, they are more complex,
requiring various parameters to be adjusted. However, our
proposed method can perform high-accuracy classification
performance using only a simple KNN classifier. This is
possible if effective and discriminative features are acquired
from multi-class EEG signals.

As the main findings, the feature extraction method pre-
sented in this work utilized two powerful real-world signal
processing techniques, based on EMD and CSP. By selecting
an effective IMF based on the cross-correlation coefficient
between the original band-pass filtered EEG signal and each
of its corresponding IMFs, the traditional EMD algorithm
has been enhanced. As a result, non-linear and non-stationary
EEG signals have less noise and redundant information.
In Table 2, the impact of the EMD-based methodology on
the performance assessment of the proposed framework has
been examined. Our findings demonstrate that the features
derived from the proposed structure are capable of making
higher discriminability among various MI-EEG tasks com-
pared to using the original signal. On the other hand, CSP
is a reliable technique for maximizing the discriminability
between the variance characteristics from two classes of MI
tasks. As a result, the MCCSP technique has been modified
for the multi-class data mode, and the test classification
accuracy rates demonstrate this method’s high capacity to
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extract useful features from various MI patterns. The sug-
gested MCCSP method is also able to achieve a promising
classification accuracy for the testing set, even with a small
number of feature vectors in the training phase, which is
measured as 91.28%, 95.95%, and 96.71% form = 3, 5, 7.

All the analyses were performed in MATLAB environment
on an Intel 3.5GHz core i7 PC with 12 GB of RAM.

V. CONCLUSION

This paper has presented a new feature extraction approach
for multiclass MI-EEG classification utilizing EMD and
MCCSP. An intelligent selection of the most effective IMF
based on the correlation coefficient has been completed.
Then, for the feature extraction of the selected IMFs, the
MCCSP algorithm, which is based on spatial patterns, was
applied. In multiclass cases, the considered MCCSP tech-
nique computes spatial patterns of each MI class against
all other classes. In the next stage, multiple classifiers have
been operated to estimate the quality of the proposed method
in deriving discriminative information between MI-related
tasks of BCI competition IV. The results of the classification
performance using the KNN classifier proves the high power
of the obtained feature set in the EEG-based BCIs. Selecting
only one IMF from the resulting set of IMFs where the
original signal information is stored not only reduces the
computational load and dimensions of the processed vectors,
but also removes the redundant information of EEG signals,
and higher quality features are extracted in the MCCSP. The
proposed method significantly improved the classification
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accuracy of multi-class MI signals by extracting high-quality
feature vectors that are obtained by applying IMF selection
and the MCCSP. On the other hand, further control on feature
dimension reduction is supplied by adjusting the parameter
m in MCCSP. As the classification performance evaluated
using various classifiers, like KNN and DT, is too persuasive,
this high-quality feature extraction algorithm will confidently
provide a new pathway for forthcoming works in the applica-
tions of MI-based BCIs. MCCSP can be adjusted in the fre-
quency domain to obtain spatial patterns particular to distinct
frequency bands, or a number of optimization algorithms can
be employed to improve MLPNN classifier performance, etc.
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