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ABSTRACT The main innovations for next-generation cellular networks are in the Radio Access Network
(RAN). Here, the base station functionalities are split between a Radio Unit (RU) and a Distributed Unit
(DU), resulting in a virtualized architecture where functions can be centralized close to the core for
performance improvement and function extendibility. The fronthaul is the interface between RUs and DUs.
It transports very sensitive data and is constrained by strict performance requirements. The clear-text nature
of the fronthaul protocols and its direct encapsulation over Ethernet exposes the fronthaul to Layer 2 threats
and vulnerabilities that can significantly threaten the operation of the RAN. This paper presents a detailed
analysis of the transport network security in the fronthaul. It describes the threats and vulnerabilities that
the fronthaul is exposed to and their overall network impact, thereby, elucidating the urgent need for
Layer 2 security mechanisms. This paper introduces MACsec as a potential solution to protect the fronthaul.
It outlines MACsec’s capabilities and limitations for threats protection, and its implementation challenges in
the fronthaul network. Finally, this paper proposes three hardware architectures to fully secure the fronthaul
using MACsec and evaluates their feasibility in Field-Programmable Gate Array (FPGA) devices and their

impact on the network performance.

INDEX TERMS FPGA, Fronthaul, MACsec, open-RAN, security.

I. INTRODUCTION

The fifth generation (5G) and future cellular network spec-
ifications are driven by non-consumer services applica-
tions. These include massive Machine-Type Communica-
tions (mMTC), such as support for billions of Internet of
Things (IoT) devices, and Ultra-Reliable Low Latency Com-
munications (URLLC) applications, for example, industrial
automation and autonomous vehicles [1], [2]. 5G also pro-
vides a range of improvements for faster mobile broadband
services. To support all these new verticals, there is a need for
network architecture innovations in the Core Network (CN)
and in the Radio Access Network (RAN). This includes
Cloud RAN, Virtual RAN, Open RAN, Service-based CN
architecture, Software Defined Networking (SDN), Network
Function Virtualization (NFV), network slicing, and cloud
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and edge computing [3], [4]. The convergence of these and
more technologies promises great innovation in the network
and in the applications that it can serve. However, it also leads
to a larger attack surface where the exploitation of threats
and vulnerabilities could cause the network to malfunction
[5], [6]. Therefore, there is an urgent need to analyze all
the security aspects across the whole 5G system, including
threats to the user equipment, air interface, edge network,
backhaul connectivity, core network, and external networks.

One of the main innovations for 5G and next-generation
networks is in the RAN where the base station functionalities
are split [7]. This leaves only a few physical functionalities
in the antenna location which results in a new RAN virtu-
alized architecture where functions can be centralized close
to the 5G core. Therefore, resource sharing between Radio
Units (RUs) is possible. This enables simpler RUs implemen-
tation requirements and easier function extendibility, which
makes it possible for multiple vendors to provide base station
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solutions. However, additional specifications are needed to
ensure interoperability.

The need for further specifications has given rise to various
Open RAN initiatives. The most prominent is the Open-RAN
(O-RAN) Alliance [8]. The O-RAN Alliance was established
in 2018 and unites mobile network operators, vendors, and
research and academic institutions from all around the world
to standardize the RAN as an open, intelligent, virtualized,
and fully interoperable ecosystem. The O-RAN Alliance
defines RAN specifications with an emphasis on interfaces
and implementation guidelines. Specifically, those which are
not detailed in the 3rd Generation Partnership Project (3GPP)
recommendations and are important for interoperability. This
will result in the sourcing of network infrastructure compo-
nents from different suppliers, ensuring interoperability, and
driving higher innovation at lower costs.

The architecture for the New Radio that the O-RAN
Alliance has defined is based on functional split option 7-2x
of the baseband station processing chain [9]. This results
in a redistribution of lower and higher layer functionalities
between new O-RAN components as illustrated in Fig. 1. The
base station is divided into two units. The O-RAN Radio Unit
(O-RU) implements lower physical functions. The O-RAN
Distributed Unit (O-DU) implements higher physical func-
tions. The connectivity in the O-RAN infrastructure between
these two units is the O-RAN Fronthaul (O-FH). The O-FH
carries very sensitive information between the O-RU and the
O-DU. This information is divided into four data planes;
Control Plane, User Plane, Synchronization Plane, and a
Management Plane. These data planes impose strict high-
performance requirements.

Distributed RAN

O-RU (‘ﬂA”) 0-DU | 0-CU

Backhau[
Centralized RAN

o-ru (R)

0O-RAN Q
O-RU«{A}» Fronthaul | ¢ pyyy | Midhaul | @y

o-ruR)

FIGURE 1. O-RAN transport network architecture. Split of base station
functionalities results in new RAN units, O-RU implementing lower
physical functions, and 0-DU implementing higher physical functions,
with the O-FH as the interface between them.

Ethernet is the preferred packet-based technology for the
transport of the data planes traffic in the O-FH. This is
because of its ubiquitous applications and the ability to mix
different types of traffic. Consequently, the Common Public
Radio Interface (CPRI) in 4G LTE between the Remote Radio
Unit (RRU) and BaseBand Unit (BBU) has been replaced
by the Ethernet-based enhanced CPRI (eCPRI) interface for
radio control and user data.
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The clear-text nature of the data planes and its direct encap-
sulation over Ethernet exposes the O-FH to Layer 2 threats
and vulnerabilities that can significantly risk the operation of
the RAN. For example, a Man-in-the-Middle could imperson-
ate a legitimate synchronization message and inject a false
clock into the network causing a degradation of the time
service. This can result in a complete Denial-of-Service of
the network. Hence, there is an urgent need for Data Link
Layer security mechanisms to protect the O-FH from any type
of threat.

An O-RAN Alliance Security Work Group had been put
together to address the security aspects of the O-RAN Archi-
tecture. Its core objective is to define security specifications
for each component and interface. As recognized in the
O-RAN Security Threat Modeling and Remediation Analysis
4.0, the O-FH interface has its own specific threats and vul-
nerabilities [12]. The most recent specifications from October
2022 have greatly advanced the security needs of the industry.
They have defined security requirements that are focused
mainly on authentication and less on confidentiality and
integrity concerns. However, based on the identified threats
and vulnerabilities, confidentiality and integrity are equally
important. On the other hand, another Work Group within
the O-RAN Alliance defines no requirements for security.
They argue that the high requirements for delay, time, and
bandwidth in the O-FH do not permit security solutions to be
used [10].

Media Access Control Security (MACsec) is a Layer 2
security protocol standardized by the IEEE that operates on
Ethernet frames [13]. Its features of authentication, confiden-
tiality, and integrity make it a potential candidate to protect
the O-FH. However, the O-FH has multiple requirements that
could challenge the use of MACsec. These requirements can
be divided into two groups: security and performance. Secu-
rity requirements are the security features that are indispens-
able for the O-FH to be protected against potential threats and
attacks. Performance requirements are the network aspects of
the O-FH for its operation, such as network topologies and
data protocols.

The main challenges that are essential for MACsec to
address are a) the compatibility of MACsec security functions
with all the threats in the O-FH transport network, and b) the
impact of MACsec on the performance of the different O-FH
topologies and protocols. While MACsec may provide the
necessary features to protect the O-FH, it could limit the oper-
ation of the protocols under the various possible topologies.
Thus, the capability of MACsec to fully secure the O-FH
while satisfying its requirements needs to be analyzed [14].

The literature on the security of 5G networks suggests that
there are potential threats to the O-FH that may be protected
by MACsec because of the suitability of its security features
[15], [16]. However, the literature lacks a comprehensive
analysis of those threats and their precise impact on the O-FH
network. Furthermore, the specific compatibility of MACsec
with the O-FH has not been fully investigated. This includes
the challenges it faces in respecting the strict performance
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requirements. White papers exist with commercial MACsec
solutions for Ethernet networks [17], [18]. However, these are
proprietary solutions without a detailed description of their
design, and without a clear analysis of their applicability for
the O-FH scenario. Therefore, this work aims to address these
gaps by providing the following contributions.

A. CONTRIBUTIONS

This paper has three main contributions. First, it provides
a detailed analysis of the transport network security in the
O-FH interface between O-RUs and O-DUs. It identifies
a number of threats for the different O-FH protocols and
proposes the security features that are indispensable to protect
the O-FH. Second, this paper provides a comprehensive study
of the applicability of MACsec as a security protocol to
protect the O-FH, including the benefits and limitations of
MAC:sec to secure the O-FH while respecting its performance
and operation. Finally, this paper proposes a MACsec hard-
ware architecture for the O-FH that meets its security and
performance requirements. It evaluates the feasibility of the
architecture for its implementation on Field-Programmable
Gate Array (FPGA) devices and for its impact on the network
performance.

B. OUTLINE OF THE PAPER

The remaining part of this paper is organized as follows.
Section II presents the O-FH including the types of data it
transports, the encapsulation protocols that are involved, and
their strict performance requirements. Section III analyzes
each type of traffic being transported in the O-FH and iden-
tifies the different threats and vulnerabilities an attacker can
exploit to impact the network. Section IV presents MACsec
as a Data Link Layer security solution. Section V makes a
thorough analysis of the compatibility of MACsec with the
O-FH, including the challenges and limitations that MACsec
faces to protect it from all the identified threats, and to
respect its strict performance requirements. Section VI pro-
poses three hardware architectures to fully secure the O-FH
using MACsec taking into account the identified challenges
and limitations. Sections VII and VIII evaluate these architec-
tures under different performance metrics to demonstrate the
possibility of O-FH protection while meeting its strict perfor-
mance requirements. Finally, the conclusions are presented in
Section IX.

Il. OPEN-RAN FRONTHAUL
The RAN processing functions can be split at various points
as illustrated in Fig. 2 [19]. This enables the functional-
ity to be deployed at various points in the network. Lower
layer splits enable simpler, more compact, and lower-cost
RU implementations as only the RF and lower physical layer
functions need to be supported. Since 5G will require an order
of magnitude increase in the number of RUs to be deployed,
this can lower deployment costs significantly.

The functional splits also provide flexibility when deploy-
ing functionality. This allows specific service performance
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FIGURE 2. Split options of RAN processing functions. The O-RAN Alliance
has defined split 7.2x based on the eCPRI interface.

requirements to be met. For example, efficient aggregation
can be provided by centralizing the virtualized CU and DU
functionality as close to the core as possible. On the other
hand, if lower latency is required, the CU and DU function-
ality should be located as close to the RUs as possible.

The F1 interface between the CU and DU is defined in
3GPP specifications. However, the O-FH interface between
the DU and RU is not defined. This means it has been propri-
etary to the vendor in previous mobile network generations.
The O-RAN Alliance has defined split 7.2x of base station
functionalities with O-FH interface specifications that enable
multivendor operation [10]. This is based on the eCPRI inter-
face that replaced the CPRI interface in 4G LTE between the
RRU and the BBU.

A. DATA PLANES

The O-FH carries very sensitive information between O-RU
and O-DU. This information is divided into four data planes
as illustrated in Fig. 3:

o Control Plane (C-Plane): real-time control information
to the O-RU over eCPRI to define how the User Plane
traffic should be handled.

o User Plane (U-Plane): real-time uplink and downlink IQ
data samples transferred over eCPRI of the traffic that
goes over the air.

o Synchronization Plane (S-Plane): periodically timing
and synchronization messages over IEEE 1588 Preci-
sion Time Protocol (PTP) to synchronize the O-RU to
the network.

o Management Plane (M-Plane): non-real-time man-
agement and configuration NETCONF/YANG-based

operations.
C/U-Plane
o-RU(%) ] | s-plane S50 0
\ / / M-Plane

FIGURE 3. O-FH data planes between O-RU and O-DU. CU-Planes are
transported over eCPRI, S-Plane over PTP, and M-Plane over
NETCONF/YANG-based operations.

B. PERFORMANCE REQUIREMENTS
The full set of performance requirements according to the
CUSM-Planes protocols for the transport network has been
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TABLE 1. O-FH transport performance requirements for the CUSM-Planes.

Latency Transport Delay

Max one-way

Latency Frame Loss

Max one-way
’ Use case

Class Frame Delay Ratio
High25s 25 us 107 Ultra-low latency performance
. For full NR performance with fiber lengths
7
High75 75 us 10 in 10km range
. For standard NR performance with fiber
7
High100 100 us 10 lengths in 10km range
. For installations with fiber lengths in 30km
7
High200 200 us 10 range
High500 500 us 107 Large latency installations > 30 km
. U-Plane (slow)
7
Medium 1 ms 10 C/M-Planes (fast)
Low 100 ms 10° C/M-Plane

Bandwidth Transport Dimension

Number of | Frequency CBW MIMO ABW |FH BW| FH
sectors Band (MHz) Layers (MHz) | (MHz) | Interface
Sub 6
. C-band 100 4 400 7.5 1 x 10Gbps
mmWave
30 GHz 400 2 800 14.57 |1 x25Gbps
Sub 6 4 1200 22.6 |3 x10Gbps
C-band 100 16 (massive
3 ) y 5
MIMO) 4800 904 |4 x25Gbps
mmWave
39 GHz 400 4 4800 87.4 |4 x25Gbps
Time error budget allocation
Timin Transport
2 network O-RU Air interface target
Reference N
contribution
AtO-DU TE| < 140 Enhanced
ITE| = ns ITE| <35ns |Absolute [TAE| < 1.5us between antennas.
For LLS-C1: -

Category C: for Time Division Duplex, NR
Inter-band carrier aggregation or NR Intra-
band non contiguous carrier aggregation

|TE[<1.420ps
Regular

ForLLs-c2:| ITEIS9Sms | — o) o

|TEI1.325us
TE: Time Error, TAE: Air Interface Time Error, LLS-C1: point-to-point

fronthaul between O-RU and O-DU, LLS-C2: network of switches fronthaul
between O-RU and O-DU.

specified by the O-RAN Alliance in [10]. A summary of these
requirements, presented in Table 1, consists of frame loss
ratio, frame delay, bandwidth, and synchronization accuracy.

C. TRANSPORT ENCAPSULATION

Ethernet is the selected packet-based technology for the O-FH
transport network because of its ubiquitous applications and
the ability to mix different types of traffic [11]. The encapsu-
lation of CUSM-Planes packets is illustrated in Fig. 4. The
CUS-Planes are encapsulated directly over Ethernet, while
the M-Plane is transported over TCP and IP. There are some
scenarios where the CU-Planes may be transported over UDP
and IP [10].

The clear-text nature of the data planes encapsulated
directly over Ethernet makes the O-FH vulnerable to
Layer 2 threats. Thus, each data plane requires an indepen-
dent threat analysis based on its type of content.

Ill. THREAT ANALYSIS

This section analyzes each type of traffic being transported
in the O-FH interface and identifies the different threats and
vulnerabilities an attacker can exploit to impact the network.
Fig. 5 illustrates the threat scenario under analysis. This study
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C/U-Plane S-Plane M-Plane
eCPRI/RoE PTP NETCONF/YANG
Transport | UDP (optional) | TCP
Network | IP (optional) | 1P
Data Link Ethernet + VLAN

Physical

Electrical or optical transmission

FIGURE 4. O-FH data planes encapsulation over Ethernet. CU-Planes can
optionally be transported over UDP and IP for some scenarios. S-Plane
PTP messages are directly encapsulated over Ethernet for full-timing
support, and the M-Plane messages over TCP and IP.

focuses on the O-FH scenario where the transport of data
is encapsulated directly over Ethernet. Hence, the security
analysis corresponds to Layer 2 threats on Ethernet ports
and frames. This occurs by the premise that an attacker has
direct access to the physical port of the O-FH device, with
the possibility to add its own device, either to inject its own
Ethernet traffic or to perform Man-in-the-Middle attacks.
An attacker can either be internal or external. An internal
attacker resides within the premises of the O-RU, O-DU,
or intermediate switches with access to a trusted segment
or with the ability to exploit site vulnerabilities. An external
attacker physically intercepts the O-FH interface link from
outside the premises. These types of attacks are feasible to
occur due to the available physical access to ports in the
different components, especially in multi-provider networks
where absolute control of the network is limited. Examples
of these networks are when the O-RU, O-DU, or intermediate
switches are managed by different suppliers, such as Carrier
Ethernet service providers.

Layer 2 access gives an attacker the capacity to eavesdrop
on all traffic in the O-FH link. This can lead to tampering of
the data planes protocols and the appearance of being opera-
tional but with intentionally inaccurate information. Without
any security mechanism, an attacker can access and identify
hosts, types of traffic, and packet contents. This allows him
to inject false messages by impersonating a legitimate node,
corrupting a legitimate message, and replaying or delaying a
legitimate message. All of these threats have different conse-
quences to the RAN depending on the data plane under attack.

A. CONTROL AND USER PLANES

The CU-Planes are based on eCPRI messages [20], [21]. The
eCPRI payload data contains a C-Plane or U-Plane packet
based on the eCPRI message type. There are multiple types of
C-Plane messages, named Section Types, each with different
message content depending on what information the C-Plane
describes. For this threat analysis, C-Plane Section Type 1 is
chosen as it is the one used for most data. A C-Plane message
contains multiple sections of control information, also named
section descriptions. A U-Plane message contains the user
data divided into sections, each corresponding to a specific
beam or antenna.
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FIGURE 5. O-FH attack scenario; an attacker internal or external with
legitimate access to the O-FH interface, or exploiting device
vulnerabilities.

When an attacker has Layer 2 access in the O-FH, it can
inject its own eCPRI messages or corrupt specific fields of
legitimate eCPRI packets. Corruption may occur through the
eavesdropping of all traffic and identifying eCPRI messages
based on their corresponding Ethertype value of OxAEFE.
An attacker can perform these attacks by targeting different
message types and packet fields. The manipulation of these
fields has a diverse impact on the O-FH network.

A summary of all the identified threats for the CU-Planes
eCPRI traffic is detailed on the left side of Table 2. The
overall impact of these threats is a possible degradation or
Denial-of-Service in the RAN. Therefore, there is a need for
Layer 2 security mechanisms to protect the CU-Planes traffic
from the aforementioned threats. These mechanisms must
include the following four features: authenticity, confiden-
tiality, integrity, and replay protection. Authenticity ensures
that only legitimate O-RUs and O-DUs are communicating
between them. Confidentiality keeps the eCPRI header and
payload hidden. Integrity identifies if any eCPRI message has
been corrupted. Finally, replay protection ensures in-order
delivery of eCPRI messages.

B. SYNCHRONIZATION PLANE
The synchronization of O-FH units is based on PTP messages
[22], [23]. PTP distributes very precise clock reference to
O-DU and O-RU in the O-FH network. There are five types
of PTP clock devices:
o Ordinary Clock: device with a single port that acts as a
Master or a Slave clock.
« Boundary Clock: device with multiple ports that acts as
a Master or a Slave clock.
o End-to-End Transparent Clock: device with multiple
ports that acts as a bridge between Master and Slave.
It forwards and corrects all PTP messages by adding the
bridge residence time into a correction field.
o Peer-to-Peer Transparent Clock: device with multiple
ports that acts as a bridge between Master and Slave.
It forwards and corrects only Sync and Follow-up mes-
sages by adding the bridge residence time plus the peer-
to-peer link delay into a correction field in the message.
Master and slave devices are kept synchronized by
time-stamps generated both at the transmission and recep-
tion of PTP messages. The link delay measurement cal-
culation, illustrated in Fig. 6, can be based on the Delay
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Request-Response mechanism or the Peer Delay mechanism.
Ports on Ordinary or Boundary clocks can use either of these
mechanisms. Ports on End-to-End Transparent Clocks are
independent of these mechanisms, and ports on Peer-to-Peer
Transparent Clocks can only use the Peer Delay mechanism.

Delay Request-Response Peer Delay
T1 Tl P,
Sy, dejy
nc -y_,Req
T2 T2
Fo
“O”tup T1.T2
pest T3 Res? B
petey RS - CRE
T4 T1.T2,T3
, U
Dep, polo® -
R, esP-
eSpg,]Se paclay /“
T1.,T2.T3.T4

2- -
Delay = T2-T1 :r T4-T3

FIGURE 6. PTP delay calculation options; Delay Request-Response
mechanism and Peer Delay mechanism.

The O-FH network can vary from a point-to-point topology
to a network of switches as illustrated in Fig. 7. These are nec-
essary to address different deployment market needs. With
Full Timing Support the synchronization master is located at
the O-DU, all Ethernet Switches function as boundary clock
or transparent clock, and the O-RU operates as a slave and/or
boundary or transparent clock [10].

g 4
PTP Grandmaster | Caption |
| C/U-Plane :

% : S-Plane |

| M-Plane |

Eth Switch

Fronthaul
Network

2th Switch Eth Switch
ST

o-ruly)

o-ruly)

FIGURE 7. O-FH topology; it can vary from a point-to-point O-FH interface
between O-RU and 0-DU, to a network of switches O-FH interface.

Similar to the CU-Planes, when an attacker has
Layer 2 access in the O-FH, it can inject its own PTP mes-
sages or eavesdrop on all traffic and identify all PTP messages
based on its corresponding Ethertype value of 0 x 88F7.
An attacker can perform these attacks by targeting different
message types and packet fields. The manipulation of these
fields has a diverse impact on the O-FH network.

A summary of all the identified threats for the S-Planes
PTP traffic is detailed in Table 2. These threats can result
in synchronization mismatching between components of the
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TABLE 2. Summary of layer 2 threats in the O-RAN fronthaul.

s ity MACsec Security Capabilities
Protocol | Data Plane Threat Packet Field Impact ecurty L . - . Replay
Requirement | Authentication | Confidentiality | Integrity :
: “ | Protection
- Ethertype. message|ldentification of eCPRI CU-Planes messages for A
0 v
Eavesdropping type further packet manipulation Confidentiality
protocol revision, [Packet discard or cause corrupted processing that v v
message type leads to later discarding
avload size Parser error and potential stall or corruption in the O-
Py DU or ORU
Packet dataDirection Packet drop Confidentiality v v
Control and User [manipulation  |filterIndex Incorrect filter applied causing erroncous processing | and Integrity v v
fr: 1D .
amet, Timing-related content that cause packets to be
subframelD. . ; ) . .
dotID received outside the reception window and be 4 v
’ . discarded
startSymbolid scar
Packet drop. - L . .
Packet is received outside reception window and Replay and .
delay or All . . . o . Partial
. discarded, leading to degradation on the air interface | delay protection
retransmission
Section Cell becomes unreliable. O-RU incorrectly allocates
Packet injection o or unallocates data on the air interface causing itto | Authentication v
Description fields | . ’ . ) e e
glitch out for a particular slot duration or persistenly
eCPRI udCompHdr Incorrect or unsupported compression applied v v
tionld, rb . .
Control section’c, 1o, Control messages will not be applied to the correct
symlne, startPrbe, . o i A v v
Packet 'U-Plane data causing glitching on the air interface | Confidentiality
) . numPrbe, reMask .
manipulation — and Integrity
ef Parsing issue that can corrupt the O-RU
Incorrect beam is selected leading to poor
beamld - .
performance for that particular data allocation
Data become overwritten with the contents of the
Packet injection |Section fields false packets, causing glitching on the air interface | Authentication v
and requiring retransmissions to and from UEs
. Mismatch of U-Plane and C-Plane messages in DL
sectionld - ) - v v
causing the message to be dropped entirely
v st e aching td oot . .
Packet numPrbu causig gu ¢ ps: Confidentiality
. - retransmissions at higher layers -
manipulation - - - and Integrity
Incorrect decompression causing errors on the air
udCompParam . v v
interface
iSample, qSample Cm‘mpti(.m .Uf the au interface may occur requiring v v
retransmissions at higher layers for recovery
Manipulation of the master election process, causing
Announce message|the switches and O-RU to believe the source is the v
most eligible candidate to be a clock grandmaster
False master clock impersonating an O-DU or aBC
port in a switch can distribute false timing v
Packet injection information to legitimate slave clocks in BC Authentication
Event and General |switches port and O-RU
messages False slave clock impersonating an O-RU or a BC
PTP Synchronization port m. a switch can respond .To a legmmm.e master v
clock in the O-DU or BC switches port with a false
clock that results in wrong delay computations
. Identification of PTP for further packet N
Eavesdropping |Ethertype entriication o fessages for Trther packe Confidentiality v
manipulation
Pack_et _ Timing fields I11c01_'1'ect values causing wrong delay computations Conﬁdeutla_ll‘ry v v
manipulation that impacts the synchronization accuracy and Integrity
gfa:lcakez’frop‘ All Inaccurate timing information in the fronthaul Replay and Partial
yor network impacting the synchronization accuracy delay protection
retransmission

O-FH network that can lead to a degradation or inter-
ruption of the clock service and a complete Denial-of-
Service of the RAN. Therefore, Layer 2 security mechanisms
are indispensable to protect the S-Plane. Similar to the
CU-Planes, the security features of authenticity, confiden-
tiality, integrity, and replay protection are required for the
S-Plane. Here, authenticity ensures that only legitimate clock
devices are communicating between them. Confidentiality
keeps the PTP header and payload hidden. Integrity identi-
fies if any PTP message has been corrupted. Finally, delay-
replay protection ensures in-order on-time delivery of PTP
messages.
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C. MANAGEMENT PLANE

The M-Plane does not run directly over Ethernet but uses
TCP/IP [24]. TLS is, thus, used to secure M-Plane messages.
Nevertheless, targeted attacks at the Ethernet layer can still
impact the M-Plane in similar ways to the other data planes
discussed above. Ethernet frames can be corrupted, delayed,
dropped or replayed and thereby disrupt the management
and configuration of O-RAN components. Therefore, the
same Layer 2 security mechanisms are recommended for
the M-plane to complement the protection implemented with
TLS. These measures can add an additional layer of protec-
tion against potential TLS vulnerabilities.
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D. O-RAN ALLIANCE SECURITY SPECIFICATIONS

The O-RAN Alliance Security Focus Group (SFG) made its
first announcement on October 24, 2020, introducing planned
SFG activities and a roadmap [25]. In the announcement,
the O-RAN Alliance recognized the need to secure impor-
tant interfaces including the O-FH interface. The new and
updated security specifications from October 2022 greatly
progress their mission to address the security concerns of
the industry. The O-RAN Security Threat Modeling and
Remediation Analysis 4.0 notes that there are specific threats
and vulnerabilities associated with the O-FH interface [12].
We expanded upon these threats in detail in the previous
sections of this paper. The O-RAN Security Requirements
Specification 4.0 defines specific requirements for the O-CU
and the O-FH [26]. However, the specifications for O-RUs
and O-DUs are yet to be defined. Based on the threats
and vulnerabilities they identified, the requirements for the
O-FH interface specifically addressed the CS-Planes. For
the U-Plane, the document states that the U-Plane user data
traffic is protected by higher layer security mechanisms in
PDCP implemented in the O-CU protecting both C-Plane
and U-Plane traffic between the O-CU and UE. Howeyver,
the document also states that many of the OEMs have not
implemented those security measures because of their impact
on the user experience. Security of the M-Plane is addressed
in the O-RAN Alliance O-RAN Management Plane Speci-
fication 10.0 from October 2022 where it is stated that “An
O-RU shall support sFTP based file transfer over SSH and
FTPES based file transfer over TLS [24]. For the O-DU,
the operator may use SSH, TLS, or both”. Therefore, their
requirements have generally focused on authentication and
less on confidentiality and integrity concerns. However, based
on the threats and vulnerabilities we have identified in the
preceding sections, confidentiality and integrity are equally
important. This is especially true at the Data Link Layer due
to the clear-text nature of the CUS-Planes protocols and its
direct encapsulation over Ethernet.

A key protection method being considered for O-FH pro-
tection by the O-RAN Alliance is MACsec, a standardized
Layer 2 security protocol [27]. However, the current discus-
sion hypothesizes that MACsec would not meet split Option
7-2x requirements for stringent bandwidth, tight latency, and
hard absolute and relative time error. Additionally, a full
analysis of how MACsec can protect the O-FH is still nec-
essary. The following sections of this paper contribute to the
O-RAN SWG work by showing that MACsec can address the
highlighted threats and vulnerabilities while respecting the
strict performance required in the O-FH.

IV. DATA LINK LAYER SECURITY: MACSEC

MACsec is a Layer 2 security protocol standardized by the
IEEE in the 802.1AE standard [13]. It protects communica-
tion between components of a Local Area Network (LAN)
and, thus, operates on Ethernet frames. Each port of a com-
ponent that is capable of participating in a MACsec instance
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comprises both a control plane Key Agreement Entity (KaY)
and a data plane Security Entity (SecY). Each KaY imple-
ments the MACsec Key Agreement protocol (MKA) [28].
MKA is a companion protocol that discovers or is made
aware of the KaYs presence in the other stations attached
to the same LAN. It ensures that those stations are mutually
authenticated and authorized. Furthermore, the MKA creates
and maintains secure relationships between the stations that
are used by the SecYs to transmit and receive frames. The
SecY operates on a frame-by-frame basis using Advanced
Encryption Standard with Galois Counter Mode (AES-GCM)
cryptography according to the configuration parameters set
by the KaY. AES-GCM provides authenticated encryption
and the ability to check the integrity and authentication
of additional authenticated data that is sent in the clear.
AES-GCM is specified by the NIST in [29], [30].

A. SECURITY RELATIONSHIPS

When devices that support MACsec are added to a LAN, they
use the MKA protocol to create a Connectivity Association
(CA). The MKA protocol is based on the IEEE 802.1X Exten-
sible Authentication Protocol over LAN (EAPoL) that uses
Ethernet-based messaging with Ethertype O x 888E. Before
the MKA process starts, all MACsec peers’ KaYs possess
the same Connectivity Association Name (CAN) and Con-
nectivity Association Key (CAK). When the MKA process
starts, all MACsec peers are mutually authenticated using the
CAN and the CAK, and a CA association is created. A KaY-
SecY can be part of only one CA at any time. Peers present to
each other their MACsec capabilities and a long-lived Secure
Channel (SC) is created for each station SecY providing
unidirectional point-to-multipoint communication. Each SC
is identified by a Secure Channel Identifier (SCI) compris-
ing a 48-bit MAC address concatenated with a 16-bit Port
Identifier. For key rotation during MACsec operation, the SCs
persist through the succession of short-lived Secure Associa-
tions (SA). A SA, identified by a two-bit Association Number
(AN), consists of a unique Secure Association Key (SAK)
and a Packet Number (PN) counter. Throughout the MACsec
operation, each frame uses a different PN, and once the PN
counter reaches its maximum value, the SC swaps to a new
SA. As a result, different SAKSs are used in the cryptography
process. The MACsec security relationships between O-FH
components are illustrated in Fig. 8.

B. SECY OPERATION

MACsec, through the SecY, provides security features of data
confidentiality and integrity to Ethernet frames as illustrated
in Fig. 9. It adds a header and tail to each frame. The header
consists of a Security Tag (SecTAG) as illustrated in Fig. 10.
The SecTAG includes a MACsec Ethertype 0 x 88ES5 and
frame-specific MACsec parameters, such as the TAG Control
Information (TCI). The tail consists of the Integrity Check
Value (ICV). When MACsec is enabled, the entire frame is
always integrity protected and validated through the ICV,
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FIGURE 8. O-RAN components secured with MACsec; CA and SCs
between O-RUs and O-DU. Each SC persists through the succession of
short-lived SAs each with unique SAKs.

while the payload can be optionally encrypted. The ICV,
unlike the Cyclic Redundancy Check (CRC) done in the MAC
layer, is a cryptographic digest function dependent on the data
and the SAK. This forces the attacker to know the key to
tamper with the data. VLAN-in-clear is an additional feature
that optionally keeps the Virtual LAN (VLAN) field without
encryption before the SecTAG. This feature is used in cases
that require VLAN information to be exposed to support
traffic differentiation and end-to-end bridges.

In transmission, the frame is first assigned to the transmit
SC and SA which will be used to protect the frame. The TCI
is generated based on the configuration used, together with
the SA encoded in the two-bit AN. The SecTAG is created
using the MACsec Ethertype, TCI, PN, SCI, and the Short
Length (SL), which is the number of octets in the frame
following the SecTAG if it is less than 48. The AN is used
to identify the SAK and the next PN for that SA. The frame
is consequently integrity and confidentiality protected with
AES-GCM cryptography using the SAK as the input key, and
the SCI and PN as the initialization vector. As a result, the
payload is encrypted and ICV generated.

In reception, the TCI, AN, SCI, PN, and SL field (if
present) are extracted from the SecTAG. The TCI is used to
identify the configuration used in the MACsec frame. The
AN and SCT are used to assign the frame to a SA, and hence
to identify the SAK. The frame is consequently integrity
and confidentiality verified with AES-GCM cryptography
using the SAK as the input key, and the SCI and PN as the
initialization vector. As a result, the payload is unencrypted
and the ICV is verified with the one received in the frame.
If the integrity of the frame has been preserved, a valid indi-
cation and the octets of the unencrypted payload are returned.
MACsec has the feature of replay protection, which allows
the replay window to be set and ensures in-order delivery of
frames. If the received frame is valid, replay protection (if
enabled) is applied by checking that the received PN is not
less than the lowest acceptable PN for the SA. If the check
succeeds, the frame is presented to the MACsec client, and the
lowest acceptable PN is updated. The lowest acceptable PN
can lag behind the received PN values, providing a window
in which out-of-order is tolerated and allowing the reception
of frames that have been misordered by the network.
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FIGURE 9. MACsec frame format; a SecTAG and an ICV are added to each
frame, all frames are integrity protected while confidentiality can be
optionally performed to the payload data. The VLAN field, optionally
present, can be confidentiality protected as part of the payload,

or in-clear before the SecTAG.

PURCERS TGN TCUAN S‘I%T‘L Packet Number SC Identifier
2 bylu 4 bytes (Optional) 8 bytes
|v:o|Es|sc|sc3|E|C| AN |
8 7 6 5 4 3 2 1

FIGURE 10. MACsec SecTAG providing frame information for MACsec
peers reception. TCI/AN provides information on whether encryption is
used or not, if the optional SCl is used, and the SA that is in use. The SCI
specifies the SC, the SL field is only used for short frames, while the PN
can be used to keep track of packet order and detect if packets are
missing or delayed.

V. MACSEC TO SECURE THE OPEN-RAN FRONTHAUL
MACsec is a persuasive solution to secure the O-FH as
it operates on Ethernet frames and, therefore, can provide
protection to the CUSM-Planes encapsulated over Ethernet.
However, each data plane needs to be independently analyzed
to understand to what extend MACsec can protect each plane
from all the identified threats and how MACsec impacts any
protocol operation or performance requirements.

A. THREAT PROTECTION

When MACsec is enabled on the O-RU and O-DU, both
units share the same CAN and CAK, and ports on both ends
are initially mutually authenticated by the MKA protocol.
A CA with SCs and SAs is created between the O-RU and
O-DU with periodical SAKs generations for frame protection
and verification. This ensures that only authorized O-RU and
O-DU are communicating with each other using the secret
keys. As aresult, an attacker is not able to inject its own traffic
impersonating a node in the network.

Enabling confidentiality to both units keeps all CUSM-
Planes encrypted, making each protocol header and payload
hidden. As a result, an attacker is not able to identify the type
of traffic of the link nor the payload being transported.

Integrity protection is performed over the whole Ether-
net frame by the ICV added at the end of the frame using
the secret keys. If a CUSM-Plane frame is corrupted while
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in-motion during the ICV verification there will be an ICV
mismatch and the frame will be discarded. As a result,
if an attacker changes the values of legitimate CUSM-Plane
messages they will be identified and discarded before their
delivery to the MACsec client.

Depending on the O-FH network operation, a replay win-
dow can be set to 0 or to a very small value in the O-RU and
O-DU to ensure in-order delivery of frames. As a result, if an
attacker performs a replay attack by recording a legitimate
CUSM-Plane message and replaying the same message with-
out modification multiple times at a later time, those frames
will be identified and discarded before their delivery to the
MAC:sec client.

With the use of the replay protection feature, MACsec with
some limitations could also identify if an attacker has delayed
a CUSM-Plane message. This can be done only for the cases
where the attacker delays a single frame and lets the rest of
the frames pass. In this case, the delayed frame will arrive
disordered and the replay window will discard it. MACsec is
not able to detect the cases where the attacker delays a desired
frame together with the following frames, as they will all
appear to arrive in the expected order. Additionally, MACsec
is limited if an attacker drops specific frames or all the traffic
in the O-FH.

The mapping of MACsec features with the identified
threats in the O-FH network is illustrated on the right side of
Table 2. As can be seen, the O-RU and O-DU can be protected
using MACsec from most of the identified threats, with the
exception only of drop and delay attacks that MACsec is
partially able to detect. These types of threats can be pro-
tected against with network architecture approaches that use
redundancy links and protocols such as Parallel Redundancy
Protocol (PRP) and High-availability Seamless Redundancy
(HSR) [31], [32].

B. IMPLEMENTATION CHALLENGES

MACsec offers a compelling solution to secure the O-FH.
However, implementation challenges exist that need to be
addressed.

1) O-FH LINE RATE

In terms of bandwidth, MACsec introduces an overhead to
each frame due to the added SecTAG of 16 Bytes and ICV
of 16 Bytes. Fig. 11 illustrates the impact of Ethernet encap-
sulation and MACsec overhead for different frame sizes.
As can be seen, frame size is inversely proportional to the
line rate impact. For smaller payload sizes, there will be
a higher impact caused by the overhead, while for bigger
sizes the impact is minimal. The MACsec overhead to PTP
frames will decrease the line rate by 50.00% - 72.73%,
depending on the PTP message size, e.g. sync and follow-up
messages are 44 Bytes and announce messages are 64 Bytes.
The MACsec overhead to C-Plane frames will decrease the
line rate by 2.13% - 133.33%, depending on the C-Plane
message size, e.g. type 1 and with 1 section is 24 Bytes

VOLUME 11, 2023

while multiple sections can be up to 1500 Bytes that is
supported payload in a standard Ethernet frame. The MACsec
overhead to U-Plane frames will decrease the line rate by
2.13% - 54.24%, depending on the U-Plane message size,
e.g. with 1 section and 1 PRB per section is 59 Bytes, while
with multiple sections and PRBs, it can be up to 1500 Bytes
that is supported payload in a standard Ethernet frame.
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Ethernet encapsulation: DMAC(6B), SMAC(6B), ETYPE(2B), VLAN(4B),
FCS(4B), PRE(8B), and IPG(12B).
MACsec header and tail: SecTAG(16B) and ICV(16B).

FIGURE 11. Ethernet and MACsec overhead impact on throughput; frame
size is inversely proportional to the line rate impact, for smaller payload
sizes there will be a higher impact caused by the overhead, while for
bigger sizes the impact is minimal.

2) S-PLANE PTP PACKETS PROTECTION

For precise PTP timestamping, the timestamp must occur at
the physical layer close to the point where the PTP mes-
sage is leaving the port. The Time-Stamping Unit (TSU)
timestamps PTP messages that are identified by their cor-
responding Ethertype. When MACsec is used to protect
PTP messages, there are timestamping design considerations
for transmission and reception that need to be taken into
account.

In transmission, for the case of one-step PTP clock imple-
mentation, the timestamp would need to be available at the
MACsec layer for PTP messages protection using MACsec.
This could be possible if the TSU generating the timestamp
is placed before the MACsec layer and the latency from that
point to the physical layer is added as illustrated in Fig. 12.
Therefore, a fixed delay is required between the MACsec
layer and the physical layer where PTP timestamping is
needed for time precision.

For two-step PTP clock implementation, this consideration
is not required as the timestamp is sent in the consecutive
follow-up message. Thus, the timestamping can be kept at the
physical layer, and the timestamp is available for the MACsec
layer. However, this can be possible only for the case when
PTP messages are integrity protected without confidentiality
because the PTP Ethertype would be visible for the TSU
to identify that it is a PTP message and would be able to
timestamp it. If the PTP message is confidentiality protected,
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FIGURE 12. PTP TSU positioning; ideally closer to the physical layer for
time accuracy, however for PTP messages protection using MACsec the
TSU needs to be placed before the MACsec layer.

the TSU would not be able to identify the encrypted PTP
message nor timestamp it.

In reception, similar considerations occur. If a PTP mes-
sage is received with integrity protection without confiden-
tiality, the timestamping can be kept at the physical layer with
the TSU being able to identify and timestamp the visible PTP
message. If a PTP message is received with confidentiality
protection, the TSU needs to be placed before the MACsec
layer when the PTP message is unencrypted, and, again,
a fixed delay would be required between the physical layer
and the MACsec layer for time precision.

As a result, with a TSU kept at the physical layer for
time accuracy, only a two-step mode would be possible and
PTP with messages could be MACsec protected without con-
fidentiality. When a one-step mode or two-step mode with
confidentiality is desired, the TSU needs to be placed before
MACsec with a fixed delay in the MACsec and following
components to the physical layer.

The O-FH can vary from a point-to-point scenario to a
network of switches that may act as boundary clock or trans-
parent clock. For the network of switches topology, MACsec
can be implemented end-to-end between O-RU and O-DU,
or hop-by-hop including each intermediate switch. For the
end-to-end option, all Ethernet frames are integrity and con-
fidentiality protected at the O-RU and O-DU, hence, the
intermediate switches could only act as forwarding nodes
without the capacity to access and make changes to the frame
payload. This is a limitation for O-FH switches as they are
required to timestamp and correct PTP messages. Therefore,
if MACsec is used to protect PTP messages, the hop-by-
hop option is required with each switch having MACsec
capabilities. However, this potentially adds more latency in
every hop, and adversary impacts to the end-to-end budget.

3) TRAFFIC DIFFERENTIATION
For the network of switches topology at the O-FH interface,
traffic from each of the CUSM-Planes may need to be sent
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separately to different nodes from a single port, as shown
Fig. 13. This results in multiple groups of nodes divided per
data plane. For example, a group of nodes can be between an
O-RU and two O-DUs based on C-Plane data, and another
group between the same O-RU and a PTP grandmaster based
on S-Plane data. Each group needs to be secured indepen-
dently for security robustness including the need for different
sets of secret keys. Thus, there is a need to support multiple
security domains between a port and different destinations
based on the CUSM-Planes type of traffic. If MACsec is
used to protect the O-FH, a single port in O-RU, O-DU, and
intermediate switches need to support multiple CAs for traffic
differentiation, i.e. multiple sets of KaY-SecY per port.
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FIGURE 13. O-FH network of switches topology; traffic from each of the
CUSM-Planes may need to be sent separately to different nodes from a
single port. Multiple CAs per port for traffic differentiation are required to
protect against threats.

VI. MACSEC HARDWARE ARCHITECTURE FOR THE
OPEN-RAN FRONTHAUL

The O-RAN specifications are still under definition and
will offer openness to innovation in the O-FH. This inno-
vation requires O-RAN components to have flexibility in
quickly changing or adding features for testing and upgrad-
ing functionalities. This becomes a challenge in compo-
nents that are implemented in hardware (HW) chips for
high-performance data operation due to the much longer
development time needed compared to software (SW).
Application-Specific Integrated Circuit (ASIC) chips, espe-
cially, require an extended development time because they
are manufactured to execute a specific set of functions [33].
In contrast, FPGAs are pre-produced chips that can be repro-
grammed after being manufactured. This offers flexibility
to HW implementations that require faster time-to-market
[34]. The programmability of FPGAs makes them appeal-
ing for the implementation of the continuously changing
high-performance functionalities of O-FH components.

As MACsec operates at the Ethernet port level, it is con-
strained by the strict O-FH transport performance require-
ments of high throughput, low latency, and accurate time
stamping. Because of this, MACsec needs to be implemented

VOLUME 11, 2023



D. Dik, M. S. Berger: Open-RAN Fronthaul Transport Security Architecture and Implementation

IEEE Access

in dedicated FPGA or ASIC, contrary to SW implementa-
tions running on general purpose Central Processing Units
(CPUs) [35].

In this section, we propose a MACsec HW-based architec-
ture for the O-FH that targets FPGA and ASIC implemen-
tations. We begin by defining a single SecY fixed-latency
pipelined HW architecture compliant with IEEE 802.1AE
standard for a point-to-point O-FH topology. We then ana-
lyze the requirements to expand this architecture to support
multiple SecYs in the same port for traffic differentiation
of CUSM-Planes using independent CAs for the network
of switches O-FH topology. Following, we propose a mul-
tiple SecY architecture with the addition of a Management
Domain implementing virtual SecYs. Finally, we propose a
PTP buffer system that complements the previous architec-
ture to support full PTP protection and time accuracy.

A. SINGLE SECY ARCHITECTURE

As defined by the MACsec IEEE 802.1AE standard, a SecY
is the entity that operates the MACsec data processing on a
network port and it can only be part of one CA at any time.
The SecY operation is on a frame-by-frame basis and divided
into two parts; transmit and receive. The transmit part protects
the frame with encryption and integrity using the AES-GCM
cryptography functions and creates and appends the SecTAG
and the ICV to the frame. The receiving part verifies the frame
with decryption and integrity check using the AES-GCM
cryptography functions and strips the SecTAG and the ICV
from the frame.

The proposed Single SecY architecture is presented in
Fig. 14. It illustrates a highly abstracted hierarchy imple-
menting Single SecY functionalities. The processing flow
is divided into transmission (Tx) and reception (Rx), with
the top-level architecture partitioned into three functional
domains: Register Access Domain, Tx Domain, and Rx
Domain.

o Register Access Domain, performing configuration and

status register write and read operations.

e Tx Domain, performing MACsec transmission data

plane protection functions.

o Rx Domain, performing MACsec reception data plane

verification functions.

1) REGISTER ACCESS DOMAIN

The Register Access Domain maintains all SecY control
information according to the standard, which includes trans-
mitting and receiving SCs and SAs. These are stored in 32 bit
configuration and status registers that are fully programmable
and accessed through an AXI4-Lite Register Access Interface
[36]. It runs under its 100 MHz CPU clock.

2) TX DOMAIN

The main purpose of the Tx Domain is to perform data
protection of all Ethernet frames that are transmitted from the
MACsec Client using input and output AXI-Stream 64 bit
data interfaces [37]. It runs under a minimum Tx clock of
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156.25 MHz for 10 Gbps and 390.625 MHz for 25 Gbps. Ata
high level, in Tx every Ethernet frame is processed as follows:
o Packet Parsing: this block extracts header and pay-
load information of each Ethernet frame (MAC address,
VLAN, Ethertype, and payload).

« Packet Classification: this block determines how to pro-
cess each frame, according to the extracted header infor-
mation and SecY configuration registers, and assigns a
class type (bypass, drop, or protect).

« Packet Protection: this block performs frame protection
to Ethernet frames with Protect class type using the Tx
AES-GCM cipher suite with the corresponding security
configuration parameters. The ICV is generated and the
payload is encrypted if confidentiality is enabled.

o Packet Assembling: this block assembles Ethernet
frames depending on the class type (Bypass, frame with-
out alteration; Drop, the frame is assembled with error
flag in Tuser signal at the end of the frame; Protect,
the frame is assembled with MACsec SecTAG and ICV
added and changed plaintext to ciphertext if confiden-
tiality is enabled).

macsec_top_single_secy
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A/B: AXI-Stream C: AXI4-LITE/BUS2IP

FIGURE 14. Single SecY top-level architecture partitioned into three
functional domains: Register Access Domain, Tx Domain, and Rx Domain.

3) RX DOMAIN

The main purpose of the Rx Domain is to perform data verifi-
cation of all Ethernet frames that are received from the MAC
using input and output AXI-Stream 64 bit data interfaces [37].
It runs under a minimum Rx clock of 156.25 MHz for 10 Gbps
and 390.625 MHz for 25 Gbps. At a high level, in Rx every
Ethernet frame is processed as follows:

o Packet Parsing: this block extracts header and pay-
load information of each Ethernet frame (MAC address,
VLAN, Ethertype, SecTAG, payload, and ICV).

« Packet Classification: this block determines how to pro-
cess each frame according to the extracted header infor-
mation and SecY configuration registers and assigns a
class type (bypass, drop, or verify).

o Packet Verification: this block performs frame verifi-
cation to Ethernet frames with Verify class type using
the Rx AES-GCM cipher suite with the corresponding
security configuration parameters. The frame integrity
is checked using the ICV and the payload is decrypted if
confidentiality is enabled.
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o Packet Assembling: this block assembles Ethernet
frames depending on the class type (Bypass, frame with-
out alteration; Drop, the frame is assembled with error
flag in Tuser signal at the end of the frame; Verify, the
frame is assembled with stripped MACsec SecTAG and
ICV, and changed ciphertext to plaintext if confidential-
ity is enabled).

This architecture is, therefore, suitable for a point-to-point

scenario as it consists of a single SecY that is required to form
a single CA between two O-FH nodes.

B. MULTIPLE SECY ARCHITECTURE

As was presented in Section V-B, there is a need to support
multiple SecYs per port for the network of switches O-FH
topology. To support multiple SecYs in the same port for
traffic differentiation of CUSM-Planes using independent
CAs, one option is to have four instances of the Single SecY
architecture, each serving an independent data plane. How-
ever, this option is very expensive as it increases by four the
whole resource utilization, especially the packet protection
and verification blocks implementing the AES-GCM cryp-
tography operations.

We identified that it is possible to have multiple SecYs
while keeping a single instance of the Tx and Rx process-
ing flow, including the AES-GCM cryptography operations.
This can be done by taking advantage of the frame-by-
frame transmission and reception operation in the Ethernet
port. We propose to abstract the SecY control parameters
from Tx and Rx Domains to a new Management Domain
and only keep frame data processing operations in Tx and
Rx domains. The Management Domain can then store and
maintain control information of multiple SecY's and interface
with Tx and Rx Domains, instructing them to perform data
processing using specific configuration parameters accord-
ing to a desired SecY. As a result, a configurable number
of virtual SecYs can be instantiated in the Management
Domain, all sharing the same Tx and Rx data processing
flow. The proposed Multiple SecY architecture is presented
in Fig. 15.

As there is a single physical transmission interface,
CUSM-Planes need to be mapped to its corresponding SecY.
To achieve this, we introduce in the Management Domain a
traffic mapping table at the input interface. Here, rules can be
configured to govern which SecY is used for a given transmit
frame and to bypass a specific frame if necessary, as illus-
trated in Fig. 16. The rules can be based on MAC Address,
VLAN ID, or Ethertype, offering flexibility depending on the
O-FH topology. For example, the rules can be used in the
following three O-FH scenarios:

o If a specific type of traffic is sent between con-
crete physical nodes in the O-FH network, MAC
addresses can be used to associate traffic to a specific
SecY.

« Different VLAN IDs can be used for each CUSM-Plane
to differentiate them, thus, four rules based on VLAN
IDs can be used to associate each data plane to a SecY.
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« Each CUSM-Plane uses a specific protocol, hence, the
corresponding protocol Ethertype can be used as a rule
criterion to associate each data plane to a specific SecY.

The processing flow of the Management Domain is as

follows:

o Packet Assignment: this block uses the parsed header
information in Tx and Rx Domains to check a match in
the traffic mapping table to either bypass MACsec or to
assign the frame to a SecY.

o SecY Access: this block accesses all control information
associated with the selected SecY, determines how the
frame should be processed, and updates its state.

o Packet Instruction: this block instructs Tx and Rx
Domains how to continue processing the frame and
provides the corresponding configuration parameters.
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FIGURE 15. Multiple SecY top-level architecture partitioned into four
functional domains: Register Access Domain, Tx Domain, Rx Domain, and
Management Domain.
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FIGURE 16. Traffic mapping to multiple SecYs with rules based on MAC
Address, VLAN ID, or Ethertype, offering flexibility depending on the O-FH
topology.

This architecture avoids the need of increasing by four the
whole resource utilization by having four instances of the
Single SecY architecture for each data plane. Instead, it only
increases by four the SecY control information handled by

VOLUME 11, 2023



D. Dik, M. S. Berger: Open-RAN Fronthaul Transport Security Architecture and Implementation

IEEE Access

PTP transmit step-one

PTP Message

¥

C-Plane U-Plane S-Plane M-Plane

L
Add sideband
tag to PTP
message

PTP transmit step-two

PTP “follow-up”

C-Plane U-Plane S-Plane M-Plane
L

PTP receive

PTP “follow up”

*

C-Plane U-Plane S-Plane M-Plane
A 'y

Add receive

l

| Add timestamp timestamp to
from step-one follow-up
: message

|SecY 1| |SecY 2| |SecY 3| |SecY 4|

|SecY l| |SecY 2| |SecY 3| |SecY 4|

|SecY l| |SecY 2| |SecY 3| |SecY4|

MACsec MACsec MACscc
Save the PTP Store? the
message v It 4 | ) received
timestamp TX Buffer < TSU - TXBuffer « = TSU TSU ' RX Buffer timestamp
with with

v v i
sideband tag PHY PCS layer PHY PCS layer PHY PCS layer

sideband tag

FIGURE 17. Complement Secure PTP top-level architecture for two-step PTP clock implementation with a TSU at the physical layer for time accuracy.

the Management Domain. Furthermore, the number of virtual
SecYs is fully configurable making it flexible depending on
the use case scenario. Therefore, this architecture provides the
support of multiple CAs in a single port for traffic differenti-
ation targeting different destinations in a network of switches
O-FH topology.

C. COMPLEMENT SECURE PTP ARCHITECTURE

To address the PTP challenges described in Section V-B2,
we propose a Complement Secure PTP Architecture for
two-step PTP clock implementation with a TSU at the phys-
ical layer for time accuracy. The architecture is presented in
Fig. 17.

For transmission, a sideband tag is added to the PTP sync
message before MACsec layer. The PTP message is then
MACsec protected with confidentiality and integrity using its
independent SecY. At the physical layer, the TSU identifies
the PTP message by the sideband tag instead of using the
Ethertype as this will be encrypted. It timestamps the PTP
message and stores the PTP message-specific sideband tag
with the timestamp in a Transmit Buffer (TX Buffer) that is
used to prepare the PTP follow-up message, which can then
be MACsec protected with confidentiality and integrity.

During the reception, because all MACsec frames arrive
encrypted and the TSU is not able to identify PTP messages,
it timestamps all protected frames, assigns a tag to each
timestamp, and the tag is added as a sideband to each frame.
The tags and timestamp are stored in a Receive Buffer (RX
buffer) and, after MACsec verification, the unencrypted PTP
message is mapped to its corresponding timestamp with the
use of the sideband tag.

As a result, S-Plane PTP messages can be MACsec pro-
tected and verified with confidentiality and integrity while
keeping accurate timestamping at the physical layer where
the message leaves and arrives at the port.
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VIl. HARDWARE SCALABILITY AND PERFORMANCE
EVALUATION

The architectures proposed in this paper were implemented
as Register Transfer Level (RTL) Silicon Intellectual Prop-
erty (IP) Cores, whose source code was written in System Ver-
ilog Hardware Description Language (HDL) [38]. This
section aims to explore the feasibility boundaries of the archi-
tectures implemented in FPGA devices.

At a high level, an FPGA device consists of Logic Blocks,
Programmable Interconnect, and I/O pins [38]. In Xilinx
devices, the main resources used to implement circuits are
Configurable Logic Blocks (CLBs). These blocks contain
Look-Up Tables (LUTs) and CLB Registers. LUTs are
n-input truth tables for combinatorial logic, and CLB Reg-
isters are storage elements for sequential logic. The CLBs
also contain carry logic for arithmetic operations (CARRYS)
and Multiplexers (FnMUX) to maximize resource utiliza-
tion [39]. Some FPGAs also contain specialized blocks with
non-programmable modules performing a specific function,
e.g. Block Random Access Memories (BRAM) and Digital
Signal Processing (DSP) blocks.

The results presented in this section are the output of
the logic synthesis process executed by Xilinx Vivado
2020.2 SW. Specifically, the timing reports and resource
utilization reports [40].

The synthesis runs were executed under three explanatory

variables:
« Compile time parameters with variable settings for num-

ber of SecYs (1, 2, 3, 4, 8, 12, and 16) and number of
Peers (1, 8, 16, 32, and 64).

o Target operating frequency of 156.25 MHz for 10 Gbps
and 390.625 MHz for 25 Gbps.

o Target devices of different Xilinx FPGA base architec-
tures (7 Series, Ultrascale, and Ultrascale+) and families
(Virtex and Zynq) [41].
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The response variables from the logic synthesis process
that were analyzed consist of:

o Fmax, Maximum operational frequency.

o Total LUTs, Number of Look-up Tables used for
implementation.

o Total FFs, Number
implementation.

« RAMB36, 36 kbit Block RAM.

« RAMBI18, 18 kbit Block RAM.

of Flip-Flops used for

A. SINGLE SECY ARCHITECTURE
The resource utilization for the Single SecY Architecture
targeting different devices is illustrated in Fig. 18. As shown,
the resource utilization increases linearly with an increasing
number of SecY's and peers. This was expected as the Single
SecY Architecture needs to be instantiated for the number
of SecYs and peers required. With this architecture, one to
eight SecYs can be supported according to the maximum
available resources in the different devices. Devices using
UltraScale+ architecture provide higher resources compared
to 7 Series architectures. This is without taking into account
additional IP blocks that would need to fit in the FPGA as part
of the communication subsystem, e.g. Ethernet Switch, MAC,
and PCS. For example, a MAC/PCS IP in a Zynq Ultrascale+
device consumes 13,000 LUTs, giving a MACsec impact of
12,400% with a 16 SecY configuration. Thus, the Single
SecY Architecture is only feasible for point-to-point O-FH
topologies where a minimum number of CAs is required.
Fig. 19 illustrates the Fmax for different devices and sup-
ported number of SecYs and peers. As can be seen, the
number of SecYs and Peers does not influence the Fmax.
The Fmax remains constant when the number of SecYs and
peers increase. However, it was observed that the limiting
critical path was in the packet classification block due to the
combinatorial logic required for processing each frame and
assigning class types, which can be improved with further
design optimizations. Devices using UltraScale+ architec-
ture provide higher Fmax compared to 7 Series architectures.
The target frequency of 390.625 MHz required for 25 Gbps
was achieved by UltraScale+ devices. However, the target
frequency of 156.25 MHz required for 10 Gbps was reached
by all devices.

B. MULTIPLE SECY ARCHITECTURE

The resource utilization for the Multiple SecY Architecture
targeting different devices is illustrated in Fig. 20. It can be
seen that the resource utilization is significantly reduced com-
pared to the Single SecY Architecture. This was achieved by
the addition of a Management Domain that stores and main-
tains only the control information of the number of SecYs
defined, all sharing the same Tx and Rx data processing flow.
This architecture more than doubles the number of SecY's that
can be supported compared to the Single SecY Architecture.
Over 16 SecYs can be supported according to the maximum
available resources in the different devices. Devices using
UltraScale+- architecture provide higher resources compared
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FIGURE 18. Resource utilization of the Single SecY Architecture. One to
eight SecYs can be supported on UltraScale+ devices which provide
higher resources compared to 7 Series architectures.

to 7 Series architectures. Compared to the MAC IP utilization,
this architecture with a 16 SecY configuration gives a MAC-
sec impact of 6,100%, offering a decrease in utilization of
more than half compared to the Single SecY architecture. As a
result of the reduced resource utilization, additional IP blocks
as part of the communication subsystem can be included. This
makes the architecture feasible for O-FH components that
require multiple CAs for traffic differentiation, especially for
the network of switches O-FH topology.

Fig. 21 illustrates the Fmax for different devices and sup-
ported number of SecYs and peers. Similar to the Single
SecY Architecture, the number of SecYs and Peers does
not influence the Fmax, meaning that the limiting criti-
cal path remains in the packet classification block. The
Fmax remains constant when the number of SecYs and
peers increase. Devices using UltraScale+ architecture pro-
vide higher Fmax compared to 7 Series architectures. The
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FIGURE 19. Fmax of the Single SecY Architecture. Fmax remains constant
when the number of SecYs and peers increase with higher Fmax in
UltraScale+ devices compared to 7 Series architectures.

target frequency of 390.625 MHz required for 25 Gbps was
achieved by UltraScale4 devices. However, the target fre-
quency of 156.25 MHz required for 10 Gbps was reached by
all devices.

VIil. EXPERIMENTAL PERFORMANCE EVALUATION

To analyze the impact of the proposed MACsec HW architec-
ture on the link performance, we have deployed two experi-
mental setups with Xilinx ZCU102 development boards. The
first setup is used to evaluate the CPU gain of the MAC-
sec HW offloading. The second setup is used to measure
the throughput and latency provided by the MACsec HW
architecture. The first setup is illustrated in Fig. 22. The
Zynq chip on the ZCU102 consists of a Programmable Logic
(PL), which is the FPGA fabric where the digital design
is implemented, and a Processor System (PS) running the
Linux Operating System on a Quad-core ARM Cortex-A53
processor [42]. On the two Xilinx boards, the PL implements
a 10G Ethernet port transport subsystem that includes DMA,
MACsec, MAC, and PCS IPs. In the PS, the Linux kernel net-
work stack implements an Ethernet network device driver that
enables the transmission and reception of Ethernet frames
to and from the PL 10G Ethernet port transport subsystem.
The MACsec IP implements the proposed Multiple SecY
Architecture with a 156.25 MHz clock for 10G which is
supported by the Xilinx ZCU102 board.

With the two boards connected to each other via 10G
Small Form-factor Pluggables (SFPs) and fiber port to port,
it is possible to send traffic between them and determine the
throughput offered to Ethernet frames of different sizes. The
traffic is protected first using the SW-based MACsec Linux
implementation deployed in the Linux kernel [43], and then
using the MACsec HW-based implementation proposed in
this paper.

The second setup is illustrated in Fig. 23. It emulates a
10G O-FH interface between O-RU and O-DU with CUSM-
Planes traffic. The setup consists of two O-FH interfaces; one
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FIGURE 20. Resource utilization of the Multiple SecY Architecture. More
than 16 SecYs can be supported on UltraScale+ devices which provide
higher resources compared to 7 Series architectures.

with a point-to-point connection between O-RU and O-DU,
and the other interface with one Xilinx board in the middle
implementing two 10G Ethernet port transport subsystems
for MACsec protection. In both interfaces the throughput and
latency are measured for different CUSM-Planes frame sizes
evaluating the performance provided by the MACsec IP.
The ZCU102 development board contains features to mea-
sure voltage and current for various components of the board
[44]. These features are used to analyze the dynamic power
consumption of the proposed MACsec architecture.

A. CPU OFFLOAD

Fig. 24 illustrates the CPU gain by offloading MACsec to
dedicated HW in Test setup 1. Results show that the through-
put achieved with the HW-based MACsec implementation
increases up to 42.38% compared to the SW-based implemen-
tation, especially with larger frame sizes. The limitation of
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FIGURE 22. Test setup 1: Two Xilinx ZCU102 development boards with PL
implementing the digital design, and a PS running Linux Operating
System.

the SW-based implementation is due to the CPU processing
workload for MACsec. Acceleration mechanisms, such as
Data Plane Development Kit (DPDK), can be used to improve
the CPU processing workload. In this scenario, DPDK will
accelerate the CPU processing for packet injection and MAC-
sec processing, and thus scale the achieved throughput to
both, the SW and HW-based MACsec implementations. As a
result, the maximum achieved throughput of 430 Mbps will
increase. However, the relative offload difference between
SW and HW-based implementations will remain at 42.38%,
since the encryption processing by the CPU will also scale
proportionally.

B. THROUGHPUT AND LATENCY

Fig. 25 illustrates the O-FH throughput in Test setup 2 with
and without the MACsec IP. It can be seen that the throughput
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FIGURE 24. CPU gain by offloading MACsec to dedicated HW. Throughput
increases up to 42.38% in larger frames with the MACsec IP.

is proportional to the frame size with an exponential increase.
This is due to the impact of the overhead introduced by
the network protocols encapsulation as described in Sec-
tion V-B1. Without MACsec the maximum throughput was
9.25 Gbps. When the MACsec IP was used for O-FH pro-
tection the maximum throughput was 8.25 Gbps. Hence,
the proposed MACsec architecture follows the O-FH line
rate with a maximum cost of 10% reduction. Based on the
throughput requirements defined in Table 1, this cost can be
added to dimension the required O-FH bandwidth. Further-
more, the proposed MACsec architecture can be integrated
into 10 Gbps and 25 Gbps interfaces as it supports target
frequencies of 156.25 MHz and 390.625 MHz.
Fig. 26 illustrates the latency of the proposed MACsec IP
for different frame sizes. The number of clock cycles (cc) was
measured for the following reference points:
o sof_i to sof_o: from the first 64b input word start of
frame (sof_i) to the first 64b output word start of frame
(sof o).

« eof_itoeof_o: from the last 64b input word end of frame
(eof_1i) to the last 64b output word end of frame (eof_o).
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FIGURE 25. O-FH throughput with and without the MACsec IP. The
throughput is proportional to the frame size with a maximum value of
8.25 Gbps provided by MACsec.

o sof_i to eof_o: from the first 64b input word start of
frame (sof_i) to the last 64b output word end of frame
(eof_o).

It can be seen that the MACsec IP has a fixed latency of
45 cc from sof_i to sof_o and 49 cc from eof_i to eof_o.
The number of clock cycles increases linearly from sof_i to
eof_o depending on the frame size. This fixed latency results
from a pipelined MACsec implementation that also keeps
a constant throughput. The 45 cc at a target frequency of
156.25 MHz for 10 Gbps corresponds to a delay of 0.288 us.
The strictest latency requirement from Table 1 defines a max-
imum one-way frame delay of 25 us for Ultra-low latency use
cases. Thus, the delay contribution of the proposed MACsec
architecture to the O-FH interface is minimal.

The Complement Secure PTP Architecture proposed in
this paper keeps the TSU placed at the physical layer. This
means that by design the MACsec IP doesn’t have any
impact on the time-stamping done at a lower layer. Therefore,
the proposed MACsec architecture respects the O-FH time
requirements defined in Table 1. Furthermore, the fact that
the MACsec IP provides a fixed latency indicates that it also
supports the placement of the TSU before the MACsec layer
for one-step PTP clock implementation, if required.

C. POWER CONSUMPTION

Fig. 27 illustrates the measured power in the PL when frames
are protected using the SW-based MACsec Linux, and when
using the proposed HW-based MACsec IP. It can be seen that
the power contribution of the MACsec IP to the design is
3 mW. Furthermore, the power in the PL remains constant
for all frame sizes in both cases. Therefore, the addition
of MACsec to the 10G Ethernet port transport subsystem
in this implementation increases the power consumption by
150%. It can be observed that the impact of MACsec on
power consumption doesn’t follow the same behavior as the
resource utilization impact of 6,100%.

VOLUME 11, 2023

Feference x
sof 1to sof o

]

)

w
L

eof itoeof o
i X sof itoeof o X

Latency (clock cycles)
5 B oo = 8
EJ'I" (=] w = v 8
: . . : :
X

o
=
L

0 200 400 600 800 1000 1200 1400
Frame size (Bytes)

FIGURE 26. Latency of the MACsec IP for different frame sizes. It has a
fixed latency from sof_i to sof_o and from eof_i to eof o supporting the
placement of the TSU before the MACsec layer for one-step PTP clock
implementation.

50 -4 mm ] ] ] ] ] ]

Implementation
® 5W Linux MACsec
B HW MACsec IP

Power (mW)
w
(1]

20 ee L] . ] ] . .

0 200 400 600 800 1000 1200 1400
Frame size (Bytes)

FIGURE 27. Power contribution of the MACsec IP to the design for
different frame sizes.

IX. CONCLUSION
The O-RAN Fronthaul is exposed to Layer 2 threats and
vulnerabilities that can significantly risk the operation of the
RAN. An attacker with access to the fronthaul interface has
the capacity to eavesdrop on all traffic in the link. Without
any security mechanism, an attacker can access and identify
hosts, types of traffic, and packet contents. This allows him
to inject false messages by impersonating a legitimate node,
corrupting a legitimate message, and replaying or delay-
ing a legitimate message. These threats can be performed
especially to CUS-Planes protocols due to their clear-text
nature and direct encapsulation over Ethernet. The overall
impact of these threats is a possible degradation or Denial-
of-Service in the RAN. Therefore, there is an urgent need for
Layer 2 security mechanisms to protect the O-RAN Fronthaul
with features of authenticity, confidentiality, integrity, and
replay protection.

MACsec is a persuasive solution to secure the O-RAN
Fronthaul as it operates on Ethernet frames and, hence, can
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provide protection to the CUSM-Planes encapsulated over
Ethernet. However, implementation challenges exist that need
to be addressed. These include fronthaul line rate dimen-
sioning with MACsec overhead taken into account, accurate
timestamping for S-Plane PTP protection with a fixed latency
MACsec design, and multiple MACsec CAs support per port
for traffic differentiation protection or for MACsec bypass in
the multiple fronthaul topologies.

This article proposed a MACsec HW-based IP core archi-
tecture for the O-RAN Fronthaul that targets FPGA and
ASIC implementations. It provides traffic bypass and multi-
ple SecY selections per port according to CUSM-Planes data
traffic. It also includes accurate S-Plane PTP timestamping
for two-step PTP clock implementation with the TSU at the
physical layer for time accuracy.

The MACsec IP was implemented and evaluated for its
feasibility in FPGA devices and its impact on the link per-
formance. Results show that over 16 SecYs can be sup-
ported using Xilinx UltraScale+ devices that provide higher
resources compared to 7 Series architectures. The target fre-
quency of 390.625 MHz required for 25 Gbps was achieved
only by UltraScale+ devices. However, the target frequency
of 156.25 MHz required for 10 Gbps was reached by Ultra-
Scale and 7 Series devices.

It was observed that a CPU gain of 42.38% was achieved
using the MACsec IP compared to the SW-based Linux
MACsec implementation. However, adding the MACsec IP
to the Ethernet port under evaluation increases the power
consumption by 150%. The proposed MACsec architecture
follows the 10 Gbps fronthaul line rate under evaluation with
a maximum cost of 10% reduction. This cost can be added
to dimension the fronthaul bandwidth when using MACsec.
Finally, the MACsec IP offers a fixed latency of 0.288 us
from the frame ingress to the frame egress regardless of the
frame size which represents a minimal delay contribution to
the fronthaul interface. This also supports the placement of
the PTP TSU before the MACsec layer for S-Plane PTP one-
step clock implementation if required. Therefore, the pro-
posed MACsec hardware architecture satisfies the security
and performance required in the O-RAN Fronthaul interface.
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