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ABSTRACT Early computer-aided early diagnosis (CAD) based on retinal imaging is critical to the timely
management and treatment planning of retina-related diseases. However, the inherent characteristics of
retinal images and the complexity of their pathological patterns, such as low image contrast and different
lesion sizes, restrict the performance of CAD systems. Recently, ultra-wide-field (UWF) retinal images have
become a useful tool for disease detection due to the capability of capturing much broader view of retina
(i.e., up to 200◦), in comparison with the most commonly used retinal fundus images (45◦). In this paper,
we propose an attention-based multi-branch network for the diseases classification of four different subject
groups. The proposed method consists of a multi-scale feature fusion module and a dual attention module.
Specifically, small-scale lesions are identified using the features extracted from the multi-scale feature fusion
module. To better explore the obtained features, the dual attention module with a global attention graph is
incorporated to enable the network to recognize the salient objects of interest. Comprehensive validations
on both private and public datasets were carried out to verify the effectiveness of the proposed model.

INDEX TERMS Diseases classification, UWF image, multi-scale, attention, retina.

NOMENCLATURE
DR: Diabetic retinopathy.
AMD: Age-related macular degeneration.
RD: Retinal detachment.
FOV: Field-of-view.
DL: Deep learning.
UWF: Ultra-wide-field.
CNN: Convolutional Neural Network.

The associate editor coordinating the review of this manuscript and

approving it for publication was Carmelo Militello .

I. INTRODUCTION
Visual impairment of most ocular diseases, including diabetic
retinopathy (DR), age-related macular degeneration (AMD),
and retinal detachment (RD), is becoming a serious issue
for public health, particularly in aging populations [1], [2],
[3]. Early screening through ophthalmologic examinations is
important to the timely detection of early symptoms. How-
ever, the diagnostic efficiency is strongly affected by the
imbalance between the limited ophthalmic resources and
the ever-growing patient population. Conventionally, funuds
photography with a regular field-of-view (FOV) is commonly
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used in clinical practice for screening multiple retinal-related
diseases [4], [5]. A single image with a 30-50◦ FOV only
partially shows the retina, and is not sufficient to observe
pathological changes in the exterior regions. As such, the
advent of wide-angle retinal imaging systems has become
increasingly common in clinical applications. These systems
can provide an angle of view of up to 200◦ and cover nearly
the entire retina field.

Automatic localization and detection of lesions using deep
learning (DL) algorithms have been shown as effective means
for the detection of a variety of ocular diseases. For retinal
fundus image analysis tasks such as retinal vessel segmenta-
tion [6], [7], optic disc segmentation [8], [9], artery/vein clas-
sification [10], and DR grading [11], [12], [13], DL-assisted
diagnosis has been extensively studied. Several attempts
were also made on both color fundus and ultra-wide-field
(UWF) images by Convolutional Neural Network (CNN).
For instance, Wang et al. [14] designed a dual-stream CNN
specifically for multimodal AMD classification. Wang et al.
[15] used a multi-stream network structure to identify 36 reti-
nal diseases using three sub-networks to extract features from
the macula, optic disc and entire fundus region, respectively.
For the recognition of UWF fundus images, Oh et al. [16]
designed a model for the DR detection task and demonstrated
that automatic detection of DR on UWF images is feasible.
Zhang et al. [17] used six image preprocessing technologies
to investigate their effects on fundus abnormality prediction
performance and three fundus disease models. Li et al. [18]
devised a deep learning system that employs UWF images
to automatically identify retinal exudates and/or drusen with
high reliability.

Previous works on ocular disease classification have found
that the diagnostic accuracy ofDLmodels trained from retinal
fundus images is highly dependent on the image quality and
the scale of training set. Despite the advantage of larger FOV
in UWF images, they however have lower image contrast
and visibility, as well as uneven illuminations as shown in
Figure 1. Those limitations increase the difficulty in disease
classification since many lesions can be observed in the
peripheral areas of UWF images, where their appearances are
relatively small and even harder to be detected. Therefore,
by paying a special attention on the subtle lesion detection
is essential for improving disease classification performance
with UWF images. In standard CNN [19], [20], the shallow
convolution layer of the network has relatively higher spatial
resolution but less semantic knowledge, which is still pos-
sible to learn the subtle lesion features with low visibility.
On the contrary, the deep convolution layer has rich semantic
information, but it is easy to ignore subtle features. Previous
disease classification methods [21], [22] paid little attention
to the shallow features and may result in poor performance.
Thus, appropriate strategy needs to be developed to better
combine shallow features with deep semantics, for a higher
discrimination ability of the classification model.

Currently, the concept of visual spatial attention mech-
anism is applied in medical image analysis to detect

FIGURE 1. Ultra-wide-field fundus images showing typical Examples. The
pathological results are highlighted with a yellow border. (A)DR, (B)AMD,
(C)RD, (D)Normal.

representative features from images with multiple lesions,
noise, and artifacts [23], [24]. By aggregating different levels
of features, the attention model shows strong capability for
disease classification. Inspired by the above idea, we pro-
pose a new attention-based dual-path and multi-scale feature
fusion network to focus on the lesion object and thus to extract
the most distinctive features for multiple disease classifica-
tion tasks on UWF images.

The proposed network structure uses Resnet34 for both
paths. One path is designed to use the multi-scale feature
fusion module to fuse features at different scales and direct
the network to focus on fine-grained lesion features. The
other path works similarly but pays more attention to the
global lesion features. The local and global features are
combined after average pooling to provide comprehensive
knowledge for the decision-making stage of the classification
model. In addition, a dual attention module with both channel
and spatial attention enhancement is added to the dual paths
so that the model can focus on the appropriate level of detail
at low contrast. Overall, the contributions of this paper can be
summarized as follows:

• We introduce a dual-path attention mechanism, enabling
the model to effectively focus on both small lesions features
and global pathological distribution features.

• We propose a multi-scale feature fusion strategy, which
can fully exploit and fuse different levels semantic informa-
tion while suppressing irrelevant information.

• Both of these strategies can be used in a plug-and-play
approach for any other backbone. We validate the proposed
model onmultiple datasets and experimental results show that
our method outperforms others in classifying these different
diseases.

II. RELATED WORK
A. DEEP LEARNING BASED CLASSIFICATION ON UWF
IMAGES
Deep learning algorithms, especially CNN, have achieved
considerable success in video and image recognition.
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In particular, CNN has unique advantages in large-scale data
processing, and also has excellent performance in medical
image applications [25], [26], [27]. In the field of ophthalmol-
ogy, several tasks have demonstrated that they can achieve
comparable accuracy to clinical experts [28], [29]. Color fun-
dus imaging is a widely used conventional imaging technique
for diagnosing retinal diseases. In recent years, the UWF
images have also attracted increasing attention from many
researchers to further explore CNN-based image analysis and
disease diagnosis techniques. Hiroki et al. [30] used a simple
network to detect the pathological features of glaucoma and
estimate the associated visual field defects. Nagasawa et al.
[31] used a dataset of 378 UWF images in conjunction with
the VGG-16 model to identify the presence of early-stage
proliferative diabetic retinopathy. Ju et al. [32] devised a
modified cyclic generative adversarial network (CycleGAN)
to generate additional UWF images for training. Li et al. [33]
designed a DL system using UWF images to detect retinal
detachment and identify retinal detachment-induced macular
degeneration. Cao et al. [34] proposed a cascade system for
ocular disease screening with interpretability and scalability.
By visualizing pathological and anatomical information, the
system improves the accuracy and interpretability of dis-
ease prediction. Previous studies have shown that DL-based
approaches are effective for fundus disease classification of
UWF images. Although these networks are advantageous in
extracting global features, they also tend to ignore important
local information and are not suitable for representing dis-
criminative detailed features.

B. ATTENTION MECHANISM IN DEEP LEARNING
The attention mechanism is a product of the study of human
visual perception and can effectively focus on features in key
regions. It enables deep learning models to focus on the target
regions in order to learn more discriminative representations
and to suppress unimportant features. The integration of
visual attention mechanisms into deep learning architectures
has made significant progress in image classification [35],
[36], object localization [37]and semantic segmentation [38],
[39]. Hu et al. [40] proposed a squeeze and excitation
(SE) network, which adaptively adjusts the feature response
of each channel while modeling the internal dependencies
between channels. Wang et al. [41] proposed a self-attention-
based operation that computes the interaction between any
two locations to directly capture long-range dependencies and
achieve effective classification performance. Cheng et al. [23]
proposed a novel modular group attention block to capture
the dependencies present in medical image features along
two mutually independent dimensions, namely, channel and
space. This approach produced promising results in medical
image segmentation and classification tasks. He et al. [42]
used global attention blocks and category attention blocks
to compel the network to concentrate on the lesioned object
thereby achieving improved DR classification. Xie et al. [43]
introduced a novel cross-attention network based on the
ResNet34 model, which uses scanning laser ophthalmoscopy

(SLO) fundus images to complete the classification of three
diseases and normal images. However, although they have
achieved good results, they still need to fully consider the
characteristics of different network scales, which is also very
helpful in improving the performance.

III. PROPOSED METHOD
In this section, we propose a new attention-based dual-path
multi-scale fusion network, as shown in Figure 2, which is
mainly classified into Local CNN and Global CNN. Among
them, Local CNN integrates features of different scales by
Multi-scale Feature Fusion Module (MFFM), which can cap-
ture some small lesion areas and focus on local areas. In con-
trast, Global CNN allows a more comprehensive focus on all
lesions. At the same time, to make better use of the extracted
features, we also propose the Dual AttentionModule (DAM),
which allows the network to focus on the lesion area. These
modules are described in detail in the following subsections.

A. MULTI-SCALE FEATURE FUSION MODULE
Different layers of the CNN can be used to capture different
features. In particular, the lower layers are adept at capturing
local features, while the deeper layers are capable of cap-
turing global features of the same image. Feature fusion at
different levels has proven useful in several computer vision
tasks, such as semantic segmentation, classification, and
detection [44]. Common fusion operations, such as addition
or concatenation, are performed at the pixel level. However,
due to the lack of semantic information of low-level features,
the performance gain is limited. Therefore, for UWF images,
to solve the salience problem and highlight the differentiated
regions of different scales in fundus images, we introduce a
MFFM by encoding the multi-scale features attention [45],
[46]. Next, we will introduce the details of the MFFM shown
in Figure 3. Specifically, We employ four ResBlocks [20]to
generate four sets of feature maps Xi and Xj from the original
fundus images at different resolutions, where i(i = 1,2,3) and
j(j=4) denote the level of resolution. In order to retain more
spatial information, we modify the down sampling step of
Xj to 1. The content of the appeal considers two sources of
information: a high-level feature map Xj ∈ RCj×Hj×Wj and
a low-level feature map Xi ∈ RCi×Hi×Wi . Then Xi and Xj are
transformed into compact embeddings X ci ∈ RC×Nh and X cj ∈

RC×S using 1 × 1 convolution and spatial pyramid pooling,
where Nh = Hn ×Wn and S denotes pyramid pooling pixels,
as shown in Figure 4. Next, X cj is matrix multiplied by Xi,
and then softmax is applied to compute the affinity matrix
M ∈ RS×Nh , and finally the fusion output Xf ∈ RCn×Nh is
computed by the matrix product of M and X ci

T , with the
following equation:

Xf = MFFM (Xi,Xj) = φ(Fs(X cj X
c
i
T )X ci ,X

c
j ) (1)

X = φ(X1
f ,X2

f ,X3
f ) (2)

where φ denotes a 1×1 convolution that reduces these
features to a compact embedding, Fs denotes the softmax
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FIGURE 2. Illustration of the architecture of our proposed model which is mainly divided into Local CNN and Global CNN. Local CNN is composed of
MFFM and DAM. Due to the integration of different scale features, the network can capture some small lesion areas. Global CNN is composed of DAM,
which enables the network to focus on the target area and capture global information through channel and spatial attention mechanism.

FIGURE 3. The detailed architecture of the Multi-scale Feature Fusion
Module (MFFM).

FIGURE 4. The detailed architecture of the pyramid pooling.

activation function. X is expressed as the last multi-scale
fusion feature.

B. DUAL ATTENTION MODULE
As shown in Figure 5, the DAM includes both channel and
spatial attention mechanisms. To identify and diagnose spe-
cific feature channels, this subsection relies on the SE atten-
tion mechanism [40] as the channel attention module, which
learns a channel attention weight. We define the feature map
as F ∈ RC×H×W . The channel attention feature map Fi ∈

RC
i
×H×W is computed by the following equation:

Fi = σ (W (GAP(F))) × F (3)

where the sigmoid function is denoted by σ , GAP denotes
global average pooling, and W represents the two fully con-
nected (FC) layers activated with Relu [47]. In the first FC
layer, the number of neurons is set to rC, where r denotes the

FIGURE 5. The detailed architecture of the Dual Attention Module (DAM).

dimensionality reduction rate, which is typically set empir-
ically to 1/16. In the subsequent FC layers, the number of
neurons is set to C. Spatial attention is a mechanism that
determines the importance of individual spatial locations by
training spatial attention weights that work in conjunction
with channel attention. Given the previously derived feature
map Fi, the spatial attention feature map Fj ∈ RC

j
×H×W is

computed using the following equation:

Fj = σ (Conv(Fi)) × Fi (4)

where σ denotes the sigmoid function and Conv denotes a
method of combining the spatial information of each channel
into a single channel that consists of two 1×1 convolution
operations. The first convolution operation outputs c/r chan-
nels, which are then processed using the Relu function, where
c is the number of input channels and r is the reduction rate.
The second 1×1 convolution operation outputs 1 channel.

IV. EXPERIMENTS AND DISCUSSIONS
A. DATASET AND EVALUATION METRICS
The UWF images used in this study are acquired by Ningbo
Eye Hospital using Optos. All images are obtained in accor-
dance with regulatory approval and patient consent. The
dataset is classified by two experienced ophthalmologists,
resulting in a total of 416 images of AMD, 477 images of DR,
228 images of RD, and 444 images of Normal. Therefore,
we collect a total of 1565 UWF images and randomly divide
them into training set and test set at a ratio of 4:1. The distri-
bution of the data is shown in Table 1, where 1250 images are
assigned to training and 315 images are assigned to testing.
In addition, the performance of the proposed method is eval-
uated using various evaluation metrics, including Accuracy,
Precision, Recall, and F1 score.
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TABLE 1. The training and test set data distribution.

TABLE 2. Experimental configuration.

B. IMPLEMENTATION DETAILS
We feed the UWF images in random order to the proposed
framework during the training process. To reduce overfitting,
we perform data enhancement strategies including random
vertical flip, horizontal flip, and random rotation. In addition,
dropout is also used to mitigate overfitting. Since the pixel
size of the original UWF image is 3900×3072, which is too
large for the network, we reduce the size of the original image
to 448×448. TheAdam optimizer is used to train the network,
with an initial learning rate of 0.0005 and a cosine annealing
learning rate decay strategy, as shown in Table 2. The training
batch size for all models is set to 16, and the number of train-
ing epochs is 100. As shown in the training curve in Figure 6,
the network reaches convergence within 100 epochs. The
training is performed using the PyTorch framework in
Python, and all experiments are run on an Ubuntu 16.04 oper-
ating system with an NVIDIA GeForce 1080 Ti GPU. The
classification loss function selected for this study is the cross-
entropy function. We define three loss functions as Llocal ,
Lglobal , and Lfusion, respectively. The final formula is as
follows:

Ltotal = Llocal + Lglobal + Lfusion, (5)

While all of Llocal , Lglobal , and Lfusion are used in the loss
calculation during training, we predict the model based on
Lfusion at test time, since Lfusion already contains information
from Llocal and Lglobal .

C. CLASSIFICATION PERFORMANCE COMPARISON
The experimental results of different methods are shown
in Table 3. To demonstrate the superiority of our model,
we use transfer learning to train the well-known deep struc-
ture, such as InceptionV3 [48], VGG16 [19], ResNet34
and ResNet50 [20] models. These networks contain the
characteristics of deep networks, with InceptionV3 having
the characteristics of a multi-branch architecture and the
ability to perform extensive feature extraction. ResNet34
and ResNet50 can combine shallow information and deep
information through residual connections. Therefore, these
models are a good baseline for the study. We modify the
last fully connected layer to four nodes in each model
and train the model under the same settings. Based on
the results in rows 1 to 4 of the table, ResNet34 outper-
forms the other baseline models and becomes the preferred

FIGURE 6. The training curves.

TABLE 3. The classification results of different methods (%).

backbone of the proposed framework. To further demon-
strate the effectiveness of the proposed approach, this paper
also compares some other attention-based as well as mul-
tiscale approaches (the backbone networks are all based
on Resnet34). CANet [49] captures long-range correlations
by embedding location information into channel attention
with less computational overhead. CABNet [42] uesd the
global attention block and the category attention block to
improve model classification by focusing the network on
lesion objects. CAMB [43] used a multi-branch network
based on UWF images and combines multi-scale and atten-
tion mechanisms to improve classification of multiple dis-
eases. Rows 5 to 8 of the table show that our proposed
method achieves the most advanced results in all evaluation
metrics, with an accuracy of 92.33%. For the best baseline
model (Resnet34), the accuracy metric improved by 3.51%
and by 1.91% over the CABNet model, which ranked second
in the comparison methods. The above experimental results
demonstrate the remarkable classification performance of our
proposed method when applied to the diagnosis of fundus
diseases in UWF images has a good application prospect.

We plot receiver operating characteristic (ROC) curves
and compare eight models on the test dataset, including
AMD, DR, RD and Normal UWF images, as illustrated in

VOLUME 11, 2023 45409



F. Chen et al.: Dual-Path and Multi-Scale Enhanced Attention Network for Retinal Diseases Classification

FIGURE 7. The receiver operating characteristic curve on each disease of comparison of different methods. (a)-(d) indicate the results of the AMD,
DR, Normal and RD UWF images, respectively.

Figure 7. The performance of a network’s classification abil-
ity is positively correlated with the size of the area covered
by the ROC curve. The black curve represents our proposed
method, which achieved excellent classification performance
in all four prediction categories. Moreover, we can see from
Figure 7 that our method significantly outperforms other
comparative methods for DR fundus diseases. That’s because
many UWF images of DR have similar features to Normal
categories. For example, the hemorrhages are not obvious
in some of the DR images, while there is a lot of noise
in Normal images, and these two categories can be easily
misclassified. However, our two-branch multi-scale attention
network can guide the network to extract DR disease-related
features and capture subtle lesion regions by focusing on key
target regions.

D. ABLATION STUDY
As mentioned above, we propose a dual-path multi-scale
attention network consisting of Local CNN and Global CNN.
Specifically, we compare the following network structures:
ResNet34 network alone, Local CNNwithMFFM and DAM,
and Global CNN with DAM. Note that our proposed models
all use ResNet34 as the backbone. The comparative ablation
experiments are shown in Table 4. Compared with ResNet34,

Local CNN significantly improved, mainly due to the fusion
of information of different scales by MFFM. Because the
shallow network possesses higher resolution and the deep
network possesses richer semantic information. The network
can focus more on the tiny local lesions by fusing the shallow
network with the deep network. In addition, the results of
Global CNN are also better than ResNet34, mainly because
DAM can make the network more focused on the lesion
area and capture global information. Our proposed method
combines Local CNN and Global CNN, and the classification
result of the fused network is much better than that of the
network without fusion. The accuracy of the former network
is 1.60% higher than that of the latter network. These results
show that our proposed network effectively improves the clas-
sification of UWF images by fusing local information with
global information discriminate lesion regions of different
sizes.

To further analyze the results, we plot the confusion matrix
of the contrastive ablation network, as shown in Figure 8.
Based on the confusion matrix, it can be observed that the
designed network can greatly improve the prediction perfor-
mance of RD and DR fundus diseases, achieving an accuracy
of 100% in accurately identifying RD, which is highly desir-
able for practical applications. In addition, we use t-SNE [50]
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FIGURE 8. The confusion matrix of four classes classification: AMD, DR, Normal, and RD. (a)–(d) represent the results of
ResNet34, Local CNN, Global CNN, and proposed methods, respectively.

FIGURE 9. Visualization of t-SNE for different comparison networks on the test set. (a)–(e) represent the original test dataset,
ResNet34, Local CNN, Global CNN and the proposed method, respectively.

for the visualization and interpretation of the high dimen-
sional features that are acquired by the network. As shown in
Figure 9, we can intuitively see that the features of different

types of UWF images are mixed, so it is difficult to deter-
mine the cluster center. After the UWF image is processed
by ResNet34, the clustering becomes clearer. However, its
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FIGURE 10. Performance Comparison of different models. We show three types of UWF images (from top to bottom, i.e.
DR, AMD and RD, respectively). The first column provides the original image, where the yellow arrow indicates the lesion
area. The second column provides the heatmaps without attention, the third column provides the heatmaps of Global
CNN, and the four column shows the heatmaps refined by Local CNN.

TABLE 4. The test dataset classification results of the contrasting
ablation network models(%).

clustering boundary is still challenging to divide. Compared
with ResNet34, our proposed network separation effect is the
best, which is consistent with Table 4.

To assess the interpretability of the model and gain a
better understanding of the impact of Local CNN and Global
CNN, Grad CAM [51] is employed to visualize the results.
As shown in Figure 10, we provide three UWF images cor-
responding to DR, AMD, and RD, and the yellow arrows
in the first column indicate the approximate lesion areas.
The third and fourth columns display the results of the
Global CNN and Local CNN, respectively, both of which
outperform the model without the attention mechanism in
the second column. This indicates that the extracted fea-
tures are effective in distinguishing between prediction cat-
egories. However, in models lacking attentional mechanisms,

it may appear that irrelevant regions are highlighted, such
as shown in the DR and AMD heatmaps in the second col-
umn, while for the lesioned regions of RD, they may not be
covered by the heatmaps. For challenging cases, such as DR
shown in the first row, the lesion heatmap generated by the
Local CNN can cover the lesion region even if the lesion is
small, indicating that the Local CNN is able to capture smaller
lesions. As shown in the heatmap in the third column, the
Global CNN can focus on the lesion region more comprehen-
sively and avoid information redundancy through the global
attention map. Thus, by combining Local CNN with Global
CNN, the network can adaptively identify lesion regions of
different sizes and focus on disease-specific features. This
approach effectively improves the classification performance
of the proposed network and provides good interpretability,
which is useful for clinical diagnosis.

We compare our proposed DAM with the attention mod-
ules SENet [40] and CBAM [52], which are widely used
for classification tasks. We apply these attention modules in
the last feature layer of the dual-path network and present
the experimental results in Table 5. SENet only uses chan-
nel attention and ignores spatial attention. Thus, it may not
capture the details of local lesions. In contrast, DAM is a
combination of channel and spatial attention learning, with
better performance. CBAM also considers channel and spa-
tial information, but as shown in Table 5, the classification
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TABLE 5. The classification results of different attention blocks on the
testing dataset(%).

TABLE 6. Comparison with state-of-the-art results on IDRiD dataset(%).
* indicates that the result is obtained from [53].

performance of DAM is better than that of CBAM. The
possible reason is that CBAM uses maximum pooling, which
causes the network to be affected by background noise during
classification.

E. VALIDATION
Table 6 shows the evaluation results of our model and other
models on the IDRiD challenge. Our model is trained using
only the data from Sub-challenge2 [53], which consists of
413 training images and 103 test images. We use the same
experimental setup for the training of different models, and
the input size of the images was 512 × 512. Notably, this
competitive dataset covers both diabetic retinopathy and
diabetic macular edema, while the references [54], [55]
provide only independent diabetic retinopathy results. More-
over, it is noteworthy that all the methods compared have
used external datasets to strengthen the effectiveness of their
models, thus increasing the final classification accuracy of
Sub-challenge2. In contrast, our proposed approach uses only
the provided dataset to train the model parameters for clas-
sification. As shown in the third column of Table 6, our
method outperforms other methods for smaller input sizes
with an accuracy of 69.90%, which is only surpassed by
the Lzyuncc [53] scheme that uses an input size of 896 ×

896. Experimental results show that our proposed method
retains good classification performance on other modal data,
which demonstrates the robustness and generalizability of our
method.

V. CONCLUSION AND FUTURE WORK
In this article, we present a novel dual-path and multi-scale
enhanced attention network for retinal multi-disease clas-
sification using UWF fundus images. The network intro-
duces a dual-path attention mechanism, which enables the
model to effectively focus on small lesion features and
global pathological distribution features through amulti-scale
feature fusion module and a dual-attention module. The
multi-scale feature fusion module enables the network to
explore and fuse semantic information at different levels,
highlighting different scales of difference regions in fun-
dus images and thus identifying small-scale lesions. Fur-
thermore, the dual-attention module with a global attention
map is added after the last feature layer of the dual-path
network to better explore the obtained features and focus
on lesion regions while avoiding information redundancy.
The experimental results show that the proposed framework
can effectively classify three different types of fundus dis-
eases as well as normal images, and achieves a relatively
good classification performance. The ablation experiments
confirm that the developed module can effectively improve
the classification performance of the network. In the future,
we will focus on improving the classification performance
by strengthening the data collection and pre-processing of
UWF images. In addition, since the conventional color fundus
datasets are relatively large while the available UWF data is
very limited, we thus may also consider to utilize transfer
learning techniques to improve the classification performance
onUWF images by taking advantage of the well-labeled color
fundus data.
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