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ABSTRACT A challenging engineering optimization problem in electrical power generation is the unit
commitment problem (UCP). Determining the scheduling for the economic consumption of production assets
over a specific period is the premier objective of UCP. This paper presents a take on solving UCPwith Binary
Slime Mould Algorithm (BSMA). SMA is a recently created optimization method that draws inspiration
from nature and mimics the vegetative growth of slime mould. A binarized SMA with constraint handling
is proposed and implemented to UCP to generate optimal scheduling for available power resources. To test
BSMA as a UCP optimizer, IEEE standard generating systems ranging from 10 to 100 units along with
IEEE 118-bus system are used, and the results are then compared with existing approaches. The comparison
reveals the superiority of BSMAover all the classical and evolutionary approaches andmost of the hybridized
methods considered in this paper in terms of total cost and convergence characteristics.

INDEX TERMS Binary slimemould algorithm (BSMA), heuristic optimization algorithm, unit commitment
problem (UCP), economic load dispatch (ELD), power system optimization.

I. INTRODUCTION
Conventional power generation and supply systems at present
handle dynamic load demand with multiple generating units.
The load demand is dynamic because it fluctuates over time as
per user-end consumption. When the user-end consumption
or load demand is at its highest, all the available generating
units must be kept running. On the other hand, when the user-
end consumption or load demand is less, it is unnecessary to
keep all the available generating units turned on and running.
It is economically disadvantageous to keep all the generating
units running and some generating units are required to be
turned off. To ensure the power station’s cost-effective and
efficient operation, it is essential to schedule which units are
to be turned on and turned off. Besides satisfying the varying
load demand, proper scheduling results in a cost-effective
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power generation, which generates more profit and ensures
efficient usage of generation utilities. The process of deter-
mining the schedule of multiple generating units for a specific
period is called Unit Commitment (UC). The UC Problem
is an optimization problem whose objective is to reduce the
cost of electrical energy generation by fulfilling various con-
straints regarding system and production units. The UCP is a
large-scale, mixed-integer, non-linear optimization problem
with complicated constraint requirements.

Over the last few decades, researchers have designed,
developed, and applied numerous classical, evolutionary
heuristic/metaheuristic, and hybridized optimization tech-
niques to solve the UCP. Classical optimization techniques
are standard numerical/mathematical methods to solve an
optimization problem. Some of the classical optimization
techniques that were used to solve UCP are Priority List [1],
Dynamic Programming [2], Lagrangian Relaxation and its
different variants [3], Benders Decomposition [4], Mixed
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Integer Linear Programming [5], Second Order Cone Pro-
gramming [6], Semi-definite Programming [7], Branch and
Bound methods [8], etc. Researchers used these classical
optimization techniques as some of the early attempts in solv-
ing UCL. Classical optimization techniques are advantageous
because they follow a straightforward approach to a solution.
Furthermore, their convergence process is iteration-less and
swift. Finally, their output is integer-type. However, several
limitations were seen while implementing these classical
optimization techniques. For instance, due to its process, Pri-
ority List [1] eliminates some potentially optimal solutions,
leading to a sub-optimal solution. On the other hand, the rest
of the classical optimization techniques like Dynamic Pro-
gramming [2], Lagrangian Relaxation [3], and Mixed Inte-
ger Linear Programming [5] suffer from excessive computa-
tional time and resources to find the optimal solution. All of
these shortcomings resulted in costlier solutions and moti-
vated researchers to try and implement newer optimization
approaches. Consequently, throughout the years, researchers
attempted to hybridize classical optimization techniques and
apply those techniques to solve UCP. Some examples of
hybridized classical optimization techniques are Quantum
Surrogate Lagrangian Relaxation [9] and Fuzzy Mixed Inte-
ger Linear Programming [10]. However, like their predeces-
sors, these hybridized methods fall short of providing an
efficient convergence to the solution as the complexity of the
generation system increases.

In recent years, many evolutionary heuristic/metaheuristic
algorithms have been developed by different researchers.
Most of them were influenced by various natural occurrences
and preying behavior of animals. These algorithms were
later implemented to solve UCP. Some of the nature-inspired
evolutionary metaheuristic techniques that were applied to
solve UCP are Genetic Algorithm [11], Binary Particle
Swarm Optimization [12], Ant Colony Optimization [13],
Binary Grey Wolf Optimizer [14], Imperialistic Competition
Algorithm [15], Enhanced PSO [16], Shuffled Leaping Frog
Algorithm [17], Enhanced Simulated Annealing [18], Binary
Gravitational Search Algorithm [19], Evolutionary Program-
ming [20], Binary Fish Migration Optimization [21], Chaotic
Gorilla Troops Optimizer [22], Binary Alternative Moth-
Flame Optimization [23], etc. Applying these metaheuristic
algorithms for solving UCP offered an advanced, smooth,
and swift convergence to the global solution compared to the
classical optimization techniques. These metaheuristic algo-
rithms also offered greater handling capability of complex
UCP constraints. It is to be noted that, all of these nature-
inspired algorithms are very diverse. Some of them show
significant improvement over others in exploring the most
optimal solution due to the nature-inspired process it follows.
Earlier nature-inspired meta-heuristics like Genetic Algo-
rithm [11] and Particle Swarm Optimization [12] provide
premature convergence [24] and limited explorability. Addi-
tionally, their solution was largely dependent on the selection
of weighting parameters. Later, these problems were solved

in algorithms like Grey Wolf Optimizer [14], Whale Opti-
mization Algorithm [43], and other newer nature-inspired
meta-heuristics. Researchers are continuously working to
overcome the still prevalent shortcomings like uncertain con-
vergence, entrapment to local minima, the requirement of
excessive iteration, and longer simulation time. An extensive
review of the implementation of classical, metaheuristic, and
hybridized optimization techniques for solving UCP is per-
formed in [24].

Hybridized methods combine both classical optimiza-
tion techniques and evolutionary metaheuristic algorithms
to solve UCP. Well-known hybridized techniques are
hybrid PSO-GWO [25], Lagrangian Relaxation and Genetic
Algorithm [26], LRPSO [27], a Solution Modification
Process [28], Hybrid Genetic ICA [29], Hybrid Harmony
Random Search [30], Improved Pre-prepared Power Demand
Table and Muller Method [31], local convergence aver-
age BPSO [32]. Quantum-inspired hybridization is another
noteworthy attempt to hybridize classical and evolutionary
techniques. QEA [33], QIBGSA [34], QBPSO [35], and
QIBGWO [36] are some of the examples of that. Hybridized
solution techniques solve the shortcomings of classical opti-
mization techniques (handling system dimensionality, lack
of convergence) and evolutionary algorithms (uncertainty
of convergence, limited explorability). Complex sequential
procedure is the most common drawback of hybridized
techniques, resulting in longer iteration time and slower
convergence. For instance, due to the sequential calculation
of PSO and GWO [25], hybrid PSO-GWO convergence is
substantially slower than NPSO. On the other hand, some of
these metaheuristic and hybridized methods are quite good in
terms of solution quality. But the search for a more efficient,
cost-effective, modern, and adoptive optimization approach
is still going on as the power generation optimization prob-
lem domain broadened in recent years with the inclusion of
similar complex optimization problems to UCP.

Newer optimization algorithms like Binary Harris Hawk
Optimizer [37], Binary Horse Herd Optimization [38],
Runge Kutta Method [39], Colony Predation Algorithm [40],
Weighted Mean of Vectors (INFO) [41], Rime Optimization
Algorithm [42], and Slime Mould Algorithm (SMA) have
shown competitive performance compared to the existing
algorithms like GWO, WOA, MFA, SSA, etc. for different
universal benchmark functions and engineering design prob-
lems [44], [45], [46]. So the potential of these algorithms as
a UCP solver should be explored.

A recently developed, nature-inspired stochastic
optimization approach was presented by Li et al. [46] to
simulate the behavior and morphological changes of the acel-
lular slime mould Physarum polycephalum. Most notably,
Physarum polycephalum can make multi-objective foraging
decisions [47]. It can also figure out the quickest route
through a maze and solve challenging puzzles. The SMA
assimilates continuous updating of the slime mould position
to locate the optimal food source, which is translated as
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optimal cost in the case of UCP. However, the continuous-
natured decision-making process of the original SMA should
be transformed into binary decision-making, as the on/off
scheduling of UCP is represented with binary values (0,
1). So, sigmoid transformation [48] is used to binarize the
continuous-natured SMA. Furthermore, heuristic adjustment
of [33] is used with SMA for handling the UCP constraints.
A modified binarized SMA is formed and proposed by
applying the above-mentioned modifications. The novel con-
tributions of this study can be enlisted as follows:

1) Binarizing the original SMA to match the binary solu-
tion space of UCP, hence proposing a BSMA.

2) Modeling the proposed BSMA to be compatible with
UCP objective functions and regulatory constraints.

3) Testing the proposed BSMA for UCP in aspects of
an economical solution, convergence process, and time
required to reach the optimum solution.

4) Establishing BSMA as a UCP optimizer based on the
simulation results and comparative studies.

The remainder of the paper follows the following structure.
Unit commitment problem formulation, its constraint, and its
boundaries are described in Section II, SMA, and its working
phases are discussed in Section III. The application of BSMA
to solve UCP is described in Section IV. Performance tests for
different test systems, comparisons, convergence, and devia-
tion characteristics are explored in Section V. A discussion
section detailing the summary of the proposed work along
with limitations and insightful implications is provided in
Section VI. Lastly, the paper is concluded with a conclusion
and future prospects of this topic in Section VII.

II. PROBLEM FORMULATION OF UNIT COMMITMENT
The main goal of unit commitment is to determine the best
generating schedule for the available units that will result in
the lowest operating cost and, consequently, the most profit.
A generating unit’s entire running cost is made up of three
components: fuel cost, starting cost, and shutdown cost.

A. FUEL COST
Fuel costs are determined using unit heat rate data and fuel
price information. It is a second-order quadratic function of
the power output of each generator at each hour defined by
Economic Dispatch (ED) [49]. Fuel cost can be expressed as:

F icost = ai + biPiG + ciPi2G (1)

where F icost is the fuel cost function of ith unit, PiG is the
power generated by the ith unit and, ai, bi, ci are the fuel
cost coefficients of ith unit. A sinusoidal term is added with
Equation (1) for valve point loading [50] in multi-valve steam
turbines [51]. So fuel cost function with valve-point loading
effect can be expressed as:

F icost = ai + biPiG + ciPi2G

+

∣∣∣d isin (
ei ∗

(
PiG_min − PiG

))∣∣∣ (2)

where d i and ei are the valve-point coefficients of ith unit and
PiG_min is the minimum generation limit of ith unit. The total
fuel cost of overall generation can be expressed as:

Total Fuel Cost =

∑H

t=1

∑N

i=1
F icostP

i
G ∗ δit

× ∀t ∈ H ; i ∈ N ; δit ∈ {0, 1} (3)

where H is the total period of load demand considered for
unit commitment, i.e., total scheduling hours, N is the total
number of generating units and δit is the generating status bit
of ith unit at t th hour.

B. COSTS OF START-UP AND SHUTDOWN
The start-up cost is required to bring a de-committed thermal
generating unit back to a committed state. The start-up cost
is warmth dependent [25], and, therefore, can vary depending
upon the de-committed period of the inactive generating unit.
Start-up cost can be expressed as:

SUcost t
i

=

{
SU i

cost_hot , for T imu ≤ T ioff ≤
(
T imd + T icold

)
SU t

cost_cold , for T ioff ≥
(
T imd + T icold

) (4)

where SUcost t
i is the start-up cost of ith unit at t th hour,

SU i
cost_hot and SU

i
cost_cold are the hot and cold start-up costs

of ith unit respectively, T ioff is the consecutive hours of
de-committed state of ith unit, T imu and T

i
md are the minimum

up and down times of ith unit, respectively. And lastly, T icold
is the cold start hours of ith unit.

Shutdown costs refer to a fixed amount of cost to maintain
a de-committed generating unit, and it is independent of the
de-committed period. Shutdown costs are neglected in this
study following the other approaches in [11], [12], [14].

So the total cost of overall generation can be represented as:

Total Cost =

∑H

t=1

∑N

i=1
F icostP

i
G ∗ δit

+ SUcost t
i
∗

(
1 − δit

)
δit (5)

C. GENERATION REGULATING CONSTRAINTS
In practical cases, plant operators face numerous generation
regulating constraints. For instance, a generating unit’s min-
imum and maximum generation limitations vary with time.
Also, the time required to bring a de-committed unit online
is considered. The implication of such constraints to UCP is
stated below:

1) LIMITS ON MAXIMUM AND MINIMUM GENERATION
A committed unit’s power generation should remain within
its maximum and minimum limits.

PiG_minδ
i
t ≤ PiGδit ≤ PiG_maxδ

i
t (6)

where PiG_min and PiG_max are the minimum and maximum
generation limits of ith unit.
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2) POWER SUPPLY AND BALANCING LOAD DEMAND
As per load demand and power supply balance constraint, the
summation of power generation of all committed units must
be greater than or equal to the load demand at time t.∑N

i
PGt

i
∗ δit ≥ PDt (7)

where PDt is the load demand at t th hour.

3) SPINNING RESERVE
An extra generation capacity should be reserved to continue
satisfying load demand in the cases of a sudden excessive
load or any generation failure. It makes the system more
reliable and immune to failures. This excess reserve capacity
is known as the spinning reserve. Spinning reserve is added
with the load demand and the summation is considered as the
generation requirement. So Equation (7) be re-written as:∑N

i
PGt

i
∗ δit ≥ PDt + SRt (8)

where at t th hour, the required spinning reserve is SRt .

4) MINIMUM TIME FOR UP/DOWN
A generating unit should be brought online after a certain
time interval from a de-committed status based on its thermal
cooling characteristics. Similarly, the unit must run for a
certain time before being shut down. These limitations—
known as the Minimum Up and Minimum Down Time—can
be stated as follows:

δit =

{
1, for 1 ≤ Tont−1

i
≤ T imu

0, for 1 ≤ Toff t−1
i

≤ T imd
(9)

5) INITIAL STATUS
The terminal status of every unit from the previous scheduling
period should be assessed to avoid disrupting the minimum
time for the up/down cycle of the generating units.

To summarize the unit commitment problem formulation,
the objective function of Equations (6), (8), and (9) are
inequality constraints. This constrained minimization prob-
lem of unit commitment will be solved using BSMA.

III. OVERVIEW OF SMA
SMA is a recently developed nature-based optimization algo-
rithm [46] that has been applied to solve several engineer-
ing optimization problems. The working principle of SMA
mimics the food-searching phenomenon of slime mould.
A slime mould may explore several food sources simultane-
ously, preferring a higher concentration of food. Feedback-
dependent propagation wave from bio-oscillator controls the
cytoplasmic flow, hence the thickness of the vein towards
a food source. Figure 1 and Figure 2 of [52] show a good
visualization of the process.

The exploration phase of SMA involves locating the food
and approaching the location in the search area. This process

FIGURE 1. Slime mould exploits the nutrient source (oat flakes)
exploiting oat flakes by a network of cytoplasmic veins [52].

FIGURE 2. Scheme of the cytoplasmic propagation, circles are the
nutrient source (oat flakes), star mark is the primary slime mould position
and arrows are cytoplasmic veins [52].

as in [46], can mathematically be expressed as such:

X⃗ (k + 1)

=

{−→
Xb(k) +

−→
vb ∗

(
W⃗

−→
XA(k) −

−→
XB(k)

)
, for r < p

−→vc ∗ X⃗ (k), for r ≥ p

× ∀
−→
vb ∈ [−a, a]; −→vc ∈ [−1, 1]; r ∈ {0, 1} (10)

where k represents the current iteration, and r is a random
number between {0, 1}. X⃗ (k) represents the current slime
mould location and X⃗ (k + 1) refers to the next location.
X⃗b (k) is the best location with the most potent odor found.
X⃗A (k) and X⃗B (k) are two randomly selected slime mould
positions. v⃗b and v⃗c oscillates in-between their limits and
refers to the decision-making of slime mould, whether to
reach the food source or search for other higher quality
sources (Figure 3). Both the variables reach zero as the
number of iterations increases because, by then, the slime
mould finds its optimal food source. The limits of v⃗b can be
expressed as:

a = arctanh
(

−

(
k

max_k

)
+ 1

)
(11)
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FIGURE 3. Exploration phase of slime mould with possible locations in
2-dimension and 3-dimension [46].

FIGURE 4. Assessment of fitness [46].

where max_k is the number of iterations that can be per-
formed at most.

p is a function formulated as:

p = tanh(|S(v) − DF |) ∀v ∈ {1, 2, 3, . . . . . . n} (12)

where v is the number of slime mould veins, S(v) is the
current fitness value of X⃗ , and DF is the best fitness among
all the iterations. And lastly, W⃗ represents the frequency
of oscillation which determines the thickness of the veins.

FIGURE 5. Population structure of unit commitment with BSMA.

In simpler terms, W⃗ is the weight of the slime mould. W⃗ is
mathematically expressed as:

W⃗ (SmellIdx(v))

=


1 + rlog

(
bF − S(v)
bF − wF

+ 1
)

, for condition

1 − rlog
(
bF − S(v)
bF − wF

+ 1
)

, for others
(13)

where condition indicates that S(v) ranks first 50% of the pop-
ulation, bF&wF are the best and worst fitness of the ongoing
iteration routine, respectively (Figure 4), and SmellIdx(v)
refers to a sequence of fitness value sorted in ascending order.

In the exploitation phase, the SMA optimizer continuously
updates the slime mould position depending on the feedback
from the exploration phase. As in [46], this can be expressed
as follows:

X⃗∗

=


rand ∗ (UB− LB) + LB, for rand < z
−→
Xb(k) +

−→
vb ∗

(
W ∗

−→
XA(k) −

−→
XB(k)

)
, for r < p

−→vc ∗ X⃗ (k), for r ≥ p

× ∀ rand ∈ [0, 1]; r ∈ [0, 1] (14)

where LB and UB are the lower and upper bounds of the
search area, respectively. rand and r are random values
between 0 and 1, and lastly, the value of parameter z is
taken as 0.03, as the probability maintains a proper bal-
ance between exploration and exploitation at this constant
z value [46].

IV. APPLICATION OF BSMA TO SOLVE UCP
This section discusses the SMA binarization method, priority
list of units, solving Economic Load Dispatch (ELD) with the
lambda iteration method, and constraint handling processes.
Then the use of BSMA to solve the constraint minimization
problem of unit commitment is described in detail with nec-
essary diagrams.
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FIGURE 6. Flowchart of UCP with BSMA.

FIGURE 7. Flowchart of Heuristic adjustment 1.

A. POPULATION STRUCTURE AND BINARY MAPPING
An illustration of the BSMA population structure is shown
in Figure 5. In Figure 5, the commitment status of ith unit of
sth slime mould at k th iteration and t th hour is represented as

δi
k

ts However, SMA itself is non-discrete in nature, meaning
a particular slime mould of the population can be assigned
continuous values. Sigmoid transform inspired by BPSO [48]
is used to limit δi

k

ts to only binary values. Sigmoid transform

45284 VOLUME 11, 2023



M. S. H. Rifat et al.: Application of Binary Slime Mould Algorithm for Solving Unit Commitment Problem

FIGURE 8. Flowchart of Heuristic adjustment 2.

FIGURE 9. Flowchart of spinning reserve constraint handling for constraint repairment.

equation is expressed as:

Sf
(
X kS

)
=

1

1 + e−X
k
S

(15)

X k+1
s =

{
1, for Sf

(
X ks

)
> r

0, otherwise
(16)

where Sf denotes the transfer function,
(
X ks

)
is the position

for sth slime mould at k th iteration, and finally, r is a random
number in [0,1].

Value ‘‘1’’ is assigned to δi
k

ts if ith unit is commit-
ted at t th hour, and vice versa for a de-committed unit.
An N × H matrix is assigned to each δks where N is the
maximum number of units, and iϵ {1, 2, 3, . . . ,N} and

H represents the total time horizon and t ϵ {1, 2, 3, . . . ,H}.
NP denotes the overall population of slime mould and
Sϵ {1, 2, 3, . . . ,NP}.

B. THE PRIORITY LIST OF GENERATING UNITS
Not all the units have the same running cost, as the cost
parameters of a generator change to a great extent over its
lifetime. A priority list is formed according to the objective
function of fuel cost in Equation (1). Fuel cost,F icost of i

th unit
depends greatly on it’s fuel co-efficients ai, bi and ci. The
lesser the value of F icost of a generating unit, the higher it is
placed on the priority list and, consequently, kept committed
for a more extended period.
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FIGURE 10. Flow of minimum up time, minimum down time constraint repairment.

FIGURE 11. De-commitment process to avoid excess spinning reserve.

C. ECONOMIC LOAD DISPATCH USING LAMBDA
ITERATION METHOD
Economic load dispatch (ELD) is a technique for distributing
generation demand among available units to reduce overall
generation and operation costs while maintaining all system

operating constraints. After determining a feasible unit sched-
ule, the generation schedule is obtained on a tolerance basis.
The margin specifies the difference between the generation
and load demand to a specified limited value. After finding
the optimal value, conventional cost calculation takes place.
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FIGURE 12. Variation of total cost and mean execution time against
population size (for the 40-unit system, 100 iterations).

ELD using piecewise quadratic cost functions cannot be eas-
ily solved by traditional numerical methods [53]. Therefore,
an enhanced lambda iteration method [54] is used to execute
economic load dispatch.

D. CONSTRAINT HANDLING AND REPAIRMENT
In order to eliminate the infeasible solutions from the search
space, a heuristic approach by Han and Kim [33] is adopted
in this paper. Handling constraints like minimum up/down
time improves the solution quality and significantly reduces
the possibility of failure. On the other hand, extra reserve
capacity and unnecessary committed units can increase the
running cost by a wide margin. Therefore, the constraint
handling heuristic approach is used for every slime mould of
the population.

1) REPAIR OF SPINNING RESERVE CONSTRAINT
For system reliability, the spinning reserve constraint must
be met. The solution is not feasible as long as the spinning
reserve constraint is violated, so the required number of units
are committed until the requisite spinning reserve capacity
and load demand are satisfied.

Figure 9 provides a detailed illustration of the spinning
reserve constraint repair.

2) REPAIR OF MINIMUM UP/DOWN TIME CONSTRAINT
Before being committed or de-committed, all units must
follow the minimum up/down time. The heuristic adjustment
process for any minimum up/down time constraint violation
is shown in Figure 10.

3) UNIT DE-COMMITMENT PROCESS
While satisfying the spinning reserve constraint and min-
imum up/down time constraint, some extra thermal units
might be committed, resulting in an unnecessary increase in

TABLE 1. Hourly load demand for the 10-unit system.

FIGURE 13. Hourly load demand curve for 10 and 20-unit systems.

operational cost. The de-commitment process described in
Figure 11 is applied to de-commit those inessential units.

E. FUNDAMENTAL STEPS OF UCP WITH BSMA
A detailed illustration of UCP with BSMA is represented as
flowcharts in Figure 6, Figure 7, and Figure 8. The fundamen-
tal steps are described below:

Step 1: Initialize the search agent population according to
Section IV-A.

Step 2: Formation of priority list discussed in Section IV-B.
Step 3: Adjust the unit status of each search agent to meet

the spinning reserve constraint as specified in Sec-
tion IV-D1 and Figure 9.

Step 4: Modify the search agents to meet the minimum
up/down time constraint as in Section IV-D2 and
Figure 10.

Step 5: De-commit the unnecessary units following the
procedure explained in Section IV-D3 and Fig-
ure 11.

Step 6: Solve ELD with the lambda iteration method as in
Section IV-C.

Step 7: Initialization of the BSMA parameters.
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TABLE 2. Unit data for 10-unit system.

TABLE 3. Commitment status and hour wise generation target for 10-unit system (without any added valve point loading).

Step 8: Calculate the fitness value of each feasible search
agent with the UCP objective function based on
Equation (5).

Step 9: Determine the bestFitness among the search agents
by comparing individual fitness values.

Step 10: Evaluate the weight of the slime mould using
Equation (13).

Step 11: Update the values of p,
−→
vb and −→vc for each search

agent.
Step 12: Reform the slime mould positions with

Equation (14).
Step 13: Perform sigmoid transform for updated positions

found in V according to Equations (15) and (16).
Step 14: If the current iteration does not exceed the maxi-

mum number of iterations, go to Step 3. Otherwise,
continue.

Step 15: Obtain the values of the search agent with bestFit-
ness as the optimal solution.

V. PERFORMANCE ASSESSMENT OF BSMA
In order to test its effectiveness in solving UCP, BSMA is
modeled for three different test cases. The first test case
considers test systems consisting of 10, 20, 40, 60, 80, and
100 generating units. The cost functionmentioned in equation
(1) is applied for all the test systems of the first test case.
The second test case considers a test system consisting of
10 generating units. For this case, the cost function with
added valve-point loading effect mentioned in equation (2)
is applied. The third test case is a standard IEEE 118-bus
54-unit system. The cost function of equation (1) is used
for this test case. A MATLAB 2016b environment with
INTEL core i3, 4 GB RAM, and Windows 10 operating
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FIGURE 14. Convergence comparison of BSMA with other optimization techniques for a 40-unit
system.

FIGURE 15. Mean execution time of test systems for applied BSMA (500 iterations).

system simulates the performance tests. The effectiveness
of BSMA in solving the UCP is demonstrated by compar-
ing the simulation results with numerical test results from

prior research works. The comparison is conducted using the
numerical test results obtained directly from the published
works.
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TABLE 4. Comparative study of generation cost for 10 and 20-unit systems (without any added valve point loading).

The population parameter for simulation is determined
after studying the effect it has on the results. The impact of
population size on total cost and execution time is depicted
in Figure 12. This study is conducted for a 40-unit sys-
tem and 100 iterations. The 40-unit system is considered
a trade-off test system between small, medium, and large-
scale systems [14]. The study suggests population greater
than 25 produces similar results with greater execution time.
Hence, 25 is selected as the slime mould population size for
the performance tests carried out in this paper.

A. CASE-I: 10–100 UNIT SYSTEMS WITHOUT
VALVE-POINT LOADING EFFECT
These benchmark unit systems are further classified into
three categories, Small Scale,Medium Scale, and Large Scale
Systems. A 10% spinning reserve is considered in all three
cases. Transmission losses are neglected.

1) SMALL SCALE TEST SYSTEMS
Two test systems, 10 and 20-unit systems are studied as
small-scale generation systems for performance testing. 24-
hour load demand data for the 10-unit system is shown in
Table 1 and illustrated in Figure 13. Generating unit data
for a 10-unit system are shown in Table 2. The commitment
status and hourly generation target obtained from the simu-
lation is shown in Table 3. As per Table 3, the generation
cost is $559866.23/day, and the start-up cost is $4070/day.
Performance comparison with 21 other renowned approaches
is shown in Table 4. Table 4 shows the best, average, and
worst cost in $/day from the results of 50 independent trials.
The table shows that the average cost of BSMA is on par
with hybridized approachQIBGWO [36], bothwith $563936,
better than the Binary GreyWolf Algorithm [14], Hybrid har-
mony search/random search algorithm [30], Hybrid genetic

imperialistic competitive algorithm [29] and all the other
classical, evolutionary and hybridized methods. The best cost
found for BSMA is $563662, which is significantly better
than any other approach. Convergence and deviation char-
acteristics for 1000 iterations and 50 trials are shown in
Figure 16(a) and 17(b) respectively. The standard deviation
(σ ) is 0.0293% for the 10-unit system, which is significantly
better than other optimization techniques. The mean execu-
tion time for this performance test is shown in Figure 15.
A 20-unit system comprises two 10-unit systems, each

having characteristics mentioned in Table 2. The hourly load
demand for a 20-unit system is twice that of a 10-unit system,
as illustrated in Figure 13. A similar approach is followed
for creating a 20-unit system and an hourly load demand
for a 20-unit system in the other research works [14], [35],
and [36]. The commitment status and hour-wise generation
target for a random trial as illustrated in Table 5. FromTable 5,
the total generation cost is $1115010.63, and the start-up cost
for this load demand is $8690. The standard deviation (σ ) is
0.0283%. Convergence and deviation attributes for 1000 iter-
ations and 50 trials are illustrated in Figure 16 (b) and
Figure 17 (b) respectively. The mean execution time is shown
in Figure 15. Table 4 compares the performance of BSMA
with other optimization techniques. In this case, the best cost
recorded for 50 trials is $1123205, and it is marginally better
than QIBGWO [36], Ring Crossover Genetic Algorithm [55],
and Quantum Inspired Binary PSO [35]. However, the aver-
age cost of $1123701 is better than all the other optimization
techniques except QIBGWO [36].

2) MEDIUM SCALE TEST SYSTEMS
40 and 60-unit systems are studied as medium-scale test sys-
tems. Unit characteristics and hourly load demand were repli-
cated for forming a 20-unit system in the previous section.
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TABLE 5. Commitment status and hour wise generation target for 20-unit system (without any added valve point loading).

A similar approach is followed to produce 40 and 60-unit
test systems. As previously mentioned, the 40-unit system
can be considered a trade-off test system between small,
medium, and large-scale systems [14]. Therefore, the con-
vergence curve found in a 40-unit system trial is illustrated
in Figure 14. Figure 14 also depicts the nature of conver-
gence of QEA [33], BGWO [14], and QIBGWO [36] for a
40-unit system trial. The comparison of convergence curves
reveals that the convergence process of BSMA is competi-
tive with QIBGWO. Both BSMA and QIBGWO converge
more quickly than the other two optimization techniques. The
cost comparison shown in Table 6 reveals the superiority of
BSMA for 40 and 60-unit systems over most optimization
techniques. The best, average, and worst cases of conver-
gence found during the simulation are shown in Figure 16(c)
and Figure 16(d) for 40 and 60-unit systems, respectively.

Deviation characteristics are shown in Figure 17(c) and
Figure 17(d). The declining value of standard deviation (σ )
suggests that BSMA is more effective for larger systems.
Lastly, the mean execution time for both units is shown in
Figure 15.

3) LARGE SCALE TEST SYSTEMS
80 and 100-unit systems are studied as large-scale test
systems. In these occasions, the standard deviation is signif-
icantly less compared to smaller systems, and BSMA con-
verges in lesser iterations. A comparison of the total cost with
other optimization techniques is tabulated in Table 7. For the
80-unit test system, BSMA has shown the most optimal cost
of $4483602, where QIBGWA [36] being the second best
and RCGA [46] next on the list. Similarly, for the 100-unit
system, BSMA is leading with an average cost of $5602705.
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TABLE 6. Comparative study of generation cost for 40 and 60-unit systems (without any added valve point loading).

TABLE 7. Comparative study of generation cost for 80 and 100-unit systems (without any added valve point loading).

The average cost found for 100-unit system better than all
the other optimization techniques including QBPSO [35].
Table 6 and Table 7 indicate that the BSMA proposed in
this paper has shown better performance for the larger test
systems than the smaller ones. The convergence and deviation
characteristics of these two large-scale test systems are shown
in Figure 16(e), Figure 16(f), Figure 17 (e), and Figure 17(f)
respectively. Figure 15 shows the mean execution time of
80 and 100-unit systems.

B. CASE-II: EFFECT OF VALVE POINT LOADING ON THE
10-UNIT SYSTEM
A single set of a 10-unit system is considered in this second
test case. The fuel cost function includes the sinusoidal term
of the valve-point loading effect as mentioned in equation (2).

Generating unit data and load demand are obtained from [54].
The spinning reserve is set at 6% of the load demand. The
transmission losses are ignored. The generation schedule is
tabulated in Table 8. Table 9 shows that the average total
generating cost of BSMA is better than BRABC [51] and
TLBO [56]. Only QTLBO [56] has shown a better cost than
the proposed BSMA in this test case.

C. CASE-III: TEST SYSTEM FOR IEEE 118 BUS
In the third test case of BSMA performance testing, an IEEE
118-bus 54-unit test system is considered. The quadratic cost
function of equation (1) is used in this test case. The spinning
reserve is set at 10% of the load demand and the transmission
losses are ignored. Appendices A.11 and A.12 show load
demand & generating unit data. Comparison is shown in
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TABLE 8. Generation plan for 10-unit System (including valve point loading).

TABLE 9. Comparative study of generation cost for 10-unit system (including valve point loading).

TABLE 10. Comparative study of generation cost for IEEE 118-bus 54-unit system (without any added valve point loading).

TABLE 11. Load demand for 54-unit system 118-bus system.

Table 10 with SDP [57], BRABC [51], BRCFF [58], and
FFA with multiple workers [59]. The comparison shows the
superiority of BSMA, as it has shown the least cost for IEEE
118-bus 54-unit system compared to the other 4 techniques.

VI. DISCUSSION
The UCP is a complex optimization problem that requires
finding the optimal scheduling of power generation units

to meet the forecasted power demand while satisfying the
operational constraints of the power system. The BSMA is
a new optimization technique that has been proposed for
solving the UCP. To ensure compatibility with UCP objective
functions and regulatory constraints, the proposed BSMA is
modeled accordingly. Through simulation results and com-
parative studies, BSMA is established as an effective UCP
optimizer. Furthermore, performance assessment tests have
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FIGURE 16. Convergence curves of different test systems for applied BSMA: (a) 10 units, (b) 20 units, (c) 40 units, (d) 60 units, (e) 80 units,
(f) 100 units.

shown that the BSMA algorithm achieved the least produc-
tion cost in a reasonable computational time compared to the
other approaches for benchmark test systems.

The BSMA may have certain limitations when applied to
solve UCP. One such limitation is that the BSMA is tailored
for short-term operational scheduling of unit systems that

have a limited size, ranging from 10 to 100 units, and may
not be suitable for larger systems. Although the BSMA has
a faster convergence rate compared to other benchmark test
systems, this rate may not be optimal for all applications, and
other optimization techniques may be necessary to achieve
the desired performance. In addition, the sigmoid transfer
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FIGURE 17. Deviation of results of different test systems for applied BSMA: (a) 10 units, (b) 20 units, (c) 40 units, (d) 60 units, (e)
80 units, (f) 100 units.

function employed in the BSMAmay not accurately represent
the behavior of real-world power systems, and fine-tuning
the algorithm’s parameter values may require a significant
amount of experimentation.

To achieve better results in the future, researchers can
explore various ways of improving the proposed algorithm,
such as implementing different pheromone update rules or
stochastic operators. Additionally, combining the BSMA
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TABLE 12. Parameter settings used by other optimization algorithms.

algorithm with other optimization techniques like genetic
algorithms or particle swarm optimization can enhance the
overall optimization process by leveraging the strengths of
each approach and reducing their weaknesses. The flexibil-
ity and robustness of the BSMA make it suitable for dif-
ferent optimization problems in power system engineering
and other fields, including load forecasting, energy storage
optimization, and renewable energy integration. To evaluate
its effectiveness and performance, the BSMA can be applied
to real-world UCP scenarios, which will enable power system
operators to make informed decisions regarding the schedul-
ing of power-generating units and ensure a stable and reliable
electricity supply.

VII. CONCLUSION AND FUTURE PROSPECT
A binarized SMA is presented in this paper to solve the
single-objective thermal Unit Commitment Problem. The
foraging behavior of slime mould and its searching pro-
cedure for nutrition sources are mimicked in SMA. SMA
is then transformed into BSMA and made compatible with
UCP parameters. Original SMA is confined to discrete
values with sigmoid transformation, fitness values are deter-
mined with lambda iteration based on Economic Load
Dispatch, and heuristic adjustments handle complex UCP
constraints for all the search agents. BSMA is tested for
10, 20, 40, 60, 80, and 100-unit test systems and then com-
pared with 20 renowned classical, heuristic-metaheuristic,
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TABLE 13. Generating unit data for 54-unit 118-bus system.

and hybridized approaches. Performance assessment tests
have shown that BSMA achieved the least production cost
in a reasonable computational time compared to the other
approaches for benchmark test systems. The convergence is
found to be much quicker as the optimizer reaches its final
solution in lesser iterations. Comparatively, a lesser standard
deviation for large and medium-sized test systems shows the
potential of BSMA as a suitable optimizer for larger systems.

For IEEE 118-bus system, BSMAoutperforms the competing
algorithms with its most cost-effective solution.

The proposed BSMA can be further developed to address
profit-driven and multi-objective UCP challenges, optimize
the scheduling of clean energy sources while adhering to
security constraints, and address optimization problems in
micro grids. The IEEE 123 node test feeder is an ideal plat-
form for implementing this algorithm due to its compatibility
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and proven effectiveness. The application of this algorithm
on the IEEE 123 node test feeder holds tremendous potential
as a promising prospect. BSMA has the potential to bring
about a significant transformation in the way we manage and
optimize our energy systems. By leveraging the power of
BSMA, we can improve the efficiency and effectiveness of
our energy systems, which can lead to numerous benefits such
as reduced costs, increased reliability, and a more sustainable
future. Therefore, it is imperative that we continue to explore
and invest in this area of research to fully realize the potential
of BSMA and unlock the benefits it can bring to our energy
systems.

NOMENCLATURE
Unit Commitment Problem Symbols:

N Number of generating units overall.
i Index of thermal units (i = 1, 2, 3, . . . ,N ).
H Total number of scheduling hours.
t Index of operational hours

(t = 1, 2, 3, . . . ,H ).
F icost ith Unit’s fuel cost function.
ai, bi, ci ith Unit’s fuel cost coefficients.
d i, ei Coefficients of the ith unit’s valve-point

loading effect.
PiG Power generated by ith unit.
δit Generating status bit of ith unit at t th hour.
SUcost t

i Startup cost of ith unit at t th hour.
SU i

cost_hot ith Unit’s hot startup cost.
SU i

cost_cold ith Unit’s cold startup cost.
T imu ith Unit’s minimum up time.
T imd ith Unit’s minimum down time.
Tonit Consecutive hours of committed state of

ith unit going into t th hour.
Toff it Consecutive hours of de-committed state of

ith unit going into t th hour.
T ihot Hot start hours of ith unit Hot start hours.
T icold ith Unit’s cold start hours.
PiG_max ith Unit’s maximum power generation.
PiG_min ith Unit’s minimum power generation.
PDt Load demand at t th hour.
SRt Spinning reserve required at t th hour.

Binary Slime Mould Algorithm Symbols:

K Current iteration number.
max_k No. of iterations allowed maximum.
X⃗ Slime mould location at current iteration.
v⃗b, v⃗c Decision making variables of slime mould.
X⃗b Best slime mould location found from previous

iterations.
W⃗ Weight of the slime mould.
X⃗A,X⃗B Slime mould locations selected at random for the

current iteration.
S Fitness value at current location X⃗ .
DF Best fitness among all the iterations.

bF, wF Best and worst fitness of the ongoing iteration
routine respectively.

X⃗∗ Updated Slime mould location for current
iteration.

UB,LB Upper and lower bounds of slime mould search
area respectively.

Sf Sigmoid transformation function.
NP Overall population of slime mould.
s Slime mould index (s = 1, 2, 3, . . . ,NP).
z Balance parameter for Exploration and

Exploitation.

DECLARATIONS OF INTEREST
None

APPENDIX A
TEST DATA FOR 54-UNIT 118-BUS SYSTEM
See Tables 11–13.
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