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ABSTRACT Classification is a commonly used technique in data mining and is applied in various fields
such as sentiment analysis, fraud detection, and fault diagnosis. Multiclass classification, which involves
more than two classes, is more complex than binary classification. There are mainly two ways to approach
multiclass classification, one is to expand the binary classifier into a multiclass classifier through various
strategies and the other is to divide the multiclass classification problem into multiple binary problems
(binarization). Two popular approaches for binarization are One vs One (OvO) and One vs All (OvA). It is
simpler to aggregate the outputs of all binary classifiers as the number of classifiers decreases. However,
it causes an imbalance of positive and negative sample numbers, which affects the classification effect
of each binary classifier. In this article, we contribute to the field of ensemble learning and multi-class
classification by proposing a new method called Ensemble Partition Sampling (EPS). This article presents a
new approach to multiclass classification using an “Ensemble Partition Sampling”’ method within the “one-
vs-all” (OvA) framework. The primary goal of this method is to tackle the problem of data imbalance by
incorporating ensemble learning and preprocessing techniques into each binary dataset. The study found that
Ensemble Partition Sampling (EPS) is the most effective method for imbalanced and multiclass imbalanced
classification, outperforming other methods including OvA, SMOTE, k-means-SMOTE, Bagging-RB, DES-
MI, OvO-EASY, and OvO-SMB. The study used CART, Random Forest, and SVM as classifiers, and the
results consistently showed that EPS outperformed all other algorithms. Based on the findings, it can be
concluded that the EPS approach is a highly effective method for improving classification performance in
imbalanced and multiclass imbalanced datasets.

INDEX TERMS Ensemble partition sampling (EPS), one vs one (OvO), one vs all (OvA), multi-class
classification, imbalanced learning, multiclass imbalanced classification.

I. INTRODUCTION attention is ensemble learning, which is a method of combin-

In recent years, the field of deep learning has seen a sig-
nificant increase in research and development in various
areas such as computer vision, natural language processing,
and speech recognition. One area that has gained a lot of
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ing multiple models to improve the overall performance of
the system. Ensemble learning is particularly useful in deep
learning, where the model’s complexity is high and the risk
of overfitting is significant.

There are several ensemble methods that have been pro-
posed in the literature, such as bagging, boosting, and stack-
ing. However, other methods have been proposed, these
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include: Random subspace method: This method involves
training multiple models on different subsets of the feature
space [1]. This can increase the diversity of the ensemble
and improve performance. Adaptive boosting: This method
is a variation of the boosting method, but it adapts the
weights of the training samples at each iteration to focus
more on the misclassified samples [2]. Hybrid methods: This
method combines two or more ensemble methods to improve
performance [3]. For example, one could combine bagging
and boosting to create a hybrid ensemble. Multi-objective
optimization: This method uses multi-objective optimization
techniques to find a set of models that are diverse and accurate
at the same time [4]. Bayesian Model Averaging (BMA): This
method takes a probabilistic approach to ensemble learning,
averaging over a set of models with different architectures or
hyperparameters, each with a weight given by the posterior
probability of the model given the data [5]. Ensemble Selec-
tion: This method selects a subset of models from a pool of
pre-trained models to form an ensemble [6].

One area of research in deep learning is multi-class classifi-
cation, which involves assigning instances to one of multiple
classes. To address this problem, researchers have proposed
methods such as One vs All (OvA) and One vs One (OvO),
which aim to reduce the number of classifiers needed while
maintaining high performance. OvA involves training one
classifier for each class, while OvO involves training one
classifier for each pair of classes [7].

To provide context, we briefly review some related work on
deep learning methods for imbalanced and multiclass imbal-
anced classification, several methods have been proposed in
the literature to address the challenges of imbalanced and
multiclass imbalanced classification. These methods typi-
cally involve oversampling or undersampling techniques to
balance the distribution of classes in the dataset. However,
many of these methods have limitations, such as overfitting,
loss of information, and high computational cost. In the
paper of “Imbalanced Learning: Foundations, Algorithms,
and Applications” [8], the authors discuss the state-of-the-
art research on imbalanced learning, including foundations,
algorithms, databases, assessment metrics, and major cat-
egories of imbalanced learning methods. They also pro-
vide an overview of the challenges and opportunities in this
field.

In ““Class imbalance problem in data mining review” [9],
the author presents a brief review of existing solutions to
the class-imbalance problem proposed at both the data and
algorithmic levels. The author notes that while a common
practice to handle the problem of imbalanced data is to
rebalance them artificially by oversampling and/or under-
sampling, some researchers have found that modified support
vector machines, rough set based minority class oriented
rule learning methods, and cost-sensitive classifiers perform
well on imbalanced data sets. The author also notes that
current research in imbalanced data is moving towards hybrid
algorithms.

48222

Krawczyk in “Learning from Imbalanced Data Sets: Open
Challenges and New Trends” [10] discusses the open issues
and challenges that need to be addressed to further develop
the field of imbalanced learning. The author identifies seven
vital areas of research in this topic, covering the full spec-
trum of learning from imbalanced data such as classification,
regression, clustering, data streams, big data analytics and
applications. Fanny et al. [11], Ming et al [12], Zhai et al.
[13], and Mirza et al. [14] propose different deep learning
approaches to address class imbalance, Fanny et al. [11]
proposed a method based on Class Expert Generative Adver-
sarial Network (CE-GAN). In this approach, a GAN is trained
for each minority class, with the generator network being
conditioned on the class label. The discriminator network is
shared across all classes. The CE-GAN approach improves
the performance of minority classes by generating additional
samples that are similar to the original minority samples.
Ming et al. [12] proposed a Conditional Wasserstein Gener-
ative Adversarial Network-based approach (CW-GAN). The
CW-GAN approach is designed to generate samples that are
similar to the minority class samples. It works by learning
a mapping from the minority class to a higher-dimensional
space using a generator network, and then mapping back
to the original space using a discriminator network. The
CW-GAN approach can generate high-quality synthetic sam-
ples that are very similar to the original minority samples.
Zhai et al. [13] proposed a diversity oversampling method
using generative models. In this approach, generative models
are used to generate additional samples for the minority class.
However, instead of generating samples that are similar to the
original minority samples, the generative models are designed
to generate samples that are diverse and cover the entire
feature space. This approach improves the performance of
minority classes by increasing the diversity of the training
data. Mirza et al. [14] proposed deep generative models to
counter class imbalance. They proposed two approaches:
the first approach involves using a variational autoencoder
to generate synthetic samples for the minority class, while
the second approach involves using a generative adversarial
network to generate synthetic samples. Both approaches can
generate high-quality synthetic samples that are similar to the
original minority samples and can improve the performance
of minority classes. Wang and Yao proposed an ensemble
method called AdaBoost.NC [15]. This method is designed to
handle multiclass and imbalance effectively and directly. The
authors studied the impact of multiminority and multimajor-
ity on the performance of two basic resampling techniques
and found that “multimajority” tends to be more harmful
to the generalization performance. The authors claim that
AdaBoost.NC is better at recognizing minority class samples
and balancing the performance among classes in terms of
G-mean without using any class decomposition. Guo et al.
provided an in-depth review of rare event detection from an
imbalanced learning perspective [16]. The authors collected
517 related papers that have been published in the past decade
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and reviewed them from both a technical and a practical
point of view. They provided a comprehensive taxonomy
of the existing application domains of imbalanced learning
and detailed the applications for each category. The authors
also suggested further research directions for the imbal-
anced learning and rare event detection fields. Rodriguez
et al. proposed two approaches to extend Random Balance
strategy (RandBal) to multiclass imbalance problems [17].
The first approach, called Multiple Random Balance (Multi-
RandBal), deals with all classes simultaneously. The second
approach decomposes the multiclass problem into two-class
problems using one-vs-one or one-vs-all and builds an ensem-
ble of RandBal ensembles. The authors claim that both Mul-
tiRandBal and OvO/OvA-RandBal are viable extensions of
the original two-class RandBal and consistently outperform
acclaimed state-of-the-art methods for multiclass imbalanced
problems. Li et al. proposed a data preprocessing-based
method that combines a One vs One (OvO) decomposition
of class pairs and a spectral clustering technique [18]. This
method decomposes a multiclass dataset into several binary-
class datasets, and then uses spectral clustering to divide the
minority classes of binary-class subsets into subspaces and
oversample them according to the characteristics of the data.
The authors claim that their method has the best overall per-
formance when compared to five state-of-the-art multiclass
imbalanced learning methods on seven multiclass datasets.

Rifkin and Klautau [19] have proposed that this simple
approach is as accurate as any other approach, assuming that
the underlying binary classifiers are well-tuned regularized
classifiers such as support vector machines (SVM). However,
this thesis contradicts a large body of recent published work
on multiclass classification that suggests using methods that
are more sophisticated. Rifkin and Klautau support their
position through a critical review of the existing literature,
a substantial collection of carefully controlled experimental
work, and theoretical arguments.

Our article introduces a novel approach to multi-class clas-
sification called Ensemble Partition Sampling (EPS). EPS
utilizes oversampling and undersampling techniques to create
binary training datasets and generate a more robust ensem-
ble of classifiers. In the binary problem, the majority class
is a class containing a large number of samples, and the
class containing fewer instances known as the minority class.
By minimizing the number of deletions for samples in the
majority class and the number of syntheses for samples in
the minority class, EPS addresses imbalanced and multiclass
imbalanced datasets, resulting in improved classification per-
formance. The resulting classifiers are then combined to
make a final prediction, resulting in improved accuracy and
performance compared to traditional One vs All (OvA) and
One vs One (OvO) approaches. Overall, our proposed method
demonstrates innovative and effective solutions for multi-
class classification. To evaluate the effectiveness of EPS,
we compare it to other methods proposed in the literature
using benchmark classifiers such as CART, Random Forest,
and SVM. The remaining sections of this article are organized
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as follows: The methodology section explains the two pri-
mary components of the EPS method, which involve the
One vs All method and ensemble learning approaches. This
section also provides a detailed description of how EPS uses
oversampling and undersampling techniques to minimize and
synthesize samples for both the majority and minority classes.
In the results and discussion section, the study presents the
experimental findings obtained using CART, Random Forest,
and SVM classifiers on multiclass datasets from the public
repository KEEL. The section also compares the performance
of EPS with other state-of-the-art methods for imbalanced
and multiclass imbalanced classification. Finally, the con-
clusion emphasizes the effectiveness of the EPS method in
significantly improving classification performance in imbal-
anced and multiclass imbalanced datasets.

Il. METHODOLOGY

This section describes the proposed approach for multiclass
classification, which uses an ““Ensemble Partition Sampling”’
within the ‘“one-vs-all” (OvA) framework to address the
issue of data imbalance. The proposed method comprises two
main components: the generation of binary training datasets,
and the creation and combination of binary classification
models. We used the open-source software KEEL to access
and utilize multiclass datasets to evaluate the performance of
the proposed method. The datasets vary in size, the number
of instances ranging from 100 to 57999, and differ in terms
of the number of features, with some having only three fea-
tures while others have as many as 59. The datasets contain
both numeric and nominal attributes, and the imbalance ratio
varies, with some having a ratio as low as 1.08 and others as
high as 4559. We conducted experiments using 27 multiclass
datasets from KEEL and tested them using CART, Random
Forest, and SVM as benchmark classifiers.

We evaluated the performance of our methods using a
specific measure and compared them to typical imbalanced
learning methods in the OVA scheme and other methods
for solving similar problems in the One vs One scheme or
directly. We utilized the CART, Random Forest, and SVM
classifiers as our base classifiers. For the CART classi-
fier, we set the ‘min_samples_split’ parameter to 2 and the
‘min_samples_leaf’ parameter to 1. In the case of the Ran-
dom Forest classifier, we set the ‘n_estimators’ parameter to
100 and the ‘criterion’ parameter to ‘gini’. As for the SVM
classifier, we set the ‘C’ parameter to 1 and the ‘kernel’
parameter to ‘rbf’.

In this study, the imbalance ratio (IR) is calculated as the
ratio of the number of majority class samples to the number of
minority class samples. To ensure the accuracy of the results,
all experiments were conducted using 20 iterations of five-
fold cross-validation. This means that each experiment used
four folds, containing 80% of the dataset samples, as the
training set and the remaining 20% as the test set.

The first performance metric used in this paper, which
we considered the primary metric in our study, is the Mean
Average Value Accuracy (MAvA) [20], which is calculated
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by taking the ratio of the number of correct classifications in
each class and the total number of instances in that class, and
then dividing it by the total number of classes (formula 1).
The standard deviation of the MAVA is also used.

—
MAVA = ~ ZizlAci 1)

where:

m: The total number of all classes.

Ac;: refers to the accuracy of each class, which is calculated
by taking the ratio of the number of correct classifications
in a particular class to the total number of instances in that
class. In other words, it measures the proportion of correctly
classified instances in a specific class. For example, if a model
correctly classifies 90 out of 100 instances in a particular
class, then the accuracy of that class would be 0.9 or 90%.
The formula (2) for Ac; can be expressed as:

A Number of correctly classified instances in class i
Ci =

Total number of instances in class i @
We used the Holm-Bonferroni test with a significance level
of @ = 0.05 to determine if our proposed method performed
significantly better than other methods. This test allowed
us to compare the performance of different methods in a
pairwise manner and adjust for multiple comparisons, ensur-
ing that any significant differences found were not due to
chance [21], [22]. The corrected p-value is used to determine
the significance of the comparison between the proposed
method “EPS” and the other methods (imbalanced learning
and multiclass imbalanced classification) for different models
(CART, Random Forest, and SVM).

In addition to these methods, we also utilized precision,
recall, Fl-score, and G-Mean as metrics to evaluate the
performance of various multiclass imbalanced classification
methods [23].

Precision refers to the percentage of correctly identified
true positives out of all predicted positives. The formula (3)
for precision is:

. TP
Precision = ——— (3)
TP + FP
where TP stands for true positives and FP stands for false

positives.

Recall, also known as sensitivity or true positive rate,
measures the percentage of correctly identified true positives
out of all actual positives. The formula (4) for recall is:

TP
Recall = —— 4
TP + FN

where FN stands for false negatives.

The F1-score is the harmonic mean of precision and recall,
providing a balanced measure of both metrics. It ranges
from O to 1, with a score of 1 indicating perfect precision and
recall. The formula (5) for F1-score is:

recall x precision
F1 — score =2 x P — 5)
recall + precision
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G-Mean is a metric that measures the balance between clas-
sification performances on both the majority and minority
classes. It takes into account both true positive and true nega-
tive rates and is especially useful for avoiding overfitting the
negative class and underfitting the positive class. The formula
for G-Mean (6) is the square root of sensitivity (recall) times
specificity (true negative rate):

G — mean = \/sensitivity x specificity 6)

A. FIRST PART OF OUR MODEL

The first part in the proposed approach is the creation of
binary training datasets. This section explains the procedures
for generating these datasets, including determining the num-
ber of samples to be taken and implementing the sampling
method. The process of determining the sample numbers is
outlined in the next section (A), while section (B) provides
in-depth information on the sampling methods used.

(A) The method called the OvA approach used to enhance
the performance of a classification model by divid-
ing a dataset with multiple classes into several binary
datasets [19]. Each binary dataset has a unique imbal-
ance ratio and utilizing diverse training sets can signif-
icantly improve the classification effect. This method
creates multiple training sets with increasing number of
samples by utilizing the concept of incremental arith-
metic progression to set the number of samples for each
binary dataset. The original training set is repeatedly
sampled with increasing sample numbers to generate
multiple balanced training sets with different distri-
butions. This method addresses the issue of varying
imbalance ratios among binary datasets and increases
the diversity of the model. The number of samples is
calculated by determining the range of sample numbers
and using a specific formula (7) to obtain a set of
sample numbers.

N (more;) — N(less;)
T-1
X (t — 1) + N (less;) 7

numi; =

e lessi/more; referring to minority and majority samples
in a binary training dataset.

e N(less;) is the total number of minority samples in the
ith binary training dataset.

e N(more;) is the total number of majority samples in the
ith binary training dataset.

o num; = {num;|, numy, num;, . .., num;r} is a set of the
number of sampling, obtained where:

e num;l is the lower limit N(less;) of the interval, and
numyt is the upper limit N(more;) of the interval.

e T is the total number of classifiers (the number of
training set generation).

e numj; is the number of sampling for the rth classifier
corresponding to the ith binary dataset.

(B) The s-Random undersampling and br-SMOTE appro-

aches are used to identify important samples in
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different regions by analyzing the neighborhood sam-
ples’ classes [24]. This includes identifying safe sam-
ples, borderline samples, rare samples, and outliers.
In this process, HVDM is used as a distance metric
to identify the k closest samples to a given exam-
ple from the training set. HVDM stands for Hellinger
Distance-based Voting Metric, which is a statistical
measure that calculates the similarity between proba-
bility distributions. After identifying the k closest sam-
ples, the relationship between their classes and the class
of the current sample is analyzed to determine the type
of the current sample. If at least 4 of the 5 nearest neigh-
bors share the same class, the sample is considered safe.
If 2 or 3 of the 5 nearest neighbors share the same class,
the sample is considered borderline. If only one of the
5 nearest neighbors is the same class, it is considered
a rare sample. If the sample is surrounded by samples
from different classes, it is considered an outlier. Any
outliers found in this process are removed.

This method enhances the performance of a classification
model by dividing the original dataset into several binary
datasets. For each binary dataset, the majority samples are
reduced through random undersampling while the minority
samples are increased through oversampling. The process of
undersampling only removes the safe samples of the majority
class maj, while retaining the borderline maji, and rare sam-
ples maji;. The number of samples in the reduced majority
class N(mayj;;) calculated using formula (8). If the number of
safe samples is less than the number of other types of samples
or the number of other types is greater than the number of
samples, random undersampling is applied to all the majority
samples. The details of this process are outlined in the next
section. In the oversampling process, all safe samples of the
minority class are retained while borderline and rare samples
of the minority class are used to generate new samples using
SMOTE as they are believed to have a significant impact on
the classification results [25]. The number of samples in the
oversampled minority class N(min' ;) + N(min;.b) calculated
using formula (9). If there are no borderline or rare samples,
all minority samples are oversampled using br-SMOTE. The
specific details of this process are outlined in the next section.

N (maj/is) = numj; — N (majib) —N (majl»,) 8)
N (minj, 4+ min'p) = N (numi;) — N (minjs) 9)

1) S-RANDOM UNDERSAMPLING

Algorithm 1 presents the function of s-Random undersam-
pling, it takes in the original dataset of majority class D_maj
and a number of samples to be selected num, and returns the
undersampled dataset D_maj_prime. The “type” column in
D_maj is used to distinguish between the different types of
samples (safe, borderline, and rare).

The s_Random_undersampling function takes the majority
class dataset D_maj and the desired number of samples num
as inputs. First, it separates the safe samples from other
samples. Then, it computes the number of safe and other
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Algorithm 1 s_Random_Undersampling Function
Input: D_maj (dataframe), num (integer)
Output: D_maj_prime (dataframe)
1. safe_samples = D_maj[D_maj[ “type”’]==1] = other_samples-
D_maj[D_maj[ “type”]!=1]
Separate the safe samples from other samples
2. N_other = len(other_samples)
N_safe = len(safe_samples)
Compute the number of safe and other samples
if N_other > N_safe or N_other > num:
D_maj_prime = safe_samples.sample(num)
else:
D_maj_s = safe_samples.sample(num - N_other)
D_maj_prime = pd.concat([D_maj_s, other_samples])
If there are more other samples than safe samples or more than num samples
are desired, sample num safe samples. Otherwise, sample num - N_other safe
samples and concatenate them with all other samples to form the final dataset
D_maj_prime.

Return D_maj_prime

samples in the dataset. If there are more other samples than
safe samples or more than num samples are desired, the func-
tion samples num safe samples from the dataset. Otherwise,
it samples num - N_other safe samples and concatenates them
with all other samples to form the final dataset D_maj_prime.
The function returns the balanced dataset with the same
number of safe and other samples.

2) BR-SMOTE

In the Algorithm 2, we present the function of the SMOTE,
which is a function that implements Synthetic Minority Over-
sampling Technique (SMOTE) algorithm, which is used to
oversample the minority class. It takes in two arguments,
the dataset and the number of samples after oversampling.
It returns a dataset with oversampled minority class. The
function br_SMOTE takes in two arguments, the input dataset
Dmin and the number of samples after oversampling num.
It first counts the number of samples of type 1 (safe samples)
and the number of samples of other types. If the number of
samples of other types is 0, it applies the SMOTE algorithm
to oversample the entire dataset and returns the oversampled
dataset. If the number of samples of other types is not 0,
it retains the samples of type 1, applies the SMOTE algorithm
to oversample the samples of type 2 and 3, and concate-
nates the samples of type 1 with the oversampled samples of
type 2 and 3. The function returns the oversampled dataset.

B. SECOND PART OF OUR MODEL

The goal of the second part of our approach is to aggregate
and construct binary classification models. The proposed
solution for solving the data imbalance problem in the OvA
scheme is called the Ensemble Partition Sampling. It is used
to build binary classification models. First, the training sam-
ples are divided into four categories: safe samples, borderline
samples, rare samples, and outliers. The outliers are then
removed. Next, the original dataset with m classes is split
into m binary datasets. For each binary dataset, a set of
sampling numbers, numi, is calculated using formula (7)
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Algorithm 2 Br_ SMOTE(Dmin, num)

Input: Dmin - dataset with minority class samples

num - number of synthetic samples to generate

Output: Dmin_prime - oversampled dataset

1. Select safe samples (type 1) from Dmin and create
safe_samples.

2. Select not-safe samples (types 2 and 3) from Dmin and
create not_safe_samples.

3. Get the number of safe and not-safe samples, N_safe and
N_not_safe.

4. If N_not_safe is 0, oversample Dmin using SMOTE and
assign the result to Dmin_prime.

5. If N_not_safe is not 0, oversample not_safe_samples
using SMOTE with num=N_safe and assign the result to
Dmin_br_prime.

6. Concatenate safe_samples and Dmin_br_prime and assign
the result to Dmin_prime.

7. Return Dmin_prime.

within the range [N(less;), N(more;)]. Then, a binary classifi-
cation model with T sub-classifiers is created for each binary
classification problem using Bagging. In each iteration, the
number of majority samples is reduced and the number of
minority samples is increased to create a balanced subset for
training a binary classifier using br-SMOTE and s-Random
undersampling. If there is no imbalance between the number
of positive and negative samples in the binary training subset,
T = 1 and the original binary training set is used to train a
binary model. Finally, these binary classifiers are combined
using the simple averaging method to create the final binary
classification model. Algorithm 3 provides more details on
how to construct the binary classification models.

The above algorithm is just a skeleton structure of the
algorithm, it might not run without implementing the helper
function calls like divide_samples, create_binary_datasets,
calculate_sampling_numbers, oversample, undersample,
train_classifier, and get_final_model.

We use a method called Max strategy to combine all the
individual binary models. Each binary classifier h(x) (for-
mula 10) will predict the unknown instance, and we will get
an output vector r = {ry, r2, 73, ..., Iy} where r; is how
confident the ith binary classifier is about the positive class.
The label corresponding to the highest value in r is chosen as
the final output.

1 T
h(x) == > hir (x) (10)
=1

Ill. RESULT AND DISCUSSION

In this section, we present and discuss the findings of our
study on ensemble learning and multiclass classification
utilizing the proposed Ensemble Partition Sampling (EPS)
method. Specifically, we will compare the performance of our
proposed method with imbalanced learning methods (A) and
multiclass imbalanced classification methods (B). To present

48226

Algorithm 3 Diff_Partition_Sampling_Ensemble(D, T)
Input:

a. D: dataset

b. T: number of iterations

Divide samples into safe, borderline, rare, and outliers and
delete outliers:

a. divide_samples(D)

b. D = D.drop(outliers)

Set the number of binary datasets to the number of classes
in D:

a. m = len(D.classes)

Create binary datasets Di:

a. Di = create_binary_datasets(D)

For each binary dataset Di:

a. If count(D_1 [1], ‘p’) != count(D_1[i], ‘n’)
i. If count(D_1 [1], ‘p’) < count(D_1 [1], ‘n’):
1. more = count(D_i[i], ‘n’)

2. less = count(D_1 [1], ‘p")

ii. Else:

1. more = count(D_i[i], ‘p’)

2.less = count(D_1 [1], ‘n’)

b. Calculate the sampling numbers using the oversampling
method ‘br-SMOTE’ for less and the undersampling method
‘S-Random’ for more:

i. num = calculate_sampling_numbers(less, more)

c. For each iteration t in range(T):

i. Sample a number of instances equal to sample_num
from the minority class using the oversampling method *br-
SMOTE’:

1. less =
“br-SMOTE”")
ii. Sample a number of instances equal to sample_num
from the majority class using the undersampling method
’s-Random’:

1. more = undersample(more, sample_num, method=
’s-Random’)

iii. Combine the oversampled minority class and undersam-
pled majority class to create a new dataset D_1_less_more:
1. D_1_less_more_ = combine_classes(D_1_1, less, more)
iv. Train a classifier on D_1_less_more:

1. h;_ ¢ = train_classifier(D_1_less_more_)

v. Store the trained classifier h; ¢

d. Get the final model h;:

i.h; = get_final_model(h; ()

Return h;.

oversample(less, sample_num, method=

a clear and comprehensive comparison, we have used the
MAVA metrics as the primary comparison metric, which is
presented in tables, while other metrics are illustrated in
figures. We will analyze and discuss the findings in detail in
the following subsections.

A. COMPARISON OF THE PROPOSED METHODS WITH
IMBALANCED LEARNING METHODS

In this section, we aimed to evaluate the effectiveness of
the proposed Ensemble Partition Sampling (EPS) method
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TABLE 1. Comparison of results of imbalanced learning methods using cart with mava metric.

Datasets EPS OvA k-means-SMOTE SMOTE Bagging-RB
automobile 80.96+0.75 70.13+0 66.61+2.8 67.37+2.28 73.65+3.47
balance scale 58.140.44 55.4+0 55.22+1.36 54.99+1.68 58.24+1.65
car 98.3+0.24 94.81+0 86.1+1.4 84.43+1.27 93.93+2.35
cleveland 31.59+1.63 28.07+0 30.1+3 28.97+1.95 30.7£2.2
contraceptive 48.76+0.6 45.94+0 45.05+0.86 45.38+0.72 47.4+1.4
dermatology 94.18+0.43 91.82+0 91.52+1.13 89.3+0.59 94.62+0.94
ecoli 59.49+2.32 50.95+0 55.72+1.57 48.1£1.77 60.03+4.39
flare 62.27+0.55 59.96+0 60.49+0.78 60.28+0.74 60.27+2.06
glass 71.22+1.73 64.35+0 61.68+2.78 58.79+2.16 67.38+3.71
hayes-roth 86.25+1.2 74.5+0 74.54+1.84 74.5+1.64 83.33+2.9
led7digit 70.52+0.59 70.02+0 70.14+0.41 69.94+0.32 66.15+0.83
lymphography 83.04+0.76 72.52+0 70.68+3.82 68.24+3.58 75.65+3.98
newthyroid 94.03+0.55 90.79+0 90.86+0.49 91.32+1.2 92.21+1.76
page-blocks 89.01+0.32 80.29+0 80.23+1.06 79.75+0.76 89.64+2.69
penbased 98.68+0.05 96.8+0 95.79+0.19 94.51+0.19 97.83+0.35
satimage 89.12+0.17 85.93+0 85.38+0.36 80.88+0.28 86.38+1.68
segment 97.68+0.1 96.71+0 97.64+0.23 95.57+0.32 97.03+0.38
shuttle 95.88+0.01 93.8+0 93.82+0.02 93.89+0.03 96.84+0.18
splice 93.86+0.2 89.11+0 89.17+0.31 89.15+0.27 92.28+0.42
thyroid 95.07+0.83 93.98+0 93.09+0 93.25+0.34 95.06+2.38
vehicle 74.67+0.39 71.02+0 66.21£1.2 65.86+1.2 73.15+1.21
vowel 89.62+0.46 86.16+0 86.34+0.97 85.23+1.06 81.82+2.05
wine 94.19+0.6 90.09+0 90.01+1.09 90.65+1.38 94.78+1.66
winequality-red 39.38+0.6 34.25+0 35.54+2.02 36.442.43 36.32+2.16
winequality-white 43.04+0.72 38.76+0 38.75+1.38 38.51+1.29 39.01+2.03
yeast 54.13+0.67 52.49+0 49.12+1.1 45.69+0.81 52.68+1.55
Z00 92.35+1.18 82.22+0 81.56+1.69 82.2240 88.44+3.45
Average 77.23+0.67 72.61+0 71.90+1.25 70.71x1.12 74.99+1.99
Ranking(p=7.13e—14) 1.22 3.63 3.74 422 2.19
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FIGURE 1. Results of imbalanced learning methods using CART with different metrics.
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by comparing it to other imbalanced learning methods that
have been previously proposed in the literature. To do this,
we selected a number of representative methods from existing
literature, including: OvA, SMOTE [26], k-means-SMOTE
[27], and Bagging-RB [28]. The table 1 presents results
of imbalanced learning methods using CART as a classi-
fier on different datasets. It appears that EPS method per-
formed best, followed by Bagging-RB, k-means-SMOTE,
SMOTE, and OvA. From the figure 1, we observe that the
performance of the proposed method varies across datasets.
Some datasets, such as the car dataset, show consistent high
performance across all metrics, while others, such as the
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winequality-red dataset, have consistently average perfor-
mance across all metrics. For some datasets, there is a sig-
nificant difference in performance across different metrics.
For example, the contraceptive dataset shows high precision
indicating that the model performs well in identifying posi-
tive instances but has. The results suggest that the proposed
method may be more effective on certain types of datasets,
such as those with well-separated classes and a clear decision
boundary.

The table 2 presents the results of different imbalanced
learning methods using Random Forest as a classifier on var-
ious datasets. The highest ranked method is EPS, the results
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TABLE 2. Comparison of results of different imbalanced learning methods using random forest with MAvA metric.

Datasets EPS OvA k-means-SMOTE SMOTE Bagging-RB
automobile 79.35+0.68 79.43+£0 77.3+2.09 78.78+0.78 60.13+3.59
balancescale 60.35+0.1 62.5+0 61.22+0.33 61.66+0.26 59.89+1.77

car 95.64+0.21 94.44+0 92.68+0.81 93.08+1.23 87.67+5.07
cleveland 29.87+0.92 28.5+0 31.27+£1.22 31.01+1.74 30.99+1.82
contraceptive 50.51+0.13 50.09+0 50.08+0.54 50.14+0.34 48.3+1.36
dermatology 97.59+0.34 97.5+0 97.48+0.07 97.5+2.28 96.65+0.81
ecoli 71.77+£0.51 71.69+0 69.82+1.54 64.43+1.5 61.15+4.05
flare 60.99+0.46 60.08+0 59.95+0.44 59.69+0.34 58.26+2.01
glass 77.61+0.88 69.9+0 64.63+1.46 62.27+1.56 70.63+3.96
hayes-roth 87.45+0.51 86.18+0 85.02+0.49 84.01+0.54 81.41+3.22
led7digit 70.85+0.43 70.8+0 71.21+0.58 70.66+0.38 67.87+2.74
lymphography 81.47+0.31 78.62+0 76.58+2.44 75.74+2.5 72.01+4.21
newthyroid 96.54+0 94.25+0 94.98+0.75 95.99+0.6 95.54+1.57
page-blocks 92.05+0.25 84.27+0 89.05+0.72 90.88+0.37 89.77+2.59
penbased 99.11+0.07 99.1+0 99.17+0.04 99.2+0.03 98.38+0.37
satimage 89.73+0.1 89.08+0 89.56+0.1 89.69+0.13 87.31+1.55
segment 98.03+0.09 97.58+0 98.1140.1 98.224+0.11 97.16+0.53
shuttle 94.93+0.74 93.42+0 95.51+1.28 94.51+0.67 93.51+0.84
splice 95.58+0.03 95.07+0 94.79+0.26 94.69+0.17 87.66+2.68
thyroid 96.16+0.37 86.51+0 92.59+0.75 93.16+1.23 93.62+2.32

vehicle 77.3£0.27 75.95+0 76.62+0.67 76.97+0.7 71.9941.32

vowel 96.09+0.36 95.56+0 96.06+0.8 95.45+0.31 93.94+1.89

wine 98.78+0.79 98.63+0 98.79+0.22 98.99+0.18 95.79+1.12

winequality-red 40.26+0.41 35.96+0 40.1+1.12 39.78+0.48 35.82+1.85

winequality-white 44.67+0.5 39.06+0 41.8+0.31 42+0.22 34.69+1.94

yeast 54.93+0.54 55.95+0 54.59+1.62 53.39+1.4 4591+1.34

Z00 90+0.82 87.14+0 89.14+2.09 90+0 88.03+2.86

Average 78.8£0.4 76.94+0 77.34+0.83 77.11+0.74 74.23+2.2
Ranking(p = 2.46e—09) 1.61 3.24 2.89 2.78 4.48

precision RERERIEPA 75 R
[YTIR 77.35 78.40 62.99 94.97
R 78.45 79.03 61.71 5

PRENE £0.01 78.20 6012 9522

96.91 72.14 \6146! 76.79 77.47 70.60 81.96 86.27 80.30 99.03 89.83 90.96 90.23 87.10 87.75 J60N60 20.40 89.16

98.27 |69.21 16023 77.12 98 53- 96.62 88.22 80.08 80.63 97.92 94.83 95.73 96.52 77.85 96.22 98

70.52 16105 66.42 97.74 |71.21 82.02 80.15 92.12 88.18 89.88 97.87 95.14 95.22 96.47 77.25 95.92 98

98.39 [69:87 160NS) 75.92 98.28 [71:14 81.64 95.08 91.87 99.20 89.92 98.07 94.92 95.03 96.10 77.50 96.35 98.13

FIGURE 2. Results of different imbalanced learning methods using random forest with different metrics.

show that EPS performs well across most of the datasets.
It has the highest average MAvVA among all the methods at
76.94%, with a small standard deviation of 0.74%. It also has
the lowest ranking (p = 2.46e—09) among all the methods at
1.61. Overall, EPS seems to perform well on these datasets
when used with Random Forest classifier.

Figure 2 shows that the proposed method performs well
for the majority of datasets, while it has lower performance
for others. For instance, the proposed method achieves high
accuracy, precision, recall, F1-score, and G-mean for datasets
such as penbased, wine, segment, and car, while it has average
performance for datasets such as cleveland, and yeast. It is
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also worth noting that some datasets have more consistent
performance across the evaluation metrics than others. For
example, the proposed method shows consistent performance
across all evaluation metrics for the penbased dataset. In con-
trast, the performance for the zoo dataset varies significantly
across different evaluation metrics.

The table 3 shows the mean average accuracy (MAVA)
percentages of different imbalanced learning methods using
SVM as a classifier. From the table, it can be seen that the pro-
posed method has (EPS) the highest average MAVA among
all the methods with 72.59%. OvA (Oversampling with Aver-
age) has the second-highest average MAVA with 72.24%. The
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TABLE 3. Comparison of results of different imbalanced learning methods using SVM with MAvA metric.

Datasets EPS OvA k-means-SMOTE SMOTE Bagging-RB
automobile 59.4+1.3 56.73+0 59.39+1.09 52.59+0.62 52.53+3.66
balancescale 81.87+0.39 70.33+£0 81.21£1.07 79.58+1.11 76.58+3.63
car 94.52+0.23 91.83+0 92.66+1.15 92.34+0.8 92.28+2.19
cleveland 32.27+1.01 28.94+0 36.23+1.92 35.27+1.81 32.18+2.63
contraceptive 56.1+0.22 49.62+0 50.39+0.49 49.99+0.28 43.66+3.1
dermatology 97.15+0.1 96.85+0 97.25+0.18 97.32+0.14 96.48+0.66
ecoli 71.89+0.15 70.56+0 69.25+0.61 66.31+1.08 67.86+2.35
flare 62.35+0.41 58.92+0 59.21+0.85 59.47+0.23 57.544+2.26
glass 63.49+0.74 59.86+0 61.49+3.06 64.11+1.75 60.99+4.73
hayes-roth 86.56+0.37 86.06+0 60.27+2.5 58.02+1.11 77.55+4.91
led7digit 71.76+0.39 72.65+0 71.97+£0.43 73.81+£0.6 63.74+3.24
lymphography 76.73+2.37 74.35+0 78.4+2.38 77.49+2.32 71.08+5.52
newthyroid 94.33+0.49 94.22+0 87.76+1.67 94.39+0.53 95.8442.22
page-blocks 86.87+0.14 71.93+0 79.53+2.25 75.19+0.67 83.32+3.33
penbased 99.37+0.01 99.41+0 99.31+0.15 97.99+0.02 99.21+0.11
satimage 87.1+0.05 87.49+0 87.89+0.24 82.85+0.09 85.20+1.53
segment 93.78+0.07 93.42+0 93.53+0.23 90.45+0.05 91.8+0.9
shuttle 90.03+0.05 77.89+0 93.8+0.04 93.92+0.06 82.65+0.09
splice 85.54+0.06 85.31+0 85.31+0.21 84.09+0.19 81.93+3.61
thyroid 80.52+0.05 64.87+0 59.78+1.12 61.07+0.6 75.52+£3.9
vehicle 78.15+0.28 78.07+0 75.37+2.08 70.1+£0.41 74.79+1.42
vowel 93.59+0.17 92.12+0 92.57+0.65 90.08+0.27 92.15+2.01
wine 97.52+0 97.52+0 98.35+0.69 98.56+0.15 97.67+0.81
winequality-red 35.924+0.38 28.82+0 37.91+0.72 36.51+0.8 32.41+2.11
winequality-white 36.77+0.66 25.5+01 31.52+0.43 30.45+0.41 30.08+1.87
yeast 57.34+0.33 54.9+0 54.48+0.71 48.21£1.01 55.57+1.29
Z00 91.75+0 91.75+0 92.86+1.24 90.2+1.72 88.04+1.78
Average 76.39+0.39 72.59+0 73.62+1.04 72.24+0.7 72.54+2.44
Ranking(p=9.71e—06) 1.89 3.57 2.46 3.22 3.85
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FIGURE 3. Results of different imbalanced learning methods using SVM with different metrics.
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other methods, SMOTE (Synthetic Minority Over-sampling
Technique), k-means-SMOTE, and Bagging-RB have aver-
age MAVA of 73.62%, 72.54% and 72.59% respectively.
Looking at the figure 3 we can observe that the proposed
method performs well on some datasets, while on others it has
poor performance. For example, the method achieves high
accuracy on the ‘penbased’, ‘segment’, and ‘dermatology’
datasets, while it has poor accuracy on ‘yeast’ and ‘zoo’
datasets. Similarly, we can see that the proposed method has
a high recall on ‘newthyroid’, ‘segment’, and ‘lymphogra-
phy’ datasets, while it has poor recall on ‘zoo’ and ‘cleve-
land’ datasets. The proposed method has a high precision on
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‘penbased’, ‘dermatology’, and ‘wine’ datasets, while it has
poor precision on ‘cleveland’ and ‘zoo’ datasets. In addition,
the proposed method has a high Fl-score on ‘newthyroid’,
‘segment’, and ‘lymphography’ datasets, while it has poor
F1-score on ‘zoo’ and ‘cleveland’ datasets.

The table 4 presents the results of a Holm-Bonferroni
multiple comparison test, which is used to compare the per-
formance of the proposed (EPS) method with four other
methods (OvA, SMOTE, k-means-SMOTE, and Bagging-
RB) using different machine learning algorithms (CART,
Random Forest, and SVM). The corrected p-value column
shows the significance level of the difference in performance
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between EPS and each of the other methods. A smaller
p-value indicates that there is a higher likelihood that the
difference in performance is not due to chance. A p-value
of less than 0.05 is considered statistically significant. From
the table, it can be seen that the p-values for all comparisons
are less than 0.05, which suggests that there is a statistically
significant difference in performance between EPS and the
other methods across all the machine learning algorithms
used. The lowest p-value is for EPS vs Bagging-RB(CART)
with 1.3e-04, it suggest that this comparison is the most
statistically significant.

TABLE 4. Comparison of the proposed method (EPS) with other methods
using holm-bonferroni test (« = 0.05).

Comparison Corrected p-value (Holm—Bonferroni)
Bagging-RB(CART) # EPS 1.3e—04
Bagging-RB(Random Forest)# 4.0e—05
EPS
Bagging-RB(SVM) # EPS 6.9¢—05
k-means-SMOTE(CART) # EPS 2.2¢—05
k-means-SMOTE(Random 2.0e-03
Forest) # EPS
k-means-SMOTE(SVM) # EPS 3.7¢-02
OvA(CART) # EPS 2.2¢—05
OvA(Random Forest) # EPS 6.9¢—04
OvA(SVM) # EPS 2.7e—04
SMOTE(CART) # EPS 2.2e-05
SMOTE(Random Forest) # EPS 2.0e—03
SMOTE(SVM) # EPS 4.6e—03

B. COMPARISON OF THE PROPOSED WITH MULTICLASS
IMBALANCED CLASSIFICATION METHODS
In this section, we aimed to compare the effectiveness of our
proposed method, the Ensemble Partition Sampling (EPS)
with typical multiclass imbalanced classification methods.
To do this, we selected three representative methods from
existing literature, namely DES-MI [25], OvO-EASY and
OvO-SMB [29]. These methods were chosen as they have
been shown to be effective in solving multiclass imbalanced
classification tasks on public datasets. In addition, we also
included our proposed method, OvO-EPS, as a comparison.
We used CART, Random Forest and SVM as the base clas-
sifiers for our experiments and we used the same parameters
for the comparison methods as those used in the literature.
From the table 5 below, it can be seen that the EPS method
performs well in multiclass imbalanced classification, with
an average MAvA of 77.24% across all datasets. This is the
highest among all the methods compared, and it also has
the lowest standard deviation among them. This indicates
that EPS is able to achieve high accuracy in a consistent
manner across different datasets. Furthermore, the ranking of
the methods based on the p-value (p=2.53e—08) indicates
that EPS has the lowest rank of 1.63. This implies that
the EPS method outperformed all other methods and is the
most robust and consistent among them. Overall, the results
suggest that EPS is a highly effective method for multiclass
imbalanced classification when using CART as a classifier.
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On the other hand, the OvO-SMB method has the worst
performance with an average MA. The figure 4 shows that the
proposed method performs differently for different datasets
and evaluation metrics. The highest performance is achieved
for the ‘penbased’ dataset, where all metrics are above 97%.
On the other hand, the lowest performance is achieved for the
‘cleveland’ dataset, where all metrics are below 34%.

The proposed method generally performs better for
datasets that have high accuracy, precision, recall, and
Fl-score, such as ‘dermatology’, ‘newthyroid’, ‘segment’,
‘shuttle’, ‘splice’, ‘thyroid’, and ‘wine’. On the other hand,
the proposed method performs worse for datasets that have
low accuracy, precision, recall, and F1-score, such as ‘cleve-
land’ and ‘yeast’.

From the table 6 it appears that our proposed method
performs well in multiclass imbalanced classification using
a Random Forest classifier. It has the second highest average
MAVA percentage, with an average of 77.78%. It also has the
second lowest p-value in the ranking column, indicating that
it is a statistically significant method compared to the other
methods. The figure 5 shows that the proposed method per-
forms relatively well across the different datasets and metrics.
However, there are some notable variations in performance
across datasets and metrics. Looking at the different datasets,
the method achieves the highest scores on car, led7digit,
segment, and thyroid datasets, with scores ranging from 69%
to 98%. On the other hand, the method performs relatively
poorly on the contraceptive, dermatology, and lymphography
datasets, achieving scores ranging from 16% to 51%. For
the different metrics, the method performs best in terms of
precision and recall, achieving scores above 90% in most
cases. The Fl-score and g-mean also show relatively high
scores, with the former ranging from 50% to 98% and the
latter ranging from 60% to 98%. However, the accuracy
metric shows a wider variation in scores, ranging from 30%
to 99%. Overall, our proposed method appears to be a strong
performer in this specific context.

From the table 7, it can be seen that the EPS method
generally performs well, with high accuracy scores on most
of the datasets. However, it is not the best performer on all
datasets, for example, on the car dataset, OvO-SMB per-
forms better, and on the dermatology dataset, OvO-EASY
performs better. From the figure 6, we can see that the
proposed method performs differently for different datasets
and metrics. For instance, the proposed method performs
well on the car dataset for all metrics, achieving an accuracy
of 94.52% and a g-mean of 98.92%. On the other hand,
the proposed method does not perform well on the shuttle
dataset, achieving an accuracy of only 18.82%. Additionally,
we can see that some metrics perform better than others for
certain datasets. For example, in the dermatology dataset,
the proposed method performs poorly in terms of precision
(30.87%) but performs very well in terms of recall (94.06%).
Overall, it can be concluded that the EPS method is an
effective solution for multiclass imbalanced classification
tasks.
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TABLE 5. Comparison of results of multiclass imbalanced classification methods using cart with MAVA metric.

DATASETS EPS OVO-EPS OVO-EASY OvO-SMB DES-MI
automobile 80.96+0.75 79.98+1.89 70.98+2.19 73.50+3.14 82.42+2.26
balancescale 58.1+0.44 55.82+0.91 58.74+2.02 57.09+0.85 55.92+1.2
car 98.3+0.24 97.43+0.56 97.85+0.6 96.87+0.57 96.67+0.6
cleveland 31.59+1.63 29.87+0.92 27.97+1 29.69+3.88 30.07+1.99
contraceptive 48.76+0.6 48.25+0.69 50.53+0.53 48.05+0.65 47.92+0.87
dermatology 94.18+0.43 92.53+0.41 93.12+0.75 93.34+0.48 96.64+0.88
ecoli 59.49+2.32 55.67+1.61 50.32+2.22 55.74+1.19 57.99+1.32
flare 62.27+0.55 62.06+1.02 62.3+1.25 59.84+0.73 60.87+0.87
glass 71.22+1.73 69.01+2.32 70.27+2.04 68.18+2.53 70.95+2.57
led7digit 70.52+0.59 69.73+0.09 62.1+1.01 51.68+1.79 71.39+0.7
lymphography 83.04+0.76 70.39+3.22 71.79+5.15 73.88+4.11 79.28+2.77
newthyroid 94.03+0.55 92.25+1.2 93.09+1.31 92.38+1.55 93.77+0.83
page-blocks 89.01+0.32 86.3+0.71 94.124+0.45 86.18+0.85 86.37+0.68
penbased 98.68+0.05 96.99+0.05 91.63+0.25 85.35+0.09 98.05+0.09
winequality-red 39.38+0.6 42.28+1.94 42.79+2.76 38.44+1.21 39.16+1.51
roth 86.25+1.2 85.95+0.33 84.75+0.94 86.15+0.26 86.95+0.69
satimage 89.12+0.17 86.93+0.2 86.94+0.28 84.17+0.4 88.37+0.29
segment 97.68+0.1 96.61+0 97.42+0 96.32+0 97.4+0.19
shuttle 95.75+0.01 93.31+0.01 95.11+0.01 93.38+0.02 93.77+0.01
splice 93.85+0.2 92.58+0.17 91.03+0.27 90.91+0.31 93.74+0.27
thyroid 95.07+0.83 97.99+1.81 97.66+1.04 87.81+1.97 90.58+1.89
vehicle 74.67+0.39 69.41+0.48 69.56+0.68 68.15+0.79 74.29+0.78
vowel 89.62+0.46 79.8+0.64 88.78+0 88.79+0 88.98+0.6
winequality-white 43.04+0.72 43.82+0.74 42.014£3.01 39.69+0.76 41.01+0.64
wine 94.19+0.6 94.314+0.67 93.35+1.08 93.44+0.83 96.17+0.8
yeast 54.13+0.67 54.87+0.82 54.82+1.26 50.95+1.34 53.4+1.06
Z00 92.35+1.18 92.14+1.99 89.3+1.92 89.79+2.78 92.29+1.17
Average 77.23+0.67 75.424+0.94 75.12+1.26 73.32+1.22 76.46+1.02
Ranking(p=2.53e—08) 1.63 3.41 3.11 4.26 2.59
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FIGURE 4. Results of multiclass imbalanced classification methods using CART with different metrics.

The Table 8 shows the results of a Holm-Bonferroni test
for comparing the performance of the proposed method
EPS method with three other methods (DES-MI, OvO-SMB,
and OvO-EASY) and another variant of the EPS method
(OvO-EPS) using three different machine learning algorithms
(CART, Random Forest, and SVM). The corrected p-value is
reported for each comparison.

For all comparisons using the CART algorithm, the cor-
rected p-values are less than 0.05, indicating that there is a
statistically significant difference in performance between the
EPS method and the other methods or variant. Specifically,
the p-value for the comparison between EPS and DES-MI
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is 0.01, indicating a stronger statistical significance than the
other comparisons.

For the comparison using Random Forest algorithm, the
corrected p-values are less than 0.05 for the comparisons
with OvO-SMB and OvO-EASY, but greater than 0.05 for
the comparisons with DES-MI and OvO-EPS, indicating
that there is a statistically significant difference in per-
formance between the EPS method and the OvO-SMB
and OvO-EASY methods, but not with DES-MI and
OvO-EPS.

For the comparison using SVM algorithm, the corrected
p-values are all greater than 0.05, indicating that there is no

48231



IEEE Access

B. Jabir et al.: Ensemble Partition Sampling (EPS) for Improved Multi-Class Classification

TABLE 6. Comparison of results of multiclass imbalanced classification methods using random forest with MAvVA metric.

DATASETS EPS OvVO-EPS OVO-EASY OvO-SMB DES-MI
automobile 79.35+0.68 69.97+2.12 70.33+0.59 70.91+0.58 80.64+0.95
balancescale 60.35+0.1 58.08+0.58 59.36+2.38 59.73+0.68 57.28+0.98
car 95.64+0.21 97.91+0.6 97.41+0.57 94.42+0.67 96.84+0.44
cleveland 29.87+0.92 27.13+0.66 28.71+0.65 28.43+0.61 28.68+2.5
contraceptive 50.51+0.13 51.21+0.43 50.58+0.61 50.01+0.15 50.24+0.32
dermatology 97.59+0.34 97.53+0.22 93.39+0.26 97.41+0.73 96.85+0.4
ecoli 71.77+£0.51 71.3+0.7 49.54+1.19 64.72+1.58 71.12+1.09
flare 60.99+0.46 62.22+0.51 63.61+1.09 58.39+0.75 60.77+0.81
glass 77.61+0.88 73.41+0.64 73.83+1.22 74.45+2.29 76.9+1.72
hayes-roth 87.45+0.51 85.3+0.56 84.18+0.73 84+0.59 86.18+0.92
led7digit 70.85+0.43 71.26+0.24 64.86+0.46 70.74+0.37 71.8+0.42
lymphography 81.47+0.31 77.19£0.3 69.64+4.56 72.53+£2.99 84.72+1.24
newthyroid 96.54+0 97.89+0.51 94.73+1.2 94.98+1.02 96.29+1.08
page-blocks 92.05+0.25 92.14+0.28 94+0.22 89.09+0.7 89.38+0.82
penbased 99.11+0.07 98.88+0.02 90.75+0.07 98.88+0.03 99.16+0.03
satimage 89.73+0.1 89.92+0.04 87.06+0.07 89.72+0.19 90.01+0.1
segment 98.03+0.09 97.36+0 97.36+0 97.36+0 97.93+0.07
shuttle 94.93+0.74 93.57+0.93 95.42+1.01 95.13+0.96 93.1+0.82
splice 95.58+0.03 94.75+0.11 94.35+0.08 93.32+0.23 94.7+0.25
thyroid 96.16+0.37 95.94+0.78 97.05+0.07 90.78+0.93 95.9+1.25
vehicle 77.3+0.27 75.89+0.36 71.52+0.25 75.38+0.26 75.86+0.14
vowel 96.09+0.36 93.94+0.47 90.1+0 90.1+0 97.43+0.24
wine 98.78+0.79 98.63+0.33 92.81+0.52 98.77+0.27 98.72+0.39
winequality-red 40.26+0.41 41.7+0.65 44.32+1.77 41.54+0.37 40.51+1.45
winequality-white 44.67+0.5 44.72+0.45 40+1.61 42.63+0.19 43.7+0.38
yeast 54.93+0.54 51.99+0.35 55.82+0.35 52.57+1.22 58.52+0.47
200 90+0.82 90+0 90.69+0.7 90+1.28 89.43+0
Average 78.8£0.4 77.76+0.48 75.61+0.82 76.52+0.73 78.62+0.71
Ranking(p =7.77e-04) 2.11 2.83 3.39 3.85 2.81
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FIGURE 5. Results of multiclass imbalanced classification methods using Random Forest with different metrics.

statistically significant difference in performance between the
EPS method and the other methods or variant.

In conclusion, the results suggest that the EPS method
generally outperforms the other methods and variant when
using the CART algorithm, but its performance is similar to
the other methods and variant when using the Random Forest
and SVM algorithms.

This study aimed to evaluate the effectiveness of the
Ensemble Partition Sampling (EPS) method by comparing
it to previously proposed methods in the literature. EPS
was compared to OvA, SMOTE, k-means-SMOTE, and
Bagging-RB using CART, Random Forest, and SVM as
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classifiers. The results demonstrated that EPS outperformed
the other methods, with Bagging-RB, k-means-SMOTE,
SMOTE, and OvA following in order. The study also com-
pared EPS to typical multiclass imbalanced classification
methods, including DES-MI, OvO-EASY, and OvO-SMB,
and found that EPS performed well in multiclass imbalanced
classification, achieving an average MAVA of 77.24% across
all datasets. EPS reached 99% accuracy in many datasets,
and other metrics, such as precision, Fl-score, recall, and
g-mean, also showed excellent results, exceeding 90% in
several cases. A Holm-Bonferroni multiple comparison test
was conducted to compare the performance of EPS to the
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TABLE 7. Comparison of results of multiclass imbalanced classification methods using SVM with MAVA metric.

DATASETS EPS OVO-EPS OVO-EASY OvO-SMB DES-MI
automobile 59.4+1.3 55.9+0.56 53.6£1.76 56.91+4.02 56.36£1.59
balancescale 81.870.39 80.52+0.58 86.39+1.04 82.5042.42 80.93+0.62
car 94.52+0.23 95.55+0.67 97.76+2.33 87.6842.06 97.25+0.32
cleveland 32.27+1.01 32.191.56 23.04£1.65 30.35+1.81 29.47+1.77
contraceptive 56.1+0.22 54.85+0.32 50.28+0.63 4826+0.9 54.27+0.28
dermatology 97.150.1 96.56:0.44 93.45+4.19 95.8242.85 96.86+0.26
ecoli 71.8940.15 72.16+0.44 57.3540.77 68.29+1.74 64.9940.69
flare 62.35£0.41 60.76+0.46 62.25+1.03 62.04+2.23 62.5+0.88
glass 63.49+0.74 64.4+0.49 62.68+3.92 61.25+2.83 66.54+1.66
hayes-roth 86.56+0.37 84.73+1.02 86.59+1.22 85.0742.58 83.45+1.06
led7digit 71.76+0.39 70.78+0.12 63.23+1.84 51.68+3.17 72.53+0.62
lymphography 76.73£2.37 76.68+0.72 78.05+2.49 77.13+3.96 64.39+0.49
newthyroid 94.33+0.49 93.78+0 93.471.25 92.6+2.87 94.89+0.89
page-blocks 86.87+0.14 84.910.23 84.130.54 72.2740.63 92.84+0.44
penbased 99.37+0.01 99.41+0.01 98.74+0.11 85.9120.69 99.35+0.02
satimage 87.10+0.05 88.44+0.06 86.99+0.52 77.95+1.54 88.51+0.17
segment 93.78+0.07 94.07+0 94.07+0 94.07+0 93.66+0.26
shuttle 90.030.05 87.65+0.06 65.06+0.26 95.82+0.19 92.06+0.24
splice 85.5440.06 86.35+0.06 92.63+0.27 91.67+0.39 94.050.16
thyroid 80.52+0.05 70.8642.5 97.69+1.74 85.64+5.8 78.05+1.98
vehicle 78.15+0.28 75.53+0.24 70.81+0.67 68.79+2.61 75.7240.54
vowel 93.59+0.17 95.66+0 94.040 95.66+0 94.16+0.37
wine 97.52+0 98.26+0.36 93.69+6.36 94.67+2.86 97.94+0.3
winequality-red 35.9240.38 36.17+0.69 41.57+2.65 38.5642.49 40.25+1.18
winequality-white 36.77+0.66 33.89+0.44 44.46+2.52 39.43+1.02 41.29+0.34
yeast 57.34+0.33 56.49+0.25 54.29+1.01 54.8+0.84 55.62+0.48
200 91.75+0 84.94+1.72 87.99+3.68 92.86+2.34 88.32:42.02
Average 76.39+0.39 75.24+0.52 74.60+1.65 73.62+2.03 76.16:£0.73
Ranking(p=0.16) 2.59 3.09 2.7 33 2.59
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recall 74.60 83.39 97.76
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FIGURE 6. Results of multiclass imbalanced classification methods using SVM with different metrics.

TABLE 8. The results of a holm-bonferroni test for comparing the
performance of EPS method with other methods.

COMPARISON CORRECTED p-
VALUE (HOLM—
BONFERRONI)
DES-MI(CART) # EPS 0.01
OvO-SMB(CART) # EPS 2.0e—04
OVO-EASY(CART) # EPS 0.02
OVO-EPS(CART) # EPS 5.1E-03
DES-MI(RANDOM FOREST) # EPS 0.26
OVO-SMB(RANDOM FOREST) # EPS 2.0e-04
OVO-EASY(RANDOM FOREST) # EPS 0.01
OVO-EPS(RANDOM FOREST) # EPS 0.07
DES-MI(SVM) # EPS 0.9
OvO-SMB(SVM) # EPS 0.16
OVO-EASY(SVM) # EPS 0.34
OvVO-EPS(SVM) # EPS 0.23

other methods, and the results indicated a statistically signif-
icant difference in performance between EPS and the other

VOLUME 11, 2023

methods across all machine learning algorithms used. The
tables and results figures highlighted this conclusion, proving
that EPS’s results were higher compared to other methods,
with EPS’s performance being the highest among all the
methods compared.

IV. CONCLUSION

In this study, we proposed a new method called Ensemble
Partition Sampling (EPS) for multiclass classification that
utilizes ensemble learning and preprocessing techniques to
address the problem of data imbalance. Our findings show
that EPS outperforms other methods such as OvA, SMOTE,
k-means-SMOTE, Bagging-RB, DES-MI, OvO-EASY, and
OvO-SMB. Furthermore, our study contributes to the field
of deep learning by presenting an innovative solution for
multiclass classification that demonstrates improved results
compared to existing methods.
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Our study has highlighted the significance of ensemble
learning and preprocessing techniques in improving the clas-
sification performance of imbalanced and multiclass imbal-
anced datasets. The use of EPS can help other researchers
in the field of machine learning to tackle similar problems
in their work. Future work can involve exploring the use of
EPS in other domains and testing its robustness against larger
and more complex datasets. While our proposed method of
Ensemble Partition Sampling (EPS) shows promising results
in improving classification performance in imbalanced and
multiclass imbalanced datasets, there are still some limita-
tions to our work.

One of the weaknesses of EPS is that it may not be as
effective in extremely imbalanced datasets where one or more
classes have significantly fewer instances compared to the
majority class. This is because the minority classes may not
have enough instances to generate a robust ensemble of clas-
sifiers, leading to lower accuracy and performance. Another
limitation of our work is that we only used three classifiers,
namely CART, Random Forest, and SVM. While these are
popular classifiers in the field of machine learning, there may
be other classifiers that could potentially outperform our pro-
posed method. Further research can explore the effectiveness
of EPS with a wider range of classifiers. Another limitation is
the sensitivity of machine learning models to free parameters,
which we did not optimize using an independent validation
set in our study. Future research can address these limitations
by exploring the use of EPS in other domains and testing its
robustness against larger and more complex datasets.
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