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ABSTRACT Induction motors are typical rotating machines that are widely used in various industrial
processes. The condition of induction motors has to be monitored to avoid serious losses, which can be
caused by various reasons. Over the last decades, although many studies have been performed on the
condition monitoring (CM), there is still an increasing need for cost-effective and reliable CM techniques for
induction motor. This paper presents an adaptive Kalman filter (AKF)-based CM technique for an induction
motor driving a scrubber fan. In this work, AKFs are used to extract useful information about the induction
motor’s condition based on measured vibration signals. The main novelty of the proposed method is the
use of multiple AKFs for the detection of outliers and anomalies. The output of the AKFs plays as the
basis of severity assessment on the vibration signals. A set of AKFs are employed to deal with various
anomaly conditions caused by different severity levels of vibration as the IM is deteriorated. Moreover, the
effectiveness of the proposed method is demonstrated through experiments involving a real scrubber fan
driven by an induction motor.

INDEX TERMS Adaptive Kalman filter, condition monitoring, failure detection, induction motor, severity
assessment.

I. INTRODUCTION
The failure or malfunctioning of induction motors (IMs),
which are core devices in industrial processes, can result
in unnecessary downtimes, substantial repairs, and revenue
losses. IMs are usually operated under heavy loads and
high-speed conditions; thus, under these harsh conditions,
even a small defect can accelerate the degradation process
of IMs. To prevent severe damage and reduce unscheduled
downtimes and maintenance costs, it is highly imperative to
develop a condition-monitoring (CM) technology capable of
detecting the failures of IMs and evaluating their health status
online [1].

A variety of CM techniques have been proposed to detect
faults of IMs based on various sensing technologies using
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vibration [2], [3], current [4], acoustic emission [5], infrared
thermography [6], etc. Many authors have focused on extract-
ing fault signatures from measured signals to detect distinct
defects in the IM. Commonly used signal processing tech-
niques include FFT, wavelet transform [7], [8], [9], Kalman
filtering (KF) [10], and statistical approach [11], which are
simple but require a more analytical approach. Meanwhile,
various machine learning techniques, including deep learn-
ing, artificial neural networks, principal component analysis,
and support vector machines, have also been widely applied
in fault detection [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21]. One disadvantage of machine learning techniques
is that their performance is highly dependent on the quality
and quantity of the data to be learned. Some authors have
suggested model-based fault detection approaches that rely
on mathematical models of IMs [22], [23], [24], [25], [26],
[27]. The primary limitation of the model-based approach for
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fault detection in IMs is the unreliability of the mathematical
model, which is affected by changes in the IM’s parameters
over time due to load levels, environmental factors, such as
temperature and lubricant viscosity, and the presence of exter-
nal disturbances, which can impact the accuracy of parameter
estimation techniques.

Health management technology for IMs is equally impor-
tant as fault diagnosis. In real-world industrial settings, there
may be cases where it is not possible to immediately shut
down an IM even if a fault is detected. Therefore, health man-
agement techniques are necessary to predict potential failures
caused by faults that could lead to catastrophic accidents.
Climente-Alarcon et al. [28] proposed a condition-based
maintenance and prognostics and health management strat-
egy based on an in-depth experimental analysis of the failure
mechanism of reproduced rotor-bar breakage. Li et al. [29]
suggested a fault index for quantifying the heath status of
an IM and demonstrated its effectiveness for broken rotor
bars and damaged bearing. In [30], a data-driven approach
coupled with unscented Kalman filter is proposed to enable
predictive healthmanagement for bearing. In addition to these
papers, various CM methods have been reported for health
management of IMs [31], [32], [33], [34], [35], [36], [37].

Aforementioned CM techniques for IMs are mostly based
on detailed knowledge such as well-defined fault-related
knowledge (e.g. fault type, specification data), mathematical
model of induction motor with known parameters, or histori-
cal data from faulty motors which are usually realized by an
artificial fault reproduction feasible only in laboratory envi-
ronments. The practical application of these fault diagnosis
and health management methods is usually limited to the
single-type fault situations or components of inductionmotor.
However, when performing CM at the component level of
an IM, there are several drawbacks. Firstly, some faults may
not have clear and unique signatures that can be identified
at the component level, making it challenging to diagnose
them accurately. Secondly, simultaneous occurrence of mul-
tiple faults in different components of the motor can make it
challenging to isolate and identify individual faults. Finally,
due to the complexity of the system, which consists of mul-
tiple components, it is impractical to apply component-level
CM techniques individually on industrial induction motors.
Therefore, it is necessary to develop holistic CM techniques
that can analyze the motor’s overall health status and predict
failures at the system level. Such techniques can provide a
more comprehensive understanding of the motor’s health and
performance, thus improving the motor’s reliability, avail-
ability, and maintenability.

As far as induction motors are concerned, this paper
presents a system-level approach to failure detection and
health management of IMs, using Kalman filtering tech-
nique and vibration acceleration measurements. This method
has the advantage of being a standalone tool and hav-
ing real-time signal processing capabilities, which makes
it highly useful for induction motor condition monitoring.
Several studies have investigated the effectiveness of Kalman

FIGURE 1. Flowchart of the proposed AKF-based CM technique.

filtering-based monitoring techniques, demonstrating their
potential for managing the health of IMs [38], [39], [40],
[41], [42]. The proposed KF-based CM method can be easily
applied in industrial site in a cost-effective and straightfor-
ward manner without the need for destructive testing, com-
plicated sensor installation processes, historical data related
to faults, or predefined knowledge of the dynamic model and
fault types of an IM. The main challenges in this approach are
to estimate the random vibration signals and to quantify the
health status of the IM with thresholding. To address these
challenges, an adaptive Kalman filter has been proposed, and
multiple adaptive Kalman filters are utilized.

Figure 1 shows the proposed AKF, which serves as an
underlying tool for outlier detection, anomaly detection, and
vibration severity assessment. The AKFs are designed with
the so-called random walk model to extract failure signatures
while tracking measured vibration signals and provide esti-
mates, where each estimate is a weighted sum of prediction
and measured data. The estimates of the AKF are classified
into normal data and outliers through a normal hypothesis
test, through which adaptive thresholds are generated online
to detect outliers. Based on the classification results, anoma-
lies could be detected. The novelty of the proposed AKF is
highlighted by the property that it can be used to detect differ-
ent anomaly conditions by manipulating the AKF’s a priori
knowledge aboutmeasurement uncertainty. The severity level
of IM vibration can be assessed using multiple AKFs with
different a priori knowledge about measurement uncertainty.
Based on the vibration severity assessment, the health status
of an IM is evaluated.

II. PRELIMINARIES
We suppose that a vibration signal changes randomly from
its previous value in the discrete-time domain. In addition,
if the changes are assumed to be due to additive process noise,
a discrete-time stochastic model can be obtained as follows:

x(k + 1) = x(k) + w(k), (1)
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y(k) = x(k) + v(k), (2)

where x(k) denotes the vibration signal, w(k) is the additive
process noise assumed to be zero-mean Gaussian noise with
varianceQ(k), and y(k) is themeasurement (observation) sub-
ject to the measurement noise v(k) assumed to be zero-mean
Gaussian noise with variance R(k). Based on the stochastic
model defined by (1) and (2), it is possible to implement a
Kalman filtering technique for the estimation of x(k).
The convergence property of a standard Kalman filter

depends on the noise variances Q(k) and R(k), which need
to be given as a priori knowledge of noise uncertainties.
Therefore, it is important for standard Kalman filters to have
appropriate Q(k) and R(k) so as to achieve satisfactory esti-
mation performance. However, the estimation performance
can be impeded by the problem that real noise uncertainties
are unknown. A real process noise uncertainty changes from
moment to moment since the stochastic properties of vibra-
tions, which contain information on the health status of an
IM, change as an IM deteriorates. To address this problem,
an adaptation technique is developed in this work to estimate
the process noise variance Q(k), and the combination of the
standard Kalman filter and adaptation technique resulted in
an adaptive Kalman filter (AKF).

We consider that the observation noise variance R(k) is
a user-defined parameter for the AKF. Thanks to the pro-
posed adaptation technique for estimating Q(k), the estima-
tion performance of the AKF could be tuned in advance
by manipulating the observation noise variance R(k). More-
over, as previously mentioned, the estimation performance
is closely related to the estimation of Q(k), which can vary
with the severity level of vibration. If an AKF with a constant
R(k) experiences a significant severe process noise uncer-
tainty despite the aid of the adaptation technique and thus
begins to output more than a certain number of abnormal
estimates (outliers) within a certain period of time from a cer-
tain moment, it can be understood that an IM is deteriorated
more than before. The multiple AKFs shown in Figure 1 have
different values for R(k), and they are employed to evaluate
different health conditions of the IM.

III. METHODOLOGY
A. ADAPTIVE KALMAN FILTER FOR SIGNAL PROCESSING
The proposed AKF is a recursive algorithm that consists of
three phases: the time update phase of the standard Kalman
filter, the measurement update phase of the standard Kalman
filter, and the adaptation phase for the estimation of Q(k).
For step k , we denote the estimate and its error variance by
x̂−(k) and P−(k) after the time update phase and by x̂(k)
and P(k) after the measurement update phase, respectively.
Considering the random process model (1), the time update
equations are simply described as follows:

x̂−(k) = x̂(k − 1), (3)

P−(k) = P(k − 1) + Q̂(k − 1). (4)

The time update phase is combined with the measurement
update phase, which is formulated as follows:

ỹ(k) = y(k) − x̂−(k), (5)

Y (k) = P−(k) + R(k), (6)

K (k) = P−(k)Y−1(k), (7)

x̂(k) = x̂−(k) + K (k)ỹ(k), (8)

P(k) = (1 − K (k))P−(k), (9)

where ỹ(k) is the innovation, Y (k) is the innovation variance,
and K (k) is the Kalman gain.

In (4), the process noise variance used for the time update
of the error variance is the estimate calculated in the previous
step. To make this time update law applicable for every step
k , the recursive AKF additionally includes the adaptation
phase providing Q̂(k) to be used in the next step k + 1 in
the following form:

Q̂(k) = S(k)M (k), (10)

whereM (k) is a residual variance and S(k) is a scaling factor.
Without loss of generality, we assume that the residual

sequence, y(k)− x̂(k), is normally distributed with zero mean.
Then, the residual variance can be approximately calculated
using samples within a sliding window of size N :

M (k) =
1
N

k∑
j=j0

(y(j) − x̂(j))2, (11)

where j0 = k −N + 1. In our setup, where Q̂(k) is positively
correlated with M (k), the estimate Q̂(k) can be regulated by
the Kalman filtering process. For instance, if Q̂(k − 1) is
increased (decreased), the Kalman filter increases (decreases)
the weight for the observation, which decreases (increases)
the residual varianceM (k) so that Q̂(k) decreases (increases).

Similar to the scaling law used in [43], the scaling factor
can be introduced as follows:

S(k) = max

(
1,
Ĝ(k)

G̃(k)

)
, (12)

where G̃(k) is a filter-computed variance and Ĝ(k) is a numer-
ically calculated variance. These variances can be derived
from the following assumptions. In a steady-state condition,
i) the Kalman gain K (k) is constant and ii) the innovation
ỹ(k) is a zero-mean Gaussian random variable. If we denote
the correction component x̂(k) − x̂−(k) by 1x̂(k) based
on evidence from (8), it can be seen that 1x̂(k) is also a
zero-mean Gaussian random variable with a variance G(k)
since E[1x̂(k)] = E[K (k)ỹ(k)] = K (k)E[ỹ(k)] = 0 under
the assumptions i) and ii). Using the variance properties,
it can be seen that G(k) = Var(1x̂(k)) = E[1x̂2(k)] =

K 2(k)E[ỹ2(k)]. Considering the relation Y (k) = E[ỹ2(k)],
the variance G(k) can be approximated as a function of
filter-computed variables as follows:

G̃(k) = K 2(k)Y (k). (13)
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FIGURE 2. Recursive algorithm of the AKF.

Moreover, the varianceG(k) can be approximately calculated
using recent N samples as follows:

Ĝ(k) =
1
N

k∑
j=j0

(1x̂(j))2. (14)

As (12) shows, the scaling factor S(k) to be enforced for
M (k) is greater than or equal to 1. If S(k) > 1, a fading effect
is created on old data, which can improve the convergence
property of the AKF [44]. Finally, the recursive algorithm of
the AKF can be illustrated as shown in Figure 2.

B. OUTLIER DETECTION
An effective method for detecting outliers in the estimates
of the AKF is to check the goodness of fit to the normal
hypothesis that the estimation errors are normally distributed
with zero mean. If a normalized random variable for the
estimation error can be obtained, then it is a natural procedure
for establishing a probabilistic criterion to obtain confidence
intervals, which can be used to detect outliers.

Recall that the correction component 1x̂(k) is assumed
to be a zero-mean Gaussian random variable with variance
G(k) for the steady-state filter and that the variance G(k)
is approximately given as G̃(k). We could define a random
variable z(k), which is expected to be a standard normal
random variable as follows:

z(k) =
1x̂(k)√
G̃(k)

=
1x̂(k)√
K 2(k)Y (k)

. (15)

An outlier is detected if the condition |z(k)| > zc is satisfied,
where zc is the critical value determined based on the desired
level of confidence for the standard normal random variable
z(k). This condition results in the detection of an outlier
when the estimate x̂(k) deviates from the confidence interval
specified by the boundaries x̂−(k)±zc

√
K 2(k)Y (k). Excluding

the statistics that are updated by the Kalman filter itself, the
variables that affect the confidence interval, which serves as
a criterion for outlier detection, are the critical value zc and
the observation noise noise variance R(k). In this study, the
critical value is a controlled variable that remains fixed.

Note that in terms of the observation data y(k), the range of
the confidence interval is specified by the boundaries x̂−(k)±
zc

√
Y (k), as the random variable z(k) can be rewritten as

z(k) = ỹ(k)/
√
Y (k) based on the relation 1x̂(k) = K (k)ỹ(k).

Based on (6), it is clear that a larger R(k) can result in a wider
range of the confidence interval. In other words, for the same
vibration signal, the AKF has a characteristic of outputting a
smaller number of outliers as it takes a larger R(k).

The proposed outlier detection method designed with the
AKF can be less affected by electromagnetic noise since it
uses adaptive thresholds (i.e., confidence interval), which is
effective for reducing the number of false outliers compared
with conventional outlier detection methods, which use fixed
thresholds.

C. ANOMALY DETECTION
Anomaly is herein defined as the condition in which an AKF
with a constant R(k) outputs more than a certain number of
abnormal estimates (outliers) within a certain period of time.
In this study, an anomaly is detected when the number of
outliers per second exceeds the rotating frequency of the IM
for the first time. Observation data is generated at 100 Hz.
Figure 3 shows a detailed algorithm for anomaly detection,
where fr is the rotation frequency, cnt is a variable to count
outliers, and Fa is a flag variable that indicates whether an
anomaly is detected. At the starting point, both cnt and Fa
are initialized to 0.

When a certain amount of raw data is collected, it is
used to calculate an observation, which is generally the root
mean square. The observation is the input to the AKF which
produces various data, including the estimate x̂(k), so that
the normalized random variable z(k) can be obtained. The
next step is the outlier classification, where the value of
cnt is incremented by 1 only if the condition |z(k)| > zc
is satisfied or otherwise it is kept as the previous value.
Considering that the observations are generated every 0.01 s,
it can be seen that the procedure from the data collec-
tion to the outlier classification is performed 100 times per
second.

The decision-making process for anomaly detection is
designed to occur at 1-s intervals. When the time comes to
make a decision for the anomaly detection, the count variable
cnt and rotating frequency fr are compared. If cnt ≥ fr , the
flag variable as Fa is set to 1 to indicate that an anomaly
has been detected. If not, the following condition is evalu-
ated: cnt < c · fr . When this condition is not satisfied, the
value of Fa is maintained at its previous value. However,
if the condition is satisfied, the flag variable Fa is set to 0,
meaning either that no anomaly has been detected or that
the decision made earlier that an anomaly was detected is
canceled. The parameter c, which satisfies 0 < c < 1,
is introduced to cancel the previous decision that an anomaly
was detected, and its value is obtained empirically. At the
end of decision-making, the count variable cnt is cleared
to 0 and the whole process is repeated based on new raw
data.
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FIGURE 3. Algorithm for anomaly detection.

D. SEVERITY ASSESSMENT
To evaluate the health condition of an IM, multiple AKFs are
used. For n AKFs, the ith AKF, denoted by AKFi, has the
following measurement noise variance:

Ri(k) = Rmin + i
Rmax − Rmin

n
for i = 1, . . . , n. (16)

where Rmin and Rmax are the minimum and maximum values
of an acceptable range for R(k), respectively. The range can
be defined by examining the vibration signals of the healthy
motor and faulty motor.

Recall that the larger the R(k) value of AKF, the smaller the
number of outliers. Therefore, the largerR(k), the AKF can be
used to detect more severe anomaly conditions. Based on this
characteristic of AKF, the severity index can be introduced as
follows:

Sidx = max(I1, . . . , In), (17)

where Sidx is the severity index and Ii for i = 1, . . . , n is
an indicator representing the severity level. For AKFi, the
indicator Ii is defined as follows:

Ii =


i
n
, if Fa for AKFi is 1.

0, if Fa for AKFi is 0.
(18)

FIGURE 4. Test input for investigating the performance of the proposed
AKF.

E. ILLUSTRATIVE EXAMPLE
As shown in this section, the AKF is compared with a con-
ventional Kalman filter (KF) to illustrate the effect of the
proposed adaptation technique on Kalman filtering. All the
considered Kalman filters are examined under the same con-
ditions except for Q(k). As shown in Figure 4, the test input
to the Kalman filters is a signal where 25 spikes per second
are observed in a random signal. The sampling rate is 100 Hz,
and the measurement noise variance is set to R(k) = 10−2.

Figure 5 shows the number of outliers counted during
each second. With the proposed AKF, as expected, 25 spike
signals per second are detected as outliers, except for the
first 1-s interval, in which the AKF is in a transient state.
If the scaling factor is not applied by setting S(k) = 1 for
all step k , twice as many outliers as the result of applying
the scaling factor are detected (see the result of AKF without
scaling after 1 s). This is because a single spike signal causes
two large changes in the test input: when the spike signal
appears and when it disappears. It can be seen from the results
of conventional KFs that it is extremely difficult to search
for a priori knowledge Q(k) to obtain a consequence that
classifies spikes as outliers. Wrong knowledge of Q(k) can
result in false outliers or in a failure to detect spike signals.

At step k , if the spike signal is input to the AKF, the
residual error and its varianceM (k) increase so that Q̂(k) also
increases. Then, for step k + 1, the increased Q̂(k) causes an
increase in the dependence of the AKF on the observations,
leading to a decrease in the residual error. The scaling factor
enhances the increase ofM (k) so that the residual error can be
reduced more quickly. Consequently, the use of the estimated
Q̂(k) results in a reduced number of false outliers. Figure 6
clearly shows the effectiveness of the adaptation technique
for Q(k) discussed above in comparison with other Kalman
filters. The proposed AKF could reduce the residual error
increased due to the spike signal at a step k to almost zero
at the next step k + 1.

IV. ENGINEERING TEST
The proposed AKF-based CM method is verified through
an experiment with two industrial scrubber fan systems,
as illustrated in Figure 7. One scrubber fan system is a faulty
system with a deteriorated IM that requires maintenance,
and the other is a healthy system. The faulty system used
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FIGURE 5. Number of outliers: the variable cnt is reset to 0 every second.

FIGURE 6. Residuals of different Kalman filters.

FIGURE 7. Healthy and faulty scrubber fan systems.

in the experiment is a system classified as ‘‘UNACCEPT-
ABLE’’ because the root-mean squared vibration velocity
(measured in mm/s) of the induction motor in the Z -axis
exceeds 7.1 mm/s, as per the ISO 10816 standard. The
classification of a faulty industrial scrubber fan according
to the ISO 10816 standard provides important context and
motivation for the proposed monitoring method based on
adaptive Kalman filtering technique. Both systems are driven
by 3-phase, 4-pole, 3.7 kW IMs. The motors run at approx-
imately 1720 rpm; hence fr = 28.66. To investigate the
health status of the IMs, the accelerometers(VS-JV10A) are
vertically mounted on the top of them. The developed sensor
system for data acquisition consists of a sensor interface,
an ADC board(EK-TM4C1294XL), a single-board com-
puter(OdroidN2+), a switched mode power supply. Figure 8
shows the sensor system.

FIGURE 8. Sensor system for condition monitoring.

The analog signal of the accelerometers is sampled at
25 kHz on the ADC board through the sensor interface. The
observation data of 100 Hz, which is a root mean square of
250 samples of raw data, is immediately transferred upon
generation from the ADC board to the single-board com-
puter by UART serial communication. The main algorithms,
including the AKF, outlier classification, anomaly detection,
and severity assessment, are written in Python and run on
the single board computer (with a Linux operating system).
The criterion value considered for outlier classification is
zc = 2.8, which corresponds to 99.5% confidence level of
the standard normal distribution. As previously mentioned,
the time interval for decision-making is set to 1 s.

For the sake of convenience, let us denote the cnt value at
the decision point as cnt ′. The parameter c can be obtained as
c = cnt ′min/cnt

′
max by considering the maximum (cnt ′max) and

minimum (cnt ′min) values of cnt
′ dataset that lie at the bound-

ary between normal and abnormal, as shown in Figure 9
(blue graph) and Figure 10 (red graph). This method is rel-
atively deterministic. It is advisable to find a cnt ′ dataset
that is almost equal to or slightly larger than fr for cnt ′max .
Such dataset can be obtained by adjusting R(k). If cnt ′max is
assumed to be equal to fr , then the condition cnt < c · fr
in Figure 3 is equivalent to cnt < cnt ′min, which means that
after the first detection of anomaly, the decision is main-
tained until the condition cnt < cnt ′min is satisfied. However,
reversing the decision of previous anomaly detection requires
more caution, so we set the value of c = 0.4 to be more
conservative, i.e., smaller, than the observed ratio in the blue
graph in Figure 9 and the red graph in Figure 10.
As shown in Figures 9 and 10, the number of outliers tends

to decrease as R(k) increases. Since no anomaly should be
detected for the healthy motor, it is reasonable to set R(k)
to greater than 4 · 10−3. However, for the faulty motor, it is
necessary to set R(k) to less than 1.3 · 10−1 so that anomalies
can be detected. Therefore, Rmin = 4 · 10−3 and Rmax =

1.3·10−1. In this study, the number of AKFs used to diagnose
the condition of the IM is 10. If the AKF with Rmax detects an
anomaly, it is considered that the motor has failed. Figures 11
and 12 show the estimation results for the healthy motor
and faulty motor, respectively. As shown in the figures, most
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FIGURE 9. Outlier and anomaly detection results of the healthy motor.

FIGURE 10. Outlier and anomaly detection results of the faulty motor.

FIGURE 11. Estimation results of AKF with R(k) = 1.3 · 10−1 for the
healthy motor.

estimates of healthy motor are bounded to the adaptive upper
and lower thresholds. In contrast, the estimates of the faulty
motor are more frequently shown to deviate from the range
of the adaptive thresholds. For both cases, the residual errors
of AKF are bounded between reasonably small values and
distributed with almost zero mean thanks to the adaptation
law. Figure 13 shows the results of fitting a histogram of
5000 residual error samples to a normal distribution, demon-
strating the validity of the zero-mean Gaussian assumption
for deriving (11) used to estimate Q(k).
To demonstrate the availability of the proposed failure

detection and CM techniques, test input is created based
on the collected data from the faulty motor, as shown in
Figure 14. Figure 15 shows the outlier detection and fail-
ure detection results for the AKF10. The number of outliers
detected per second increased as the test input evolves, reach-
ing the value fr for the first time at 2683s. At this time, the

FIGURE 12. Estimation results of AKF with R(k) = 1.3 · 10−1 for the faulty
motor.

FIGURE 13. Results of fitting the histogram of the AKF residuals to a
normal distribution: (a) healthy motor and (b) faulty motor.

FIGURE 14. Test inputs for demonstrating the availability of the
proposed CM.

FIGURE 15. Outlier and failure detection results for the test input.

motor failure is detected. Figure 16 shows the severity assess-
ment results of the test input. It can be seen that an AKF with
a larger R(k) contributes to detecting more severe anomaly
condition. The result after 3100s shows that the severity index
can decrease as the vibration severity of the IM decreases.

VOLUME 11, 2023 46379



J. Kim et al.: An Adaptive Kalman Filter-Based Condition-Monitoring Technique for Induction Motors

FIGURE 16. Severity assessment for the test input.

In real-world applications where it is not known when a
failure occurs, the proposed severity assessment method can
be used for early failure detection and efficient maintenance,
considering a severity index criterion of less than 1.

V. CONCLUSION
In this paper, a cost-effective CM technique using a single
accelerometer to support the condition-based maintenance of
IMs has been proposed. The proposed methodology is based
on an AKF and includes outlier classification, anomaly detec-
tion, and severity assessment steps. In this study, to develop
the AKF-based CM technique, valuable discussions were
made with the aim of improving the convergence property of
Kalman filters, setting adaptive thresholds for outlier classi-
fication, and detecting anomalies and failures. Furthermore,
the motor’s condition was assessed using multiple AKFs.
Although the proposed CM technique could not identify dif-
ferent types of faults, it could be used for the early detection
of failures without requiring well-defined knowledge of the
dynamic models and fault types of IMs. The applicability of
the proposed CM strategy was demonstrated through a set of
experiments using real scrubber fan systems.
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