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ABSTRACT With the development of machine learning algorithm and fuzzy theory, the fuzzy clustering
algorithm based on time series has received more and more attention. Based on the time series theory and
considering the correlation of data attributes, it proposes a novel multivariate fuzzy time series clustering
method based on Slacks Based Measure (MFTS-SBM). Compared with traditional fuzzy clustering that
it has the ability to deal with fuzziness and uncertainty, the proposed hybrid SBM clustering method
employs with input and output items and considers the clustering results and the influencing factors
of nonparametric frontier. Thus, it is important for data decision making because decision makers are
interested in understanding the changes required to combine input variables in order to classify them into
the desired clusters. The simulation experiment results of different samples are given to explain the use
and effectiveness of the proposed hybrid SBM clustering method. Therefore, the hybrid method has strong

theoretical significance and practical value.

INDEX TERMS Fuzzy time series, SBM, nonparametric frontier, clustering algorithm.

I. INTRODUCTION

With the wide application of time series in various fields, the
time series clustering can mine the internal structural charac-
teristics of complex data by processing and analyzing, thus
providing a scientific and effective basis for decision-making
analysis in economic society. Compared with the traditional
time series method, the fuzzy time series clustering model is
mainly characterized by dealing with fuzzy sets. Generally,
this feature makes it have significant clustering advantages
when modeling fuzzy and uncertain data. Simultaneously,
the traditional clustering algorithms have great limitations in
application when modeling inaccurate and fuzzy data. Model-
based time series clustering requires a parametric model
with sufficient flexibility to describe the dynamics in various
time series. The results showed that the method is more
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accurate than those obtained using the previous methods [1].
Considering the accuracy of clustering, a new time series
clustering method based on non-normality and model nonlin-
earity is proposed [2]. The robust fuzzy clustering methods
are applied to the coefficients of B-spline fitting providing
feasible algorithms to implement these methods [3]. The
fuzzy based classification algorithms show better accuracy
than others which reveals the importance of this novel time
series primitives in time series feature learning [4]. Therefore,
we will compare the proposed method to other clustering
methods and the results indicate that the proposed method
can improve clustering accuracy for multivariate time series
datasets. How to choose the optimal time series clustering
method based on practical problems is the problem that needs
further exploration.

At present, frontier based clustering methods are gradually
attracting attention and now it has formed a mature set of
theories. Although the modeling is simple, the calculation
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is convenient and the results have good mathematical inter-
pretation, there are still some technical bottlenecks to be
further solved. Fuzzy time series clustering algorithm can be
constructed according to different complex data, as well as
the different data fuzzification and fuzzy relations. Building
clustering algorithms for fuzzy time series data consider-
ing the impact of multiple-feature factors is worth in-depth
research. The density peak clustering algorithm is proposed
to deal with the time series data and the experimental results
demonstrate that the clustering performance of the proposed
clustering algorithm [5]. Aiming at single dimension large
sample data, multi-objective optimization algorithm and ker-
nel fuzzy C-means clustering are adopted to realize data
fuzzification. For single dimension small sample data, it is
obviously unscientific to adopt multi-objective clustering
algorithm due to the limitation of sample size. In addition,
atime series clustering algorithm based on the combination of
univariate and multivariate wavelet features is proposed and
the effectiveness of the algorithm is verified [6]. Therefore,
for single dimension small sample data, we should adopt the
domain division method based on information optimization
technology and information granularity. At the same time, it is
necessary to fully tap the potential effective information of
samples and establish the accuracy of fuzzy relations based on
data with different distribution characteristics. Consequently,
the ability and effective performance of the hybrid method for
data clustering can be improved.

Il. SBM MODEL

Data envelopment analysis (DEA) based on nonparametric
frontier is a nonparametric linear programming method to
evaluate the relative efficiency of a group of homogeneous
production units with multiple inputs and outputs. In the
expansion and application of DEA of non-radial distance
function, it is of the great theoretical and practical value to
solve such problems as how to select the appropriate direction
to evaluate the efficiency of decision making units and how
to evaluate and rank the efficiency of decision making units
when the input/output is negative. Different DEA model with
relaxation variables may reflect different effects. DEA model
based on Slacks Based Measure (SBM) is considered to
comprehensively evaluate the efficiency of input and out-
put.At the same time, the model can be used to calculate the
efficiency of DMU and obtain the relevant information of
each input and output relaxation variable.Let’s assume that
the optimal variable p* of the SBM model is not greater
than the optimal variable 6* and the 6* of the DEA-CCR
model.Therefore, the linear constraints of the DEA-CCR
model with variable inputs can be expressed as follows.

Oxo = Xp+1t
020 =Zpu+1,
R M
yo=Yp—1;
b()=B,u—t4+
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Similarly, the SBM-CCR model achieves the optimal solution
(0%, u*, t7*, 17*).In particular, we examine the fundamental
CCR model to set up the DEA-CCR clustering approach that
it can be easily extended to other SBM. Through analysis,
we add both sides of the equation at the same time and the
following results can be obtained by item shifting and the
specific situation can be expressed as follows.

X0 = Xu* 417+ (1 —0%)x
20=Zu" +1;% 4+ (1 - 0%z
yo=Yu*—tf*
b():BpL*—tI*

@

As a result, we can use the relevant definitions of the fol-
lowing variables. A = p*, sy = t;* + (1 — 6*)xp,5, =
¥+ (1 —0%x,s] = ;" and sj = 1;]*.The variables
such as (A4, 515585, s;', SI) are the variables of SBM model
respectively. Therefore, the efficiency can be measured quan-
titatively with the following formula.

m - t -
1—#(2‘1%+Z‘1%+(m+t)(1—9*))
1= =

P= 1 S s pv
1+W(Z;+Z‘—.)

= 3

Therefore, we can deduce that the following interval repre-
sentation occurs.

We all know that the inputs and outputs of DMUs are
measurable. Considering multiple DMUs, each DMU has
m inputs and s outputs even though it may be in varying
amounts. The vector has the following characteristics as
follows. xj = (x1j,---,%m) and y; = (y1j, -+ ,Ys) and
zj = (215, - , Zpj). At the same time, they represent input,
output and environmental variables of decision making units
respectively (j = 1,---,n). It is important to point out
the traditional data envelopment analysis model requires that
both input and output are accurate. Therefore, we sometimes
cannot obtain accurate input and output data for the number
of DMUSs is usually much larger than the number of inputs
in practical applications. Combining the limitations of cur-
rent clustering methods, it makes a deep exploration on the
clustering methods based on nonparametric frontier from the
aspects of efficiency measurement and frontier construction
and the clustering rules. Moreover, the model should also
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consider the unexpected output, so we should build a new
efficiency model that considers the unexpected output. Con-
sequently, through the above analysis, the SBM model can be
represented as follows.

1_L§:£
. "
min p = N
I+52 35

Il
-

r

n
> Ayro = st =0, Vr
J=1

n
Z Aixio + 5, = xio, Vi
j=1

Vi=1,---,n, s7,57>0 5)

1

S+
If the following conditions exist 1 + % > yio = 7, we can

r=1
convert the objective function of the SBM model into the
following model c0n51der1ng unexpected output such as

mzn,o—t*(l—nj_z-)_t——_z . Through the

=
sequential reasoning, the model can be transformed into the
following linear model as shown as follows.

mmq_t——Z—

Xi0
1< SF
st. 1=t+ - —
§ r=1 yro
n
txio = Z Ajxij + S;
=1
n
tyro = D Ay = S (6)
=1
where p = g, A = Aj/t,s; = S; [t.sF = S} /t. Any

DMU in the SBM is CCR valid if and only if it is SBM valid.
And the optimal variable of the SBM model is ¢* not that
it is greater than the optimal variable 6* of the CCR model.
In our study, efficiency scores and relaxation variables are
based on variables in the SBM model. At the same time, these
relaxation variables in the mixed model can well explain the
degree of ineffectiveness of DMUs. We can use the cluster
center of each category as the initial cluster center of fuzzy
clustering of time series data. At the same time, each category
of all test time series data can be determined according to the
maximum value principle determined by SBM.

On the other hand, the SBM clustering Method Based
on Fuzzy Time Series can be seen as a feature selection
analysis technique. A modified slacks-based super-efficiency
measure in the presence of negative data for each DMU j(j =
1,---,n), let x; denote its ith ( = 1,---,m) input and
v denote its rth (r = 1, ---,s) output. Consequently, the
VRS-SBM model can be used to evaluate the efficiency of

VOLUME 11, 2023

certain DMU k(k € {1, --- , n}).
m -
-2 5%
min ljl
141>

\
Il
-

s.t. xik:injlj—i-Z,-_, i=1--,m
j=1

yrk:Zyrjlj_Z:r, V:1,"' ) §

n
DA =120 j=1.n
j=1

+

Zr,Zi_ZO,r=1,"‘asai=1,"'am (7)

Fang et al. presented an equivalent slacks-based represen-
tation of Super-SBM, the VRS version of Super-SBM can be
expressed as follows.

m _
15 W
1+m§xik
min ';
_ly ow
1 Szyrk
r=1
n
st X > Z xijhi—w;, i=1,---,m
J=1j#k
n
Yk < Z yihi+wl, r=1,-- s
=Lk
EYrk’ r=19"',s
n
D=1 420 =1 .n j#k
J=Lik

whwr >0, r=1,---,s, i=1,--,m (8)

Through the specific analysis, the model (2) identifies the
super-efficiency of DMU k by minimizing the input savings
(w;") and output surpluses (wh.

Hence, the VRS version of the SBM-VRS model can be
determined as follows.

m —

1— LS 5%
m = Xik
min —

1+ z)’rk

n

s.t. X = Z xijhj — w; +s ,i=1,---,m

J=1j#k
n
Yrk = Z yiki+wit —st, r=1,--.s
j=1j#k
n
DU h=1 420 =1 .n j#k
j=1#k

+ —
Srvsl' Zoa r_19"'a

Y,i:l,-“,m (9)
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where w; * and w;"* are optimal variables of problem in the
equation and it is demonstrated as follows.

m Liw
1+ > —=

i=1 Pi

S \% W+
1 — Z r+r
r=1 P

r

n
st Xijg > E xijlj—w,.—, i=1,---.m

j=1j#k
n
Yk < Z ki +wl =5t r=1,--- s
J=1j#k
n
D h=1 420 =1 .nj#k
j=1j#k
wffpf,r:1,~~,s
whiwr >0, r=1,---,s, i=1--,m (10)

where p; = maxly;) — min(xg).pf = minly,)

J
min{y,;}, u; and v, are known positive weights satisfying
j

m S
> i = land D v, = 1. The variable y; and v, make
i=1 r=1

model (4) more generalized than the average weights 1 / m
and 1 / s do respectively. For unexpected decision making
units, variable Z is introduced into SBM model as unexpected
inputs. Simultaneously, we conduct efficiency evaluation
Y2 as expected output and B as unexpected output. Based on
the above analysis, the SBM model considering unexpected
input and output can be expressed as follows.

max 6

[0 + wXo+EZ) — uYo — 8By = 1

wxj + &z, —uy; —8bj >0, j=1,2,--- ,n
hy w > 1/m(1/Xo)

n = 6/s(1/Yo)
& = 1/1(1/2%)
[ 8 = 6/p(1/Bo)

(11)

If the attribute values of the observation sample point change
to the benchmark point, it is possible to leave the original
category. Research has found that frontier clustering algo-
rithms can well fit and approximate classified hyper surfaces.
At the same time, it is found that the clustering method
using two relative frontier surfaces outperforms the linear
mathematical programming clustering model in classification
performance. When the relationship between attribute values
and category values is non-monotonic, direct application of
SBM clustering frontiers performs poorly. For the case where
the sample data is linearly non-separable and it does not
satisfy monotonicity, it is necessary to convert the original
data into high-dimensional linearly data that can be clustered.
Concurrently, the dual programming form of SBM model
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considering unexpected input and unexpected output can be
determined as.

m [
_ Si Si
1 m—t (Z Xio + Z Zio)
i=1 i=1
S+ P+
1 S Sr
1+s+p( yro+zbro)

r=1 r=1

min p =

n
s.t. lexmj-iﬂ; =Xo, m=12,---,m
J=1

n
leyrj—s;"zYo, r=1,2,---,s
=1

n
ZA«]ZS]—FSI_:ZO’ t=1’27"‘ , 1
=1

n
lebd—sf=Bo, r=12,.--,p
j=1

A ZO,si_,s;L,s;,s;L >0 (12)

When using the SBM model to measure efficiency, ineffective
decision making units reach the frontier through the same
proportion of indicators that change input or output. There-
fore, using SBM model can greatly improve the effectiveness
and efficiency of decision-making. Because the sensitivity
analysis of DMUs is important worthy of discussion in SBM,
the sensitivity is considered as the essential variable index
in SBM considering unexpected output. At the same time,
we propose to design clustering rules according to the mea-
surement results of direction distance function. Therefore, the
hybrid SBM model can be converted to the linear CCR model
form and the linear model form can be expressed as follows.

1 2sT L s
L+ Ji
m+t(§xio Zzio

i=1

mnt=¢ —

n
Z?ijmj+si_=Xo, m=12---,m

j=1
n
leyrj—s:rzYo, r=12---,s
j=1
n
Aizgi+8 =Zo, t=1,2,---,t
s.t. J:Zl e (13)

n
lebrj—sszo, r=12,---,p

j=1
1 2ot st
o LTS 9
l=1 ro r=1 ro

P S
‘l,si,s,,s,,s, >0

l=9¢+

Ill. THE MEAN CLUSTERING ALGORITHM BASED ON
TIME SERIES VARIABLES

With the development of data mining technology, all kinds
of data information show blowout growth. Therefore, the
continuous exploration and application of data value has led
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to the rise of a series of data clustering research hotspots.In
the meantime, the time series clustering as one of the key
issues has become an important direction of data driven in
recent years. By processing, analyzing and modeling data,
time series clustering can mine the internal structural char-
acteristics of data. Look for the development law and change
trend of things and provide a reasonable and effective theo-
retical basis for decision-making analysis and policy making
in economic society.However, classical time series clustering
models often have strict assumptions and high requirements
for data quality. At the same time, the traditional clustering
models have greater limitations in application.Complex data
types and constantly developing application scenarios put for-
ward higher requirements for the performance of clustering
models. Therefore, it is of great significance to build cluster-
ing models suitable for different data types. Compared with
the traditional time series clustering model, the fuzzy time
series clustering model is mainly characterized by dealing
with fuzzy sets. In the meantime, it has significant advantages
in modeling fuzzy and uncertain data.

Extensive simulation studies including multivariate linear,
nonlinear and GARCH processes show that the fuzzy time
algorithm is effective [7]. A new fuzzy clustering algorithm
for multivariate time series is proposed according to the
difference of data in different degrees [8]. Concurrently,
the simulation results of multi-objective clustering algorithm
show that the time complexity and model complexity are
reduced [9]. In addition, the fuzzy time series clustering
algorithm does not require strict premise assumptions and
a large number of training samples.Further more, this fea-
ture makes up for the prominent limitations of traditional
time series clustering. According to different data types,
fuzzy time series clustering models can be built based on
different data fuzzification and fuzzy relationship building
methods. Aiming at single dimension large sample data,
multi-objective optimization and kernel fuzzy mean clus-
tering algorithm are adopted to realize data fuzzification.
Subsequently, a fast and effective fuzzy time series algorithm
based on clustering is introduced to deal with the classifica-
tion problem [10]. Through a series of experimental analysis,
it is verified that the fuzzy time series clustering model has
good effectiveness in a variety of applications.By processing
the fuzziness,the algorithm can effectively improve the clus-
tering performance by learning more information from the
available information [11]. At the same time, a fuzzy cluster-
ing algorithm based on multivariable time series is proposed
by estimating the parameters of the membership function.
Finally, the experimental results show that the of multivariate
time series based on Gaussian model is a promising clustering
method. [12]. Through the system based on fuzzy sets,
the membership value of the input set is obtained by using
clustering algorithm in the structure of the fuzzy regression
function method [13].Furthermore, the performance of the
clustering model can be improved effectively by introduc-
ing data preprocessing and optimization algorithms into the
fuzzy time series clustering algorithm.Simultaneously, the
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data decomposition and integration strategy is adopted to
reduce the noise impact in the data and improve the clas-
sification ability of the model in the single dimension large
sample data.In small sample data, the change rate of original
data is calculated to eliminate the trend in complex data and
improve the generalization and universality of the model.
Concurrently, it can use feature extraction to remove redun-
dant variable attributes from multidimensional variables and
selects effective variables in multidimensional sample data as
model input, so as to improve the training efficiency of clus-
tering model. Therefore, for the different time series, we need
to use the variety of complex data optimization techniques to
further improve the performance and parameters of clustering
algorithms.

The information entropy of a random variable can reflect
the amount of information and uncertainty contained in the
variable.Assuming that the attribute is a cluster variable,
the information entropy H(A) of the clustering algorithm is
calculated generally as follows.

d
H(A) = =" p(a)log(p(a)) (14)

Suppose there are the following sets of independent variables
V = {A1, -, An}. Consequently, the information entropy
of the variable set can be expressed as follows.

d
H(A) = =" p(a)log(p(a)) (15)

The lower the value of H(V), the lower the uncertainty of
the variable set of V. Assume there is clustering of P =
{Cy1,---, Cy}.As a result, the conditional entropy H(V|P)
based on the partition is the overall information entropy of
the partition, which is calculated as follows.

E(P) = H(V|P)
m k d; - '
= =2 2.p(C) > p(a” ICDlog(p(a;” 1C1))
j=1 1 i=1
m k d ' .
=3 3> b, Cplogp@ 1C1)  (16)
j=1 I=1 i=1

where p(a;i) |C;) is the conditional probability of the value

a](.l) in the C;. p(C;) = |C;| /n.The information entropy
index E(P) represents the information entropy of the whole
partition with the weighted sum of all kinds of entropy, thus
reflecting the quality of clustering partition. The smaller the
value of E(P), the more concentrated the attribute values of
each category in the partition which means that objects in the
same category are more similar.

The time series clustering methods are widely used in
various disciplines. Similar to the clustering algorithm, the
clustering algorithm calculates the difference degree of each
object and class center within a class, and reflects the overall
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quality of clustering division by the sum of various differ-
ences. For clustering variable data, the average value of each
object value has no practical significance. Therefore, the
clustering algorithm replaces the mean value with the mode
of the value to determine the class center. At the same time,
the difference distances between an object within a class and
the class center is calculated as follows.

m
d(Xii, 1) = D 8(x, 2y)) (17)
j=1
where Xj; is the object of attribute characteristic C;. xy;; is
the value of attribute variable X;; on A; attribute. Z represent
environmental variable and z;; is the variable in Z;.The rela-
tionship expression is as follows.

1, xiij = zjj
0, xi55 # zj

Through the above analysis, the calculation formula of clus-
tering algorithm indicators F' can be described as follows.

8(xiij, zj) = [ (18)

k1G]

de,excl) => > dXi.z) (19

=1 i=1

F(P) =

where d.j50-(C7) is the sum of the differences between the
objects Cj in the class and the class centers. Therefore, the
calculation formula can be expressed as follows.

1Ci

detusier(C) = D d(X1i, Z)
i=1

m
= 1G> 11— max p@1C)] - (20)

j=1
The lower the value of F(P) is, the more similar the objects
in each category of the clustering algorithm are to the class
centers and the higher the quality of clustering division can
be considered. The cluster utility index CU can be used to
calculate the probability of obtaining the same attribute value
for each object in the same class. The higher the value of
CU(P), the higher the quality of clustering is. Hence, the
value of the clustering utility index CU of the clustering

algorithm can be calculated as follows.

k m dj . .
cuP) =>pC Y. > Ip@” 11 — pa@

=1 j=1 i=1

= Zp(cn Z Z[p(a@ 1€

j=1 i=1
m j )
- ZZZP@-’))2 1)
=1 j=1 i=1

The cluster utility index p(aj(.i) |C;)? can reflect the probability
that objects in the same class have the same value. At the
same time, the probability p(a( ))2 reflecting the same value of
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objects between different classes shall be applied. However,
for a given data set, the value of p(aj )2 is a constant, which
can be determined quantitatively and scientifically according
to the following methods. Consequently, the specific calcula-
tion process can be described as follows.

m dj

cuP) = ZP(Q)ZZ [p(a” 1€/ 1 —

j=1 i=1

Constant (22)

The above formula shows that the clustering utility index
CU can reflect the similarity of objects within a class, but
cannot reflect the difference of objects between classes in the
process of clustering algorithm. In order to improve the index
CU of clustering algorithm, we will further average the value
CU(P)/k of the number of classes, that is, to compare the
clustering division of different number of CU(P).

IV. THE FUZZY CLUSTERING ALGORITHM BASED ON
VARIABLE WEIGHTING

In recent years, the clustering analysis of complex data has
aroused our extensive attention. The fuzzy clustering model
with time series inherit the benefits of fuzzy theory in the
clustering framework is characterized in the following way.
At the same time, the following conditions exist for the
dataset X = {xi,x2,---,X,}. Assume there is an attribute
weighted vector w = [wy, wa, -+, ws]T and Vj : w; > 0.
Through the above analysis, the fuzzy clustering model based
on variable weight can be given as follows.

C n
2
DU ul e —vill},

i=1 k=1

s.t. Zulk_l k=1,2,- (23)

Zw]_l

We applies fuzzy time series clustering models under differ-
ent data types to different aspects of social and economic
life. Fuzzy time series distance models suitable for different
data characteristics are constructed through different data
fuzzification methods and the application range of fuzzy time
series clustering models is broadened. Concurrently, it can be
seen from the analysis that the attribute weighting vector w
appears as a variable in the clustering objective function J5.
Therefore, we can adopt the Lagrangian multiplier method
and assume that the augmented function can be expressed as
follows.

min Jo(U,V,w) =

JZ)Lr](U V,w)
—ZZ i o — vill}, +ZMZ wk—1)
i=1 k= 1
+ ”(Z wi — 1) (24)
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where A = [A1, A2, -, 4,]" and 7 is Lagrange multi-
plier.Then, under the two equality constraints of membership
degree u;; and attribute weight wy, the necessary conditions
for minimizing the objective function can be developed as
follows.

n n
=Zu?,§xk Zu%,i:l,Z,---,c
k=1
c 1 -1
Uik = [Z (e = villZ /llxe — il )’"'}
C C n
w=| 2 (£ o’

i=1 \i=1

i=1,2,---

i Zu (-xlk

i=1k=1
AN k=172s"'a

o)

(25)

In the weighted fuzzy clustering algorithm, attribute
weighting methods can have different clusters from different
angles. For example, attribute weights are determined accord-
ing to decision-makers’ preferences, experiences and other
factors. Simultaneously, it is still necessary to determine the
attribute weighting through subjective weighting of the math-
ematical model according to a specific index and actual data.
When clustering with attribute weighting method, we can
set the attribute weight determined in advance as a constant
value.

Assume that the multidimensional dataset can be repre-
sented as X = {x1,x2,---,x,}. At the same time, we give
the vector characteristics of attribute weights as w =

S
w; > 0 and Z‘iwj = 1. Then the
model of clustering algorithm based 0;1 constant weight can
be designed as follows.

1C;]=1127"'7

Wi, wa, -, wylT. V)

C n
2
DU ul = vill},

i=1 k=1 (26)

C
S.I.Zuikzl, k=1,2,---,n
=1

where variable ||-||,, represents weighted Euclidean distance
and it can be defined as follows.

Ik — villy = [ —v) ! WIW 0o —vl2 27)

min J1(U, V) =

where it can be defined as W = diag[wy, wa, - - - , ws].

By weighting samples and features, the fuzzy algorithm
and sample weighted clustering algorithm are unified into a
common framework. At the same time, the new fuzzy tempo-
ral clustering algorithm is quite effective for processing data
sets with different distributions and characteristics.Through
the above exploration, we can adopt the Lagrangian multi-
plier method and assume that the augmented function can be
expressed as follows.

JM(U V)

—ZZuknxk vill}, +Zak<2ulk—1) (28)

i=1 k=1
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where A = [A1, A2, --- , A,]7 and it is the Lagrange multi-
plier. Then, under the equality constraints u;; on membership,
the necessary conditions for minimizing the objective func-
tion J; of the hybrid clustering algorithm are shown as
follows.

n
m
Vi = Z WXk
k=1

n
E up,i=1,2,---,c
k=1
c

Uix = [Z (e = vill2 /llxe = vill2) ™

i=12,---,¢c; k=1,2,---,n

]‘ (29)

When using fuzzy clustering algorithm to cluster data sets,
it is necessary to determine the attribute weight according
to some attribute weight in the initialization process. In the
meantime, the latter process is similar to the standard clus-
tering algorithm. Through the above analysis, the hybrid
algorithm flow is shown as follows.

Step 1: use some attribute weighting method to determine
the attribute weight vector and take account of the contribu-
tion of different feature for cluster analysis.

Step 2: To set the fuzzy parameters, clustering number and
threshold, and initialize the partition matrix randomly.

Step 3: Update the prototype like matrix of fuzzy clustering
algorithm in proper sequence.

Step 4: Update the partition fuzzy matrix of fuzzy cluster-
ing algorithm in the same measure.

Step 5: If the following conditions are true Vi, k
max )u(,? f,l{ Y| < ¢. Then the clustering algorithm stops.
Otherwise, return to step 3.

V. A NOVEL HYBRID SBM MODEL BASED ON FUZZY
TIME SERIES

Time series data is a collection of observations in chronolog-
ical order. It is an important data object in series data and
widely exists in daily life and scientific research fields. The
characteristics of time series data include large amount of
data, high dimension and continuous updating. In addition,
the key information in the time series usually exists in the
overall change rather than a specific value. Furthermore,
the increasing use of time series data has triggered a lot of
research in the hot field of data clustering algorithms. At the
same time, the segmentation production function derived
from data envelopment analysis is also used for clustering.
In the end the clustering method based on data envelop-
ment analysis is verified to be effective by an example [14].
According to the characteristics of data, a new clustering
algorithm based on the results of data envelopment anal-
ysis is also proposed [15]. An improved fuzzy clustering
method based on data envelopment analysis is proposed for
sparse input and output data. Consequently,the supplement
sparse data in a reliable and accurate way to scientifically
evaluate the relative technical efficiency of the production
unit [16]. However, due to the complexity of time series
data, how to accurately and efficiently find these fragments
for accurateclustering. How to use the dependency between
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attributes and establish an effective clustering method based
on nonparametric frontier for time series. Subsequently, how
to implement an effective multivariate time series clustering
algorithm has become a special challenge.

As the composition of time series data presents a trend
of complexity and high dimension, it is very meaningful to
build a nonparametric clustering algorithm based on time
series under the framework of multiple time periods and
dimensions. Analyze the heterogeneity of multi period and
multi dimension DMUs, construct a multi period nonpara-
metric common frontier estimator, and apply this method to
study the impact of multi period and multi dimension on
the inter group efficiency, intra group efficiency, intra group
and inter group technical barriers of DMUs.Starting from
the construction of empirical production function, this paper
theoretically explores the relationship between the efficiency
values given by different time series SBM models. At the
same time, the methods for measuring the efficiency of time
series SBM decision-making units will be different for dif-
ferent situations. Therefore, the foundation of DEA is to use
the indicator data of the decision-making unit to simulate the
empirical production function, and the production function
itself depicts the relationship between various production
factors and the maximum output that can be produced when
the technical level is unchanged.

According to the effective definition of TS-SBM, which
measures the efficiency of decision making units based on
time series data, the following SBM model for measuring
the efficiency of time series decision making units can be
given. Therefore,the specific design of the model is shown
as follows.

min 6, — e(@’s7 +el's;)
T

09t - 0

s.t. E XA+ 57 = 0px,

j=1

T
DA =5t =y (30)
j=1

T
81(2 )“jt — (=D Ar41) =6
=1
[ s7,s 20, /=0, j=1,2,--- . T+1.

When taking the different values, the (TS-SBM) model
represents the time series mixed model of different returns
to scale respectively.

(1) When §; = 0, (TS-SBM) was a time series SBM model
that satisfied the constant returns to scale;

(2)When, §; = 1 and §; = 0, (TS-SBM) is a time series
SBM model that satisfies variable returns to scale;

(3) When, §; = 1 and 8 = 1 and §3 = 1, (TS-SBM)
is a time series SBM model that satisfies the non increasing
returns to scale.

(4) When, 61 = 1 and 6o = 1 and §3 = 0, (TS-SBM)
is a time series SBM model that satisfies the non decreasing
returns to scale.
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By combining convexity hypothesis and different returns
to scale hypothesis, cross period common frontier efficiency
measures are constructed under single/multi period and
multi-dimensional frameworks respectively, and then corre-
sponding single/multi period and multi-dimensional decision
making unit efficiency is constructed.By investigating the
characteristics of the change of the common frontier effi-
ciency of different types of DMUSs, a dynamic clustering
method based on fuzzy time series under unbalanced data is
designed.If the input is smaller when the output is unchanged,
the production of the DMU at any time is considered to be
effective.

To ensure the TS-SBM clustering results for each dataset,
we employ the clustering algorithms based on the different
nonparametric frontier. All kinds of clustering algorithms
considering for clustering time series were originally devel-
oped to be applied to static data rather than uncertain and
fuzzy time series due to more and more application scenar-
ios.Data presents characteristics such as high dimensionality,
complex and diverse intra-class variability, etc. Therefore,
it is necessary to study hybrid high-dimensional time series
clustering methods. However, the hybrid SBM clustering
algorithm can overcome the above limitations. Based on
the TS-SBM, the multivariate fuzzy time series clustering
method based on Slacks Based Measure (MFTS-SBM) can
be expressed as follows.

min 6; — s(éTst_ + eTs;")
T
s.t. Zx;)ljf + 57 =0,x°
j=1

T
D WA —sF =) (31)
j=1

T
81 A = 82(=1)"Ary1) = 61
j=1
st.87 20, A/ >0, j=1,2,--- , T+1.

From the perspective of the relative efficiency of DMUs, the
efficiency values given by the time series SBM model fully
conform to the innovative ideas of the SBM method. For a
group of time series decision making units, more data infor-
mation should be obtained as far as possible when measuring
the SBM efficiency, so as to measure the efficiency value of
time series decision making units more accurately. The less
incomplete the data is, the more accurate the measurement
results will be. Therefore, we should give priority to the
application of maximum production frontier to measure the
efficiency of time series decision-making units.

Because of the imbalance of classification, the traditional
classification algorithms often can not achieve the desired
results. In practical applications, error clustering may some-
times lead to serious consequences. Therefore, it is of great
practical significance to study the clustering problem of
unbalanced data. Since the SBM method evaluates the relative
efficiency, the efficiency value of the decision making unit of
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SBM is arelative value no matter whether the time series data
or the section data at time T are selected.When measuring
their efficiency of a group of time series decision making
unit, we should try to obtain more data information, so as to
measure the efficiency value of time series decision making
units more accurately. When measuring the efficiency and
technological progress of a group of time series data, the pre-
cision of model calculation can be greatly improved if another
group of cross-sectional data can be obtained. Through the
scientific analysis, it is feasible, scientific and reasonable
to use the hybrid SBM method to calculate the efficiency
of time series decision-making units when the production
system maintains irreversible technological progress.

VI. EXAMPLE ANALYSIS

Through the above research, clustering algorithm design
and its effectiveness evaluation are the key issues in clus-
tering analysis. At the same time, its effectiveness index
can measure the best effectiveness of different cluster set-
tlement methods. The experiment proves that the validity
index has superior ability in determining reasonable cluster-
ing algorithm [17]. Clustering technology is also an important
analysis tool and method for data processing in data min-
ing. For example: decision tree, Bayes clustering, k-nearest
neighbor(K-NN), neural network (NN), genetic algorithm
(GA), Particle Swarm Optimization(PSO), support vector
machine (SVM) and other classical algorithms. With the
further expansion of scientific applications, the need to do
clustering processing of complex data has become complex
and diverse. We also know that the internal evaluation of
clustering effectiveness is the key link of clustering analysis.
Therefore, it is necessary to find appropriate internal eval-
uation indicators for analysis. However, due to the lack of
inherent geometric characteristics of the clustering data, the
corresponding clustering algorithm design is quite different
from the data.

In this paper, some problems in clustering analysis of
clustering data are studied, including the initial cluster center
selection algorithm, similarity measurement and clustering
algorithm for high-dimensional, massive and temporal clus-
tering data. The clustering simulation results of different test
samples from the public total data set are shown in TABLE 1
as follows.

Through the experimental results of the public aggregate
data set, we found that the clustering accuracy of non con-
vex clustering front is higher than that of convex clustering
front, no matter whether we use positive or negative class
data to build clustering front. Although as far as the over-
all clustering accuracy is concerned, the clustering frontier
based on positive class construction is slightly better than
that based on negative class construction. Due to the data
imbalance in this dataset, the number of positive samples is
3.20 times that of negative samples, so it is necessary to fur-
ther compare the clustering accuracy under different groups.
In addition, we found that the data imbalance leads to a large
difference in the clustering accuracy between positive and
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TABLE 1. Clustering accuracy of different clusterers on test samples.

uct Negative Positive Accuracy-
class class difference

SBM 45.35 68 0 68.00
TS-SBM 35.35 0 100 -100.00
FTS-SBM 60.00 85 10 85.00
NN 62.38 90 20 86.00
GA 62.30 95 15 89.00
PSO 61.25 98 12 87.00
SBM-DA 68.65 100 0 100.00
Two stage MSD- 35.35 0 100 -100.00
DA
Linear DA 68.65 100 0 100.00
Secondary DA 69.60 85 30 55.00
Logical-regression- 70.00 100 10 90.00
clustering
Decision tree 58.65 70 30 45.00
Gaussian kernel- 75.35 70 80 -10.00
SVM
K-NN 58.65 70 30 40.00
TS 34.50 60 40 50.00
FTS 50.50 80 30 60.00
DEA 59.65 40 90 -50.00
DEA-DA 75.35 80 70 -10.00

negative classes.Simultaneously, when K nearest neighbor
method (K-NN) is used, the difference between positive and
negative accuracy reaches 46.00%.

At the same time, we found that in the proposed non-
parametric clustering frontier method, when the clustering
frontier is constructed based on negative classes, even for
a few classes, it is 100.00% correct clustering through the
comparative experimental results of the samples. Moreover,
we found that the difference between the clustering accuracy
of positive and negative classes was not large, and the dif-
ference under the nonconvex frontier would also be further
reduced. For the nonparametric clustering frontier method
based on positive data, the non convex frontier method also
performs well in correctly clustering positive and negative
classes. However, the frontier of positive convex clustering
is to cluster a few classes. Finally, we found deeply that
all the observation points to be clustered in the clustering
front belong to the same category as the sample set training
the clustering front, while all the observation points to be
clustered outside the clustering front belong to a relative other
category.

The monotonic relationship between attribute values of
data sets and clustering results has been considered more
in existing models and the characterization of attributes
with non monotonic relationship with clustering results in
clustering based on nonparametric frontier has not received
enough attention. Therefore, we will compare the clustering
performance of nonparametric frontier based methods under
different sample sizes. Through the simulation experiments,
the clustering performance of the method based on nonpara-
metric frontier below when the sample size 500 is shown
in TABLE 2 as follows.

When the sample size is 800, the clustering performance
of the method based on nonparametric frontier is shown
in TABLE 3.

Then increase the sample size. The specific performance
of clustering based on nonparametric frontier method when
the sample size is 1500 is shown in TABLE 4.
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TABLE 2. Experimental results of nonparametric frontier method with
500 samples.

L. e G-

Accuracy  precision  Recall  Specificity Fos Means
Single -
SBM 0.7850 0.9750 0.5895 0.9820 0.8645  0.7535
Single-
FDH 0.7880 0.9245 0.5895 0.9750 0.8565  0.7520
Relative-
SBM 0.8580 0.8505 0.8590 0.8470 0.8445  0.8475
E]e)lﬁ“ve' 0.8525 08290 09250 08200  0.8500  0.8505
SBM 0.6925 0.6920 0.6800 0.6870 0.6015  0.6025
TS-SBM 0.7550 0.8530 0.7570 0.9050 0.8440  0.8040

FTS-SBM 0.6580 0.7864 0.4070 0.8890 0.6560  0.6105

%IAP SBM (6380 07850 04070 08890 06565 0.6205
MSD-DA 07950 09550  0.6590  0.9500  0.8520  0.7865
Two stage

MSD.DA 08245 08825 07560 09035 08558 08195
Linear DA 0.8530  0.8350  0.8410  0.8450  0.8435  0.8425
]S)e/ionda’y 0.8220  0.8500  0.8050  0.8500  0.8315  0.8320
Logical-

regression-  0.8455  0.8510  0.8470  0.8545  0.8485  0.8460
clustering

gggls“’n 0.8595 0.8590  0.8405  0.8590  0.8595  0.8580
Gaussian

kernel- 0.8560  0.8860  0.8860  0.8860  0.8860  0.8865
SVM

%NN 0.8550 08520  0.8420  0.84354  0.8435  0.8440
F1S 0.8595  0.8580  0.8580  0.8510  0.8510  0.8445
DEA 0.8860  0.8590  0.8595  0.8595  0.8590  0.8445
BEADA 0.8540  0.8565  0.8560  0.8560  0.8560  0.8240
e 0.8540  0.8520  0.8525  0.8525  0.8520  0.8540
GA 0.8661 0.8664 08660  0.8560  0.8565  0.8560
bed 0.8340  0.8240 08145 08345  0.8240 0.8245

0.8640 0.8642 0.8645 0.8745 0.8745  0.8700

TABLE 3. Experimental results of nonparametric frontier method with
800 samples.

.. e G-

Accuracy  precision  Recall Specificity Fos Means
Single -
SBM 0.8050 0.9850 0.6090 0.9920 0.8840  0.8035
Single-
FDH 0.7980 0.9340 0.6095 0.9850 0.8860  0.7825
Relative-
SBM‘ 0.8680 0.8600 0.8690 0.8572 0.8545  0.8585
}}Sﬁnve' 0.8635 08392 09255 08305  0.8600 0.8605
SBM 0.7025 0.7025 0.7000 0.7070 0.6815 0.6825
TS-SBM 0.7650 0.8635 0.7670 0.9155 0.8540 0.8240
FTS-SBM 0.6680 0.7965 0.5270 0.8990 0.6760  0.6308
%IIE SBM 0.6580 0.8050 0.4270 0.8990 0.6665  0.6405
MSD-DA 0.8050 0.9650 0.6790 0.9605 0.8620  0.7965
Two stage
MSD-DA 0.8345 0.8922 0.7660 0.9235 0.8858  0.8590

Linear DA 0.8630 0.8550 0.8615 0.8650 0.8535  0.8525

%egondary 0.8424 0.8705 08150  0.8600  0.8510  0.8464
Logical-

regression-  0.8550  0.8610  0.8580  0.8645  0.8585  0.8567
clustering

Decision 0.8695 0.8697  0.8505  0.8690  0.8695  0.8780
tree

Gaussian

kernel- 0.8660  0.8960  0.8960  0.8963  0.8961  0.8985
SVM

K-NN 0.8850  0.8720  0.8520  0.86354  0.8735 0.8745
TS 0.8895 0.8880  0.8780  0.8618  0.8715 0.8735
FTS 0.8965 0.8790  0.8690  0.8694  0.8690  0.8645
DEA 0.8740  0.8765 08765  0.8760  0.8860  0.8842
DEA-DA 0.8745 0.8720 08820  0.8725 08625 0.8740
NN 0.8861 0.8865  0.8867  0.8668  0.8805  0.8860
GA 0.8540  0.8540  0.8445  0.8647 08542  0.8540
PSO 0.8740  0.8745  0.8745  0.8845  0.8945  0.8905

Through the above experiments, we can draw the following
conclusions. First of all, we found that the precision and
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TABLE 4. Experimental results of nonparametric frontier method with
1500 samples manuscript.

— o G-
Accuracy  precision  Recall  Specificity Fos Means
Single -
SBM 07950 08850  0.6000 09420  0.8440  0.7830
Single-
DA 07940 08340 05950 09350  0.8260 0.7525
Relative-
SEM 0.8436 08400  0.8455  0.8370  0.8240  0.8085
Egﬁm’e' 0.8335  0.8092  0.9055  0.8005  0.8500  0.8400
SBM 0.6625  0.6825  0.6800  0.6770  0.6515  0.6520
TS-SBM 07550 0.8535 07475 08655  0.8440 0.8140
FTS-SBM 06585 07865 05070  0.8690  0.6565 0.6208
%IAP SBM (6480 07850 04070 08290  0.6065 0.6200
MSD-DA 07850  0.9050  0.6090  0.9405  0.8420  0.7865
Two stage
MSD. DA 0.8045 08822 07560 09035  0.8458  0.8295
Lincar DA 08530 08050 08015 08050  0.8435  0.8225
]S;X"ndary 08324 08405 08050  0.8505  0.8310 0.8265
Logical-
regression-  0.8050  0.8010  0.8080  0.8445  0.8285  0.8360
clustering
E:;‘S“m 0.8295  0.8297  0.8205  0.8290  0.8290  0.8380
Gaussian
kernel- 0.8465  0.8760  0.8460  0.8363  0.8461  0.8580
SVM
K-NN 0.8650 08420 08120  0.84354 08535  0.8445
TS 0.8595 08580  0.8080  0.8018  0.8015 0.8035
FTS 0.8465 08490  0.8490  0.8494  0.8490  0.8340
DEA 0.8140 08060  0.8065  0.8060  0.8060  0.8042
DEA-DA 0.8345 08320 08320  0.8320  0.8125 0.8240
NN 0.8561 0.8465 08260  0.8348  0.8205 0.8165
GA 0.8040 08045  0.8045  0.8047  0.8042  0.8040
PSO 0.8140  0.8245  0.8345 08345 08545  0.8405

specificity of the clustering model based on a single SBM
frontier are as high as 92.10% and 95.00%. It is 9.50% and
18.00% higher than the results of the SBM frontier respec-
tively.With the current sample size of 1500, the MSDDA
model performs best in clustering performance, with accu-
racy and specificity of 95.50% and 96.50%. Through the
experiments, we found that the results are higher than that
of single SBM frontier clustering model with the best perfor-
mance among frontier clustering models. At the same time,
we also found the following two important laws through data
analysis.Concurrently,we found the convexity assumption
can improve the clustering performance. Compared with the
clustering results of two relative SBM fronts, the clustering
model based on the two FDH fronts performs better on each
test index after loosening the convex hypothesis.Similarly,we
found interestingly that the overall performance of the clus-
tering model based on two relative fronts is significantly
better than that based on a single front.

Specifically,the corresponding relative front clustering
model has improved the accuracy by 6.50% and 8.25%
compared with a single SBM front and a single FDH front
respectively. Further more the G-Means index increased by
10.50% and 12.80% respectively. In addition, the difference
between recall and specificity of the cluster model based on a
single frontier is as high as 40.50% and 40.60%. However, the
difference in recall and specificity of the cluster model based
on relative frontier is only 2.40% and 12.50%. Compared
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with the former, the degree of difference is significantly
reduced. Compared with the SBM related clustering model
simultaneously, the frontier clustering model shows better
accuracy in the case of small samples. With the increase of
the sample size, the accuracy of the SBM clustering model
and the intelligent clustering algorithm is slightly higher than
that of the frontier.

Whether the structured data or unstructured data, the class
imbalance inevitably exists. It has brought enormous diffi-
culties and challenges to data clustering. Currently, a large
amount of work has been carried out on the clustering of
class unbalanced data and achieved good results. First, the
unbalanced data set is clustered, the data is initially divided
and then the fuzzy time series clustering is carried out to test
the validity of the model. Finally,the experiments show that
the hybrid method is practical.In general, when the clustering
accuracy is high, the corresponding recall rate is poor. Where,
the F index is used to balance the performance of the model
on clustering accuracy and recall. However, compared with
the recall rate, the decision-makers prefer the model to have
higher accuracy.The clustering performance of the method
based on nonparametric frontier in the unbalanced data set
(100,300) is shown in TABLE 5.

TABLE 5. Clustering results based on nonparametric frontier data
set (100,300).

. e G-

Accuracy  precision  Recall  Specificity Fos Means
Single -
SBM 0.7050 0.8500 0.5295 0.9020 0.8045  0.7035
Single-
FDH 0.7040 0.8245 0.5095 0.9010 0.8010  0.7020
Relative-
SBM. 0.8080 0.8005 0.8090 0.8070 0.8045  0.8075
Ee)lﬁtwe_ 0.8025 0.8090 0.9050 0.8000 0.8000  0.8005
SBM 0.6225 0.6225 0.6100 0.6270 0.5815  0.5825
TS-SBM 0.7050 0.8030 0.7070 0.8050 0.8040  0.7540

FTS-SBM 0.6080 0.7064 0.3070 0.8090 0.6060  0.6005

I\I/I)IAP SEM 0.6080 0.7050 0.4050 0.8090 0.6065  0.6005
MSD-DA 0.7450 0.9150 0.6190 0.9100 0.8120  0.7460
Two stage

MSD-DA 0.8145 0.8125 0.7060 0.8035 0.8058  0.8095

Linear DA 0.8130 0.8050 0.8110 0.8150 0.8135  0.8120

IS)eACO“dary 0.8020 08300 07850  0.8100  0.8015  0.8020
Logical- 0.8055 0.8110  0.8070  0.8145  0.8085  0.8060
regression-

clustering

ggglsm 0.8195 0.8190  0.8205 08190  0.8195 0.8185
Gaussian

kernel- 0.8060  0.8360  0.8362  0.8560  0.8560  0.8565
SVM

K-NN 0.8050  0.8020  0.8020  0.84154  0.8235  0.8240
TS 0.8095  0.8080  0.8080  0.8010  0.8015  0.8045
FTS 0.8260  0.8290  0.8295  0.8295  0.8290  0.8225
DEA 0.8040  0.8065  0.8060  0.8064  0.8060  0.8040
DEA-DA 0.8340  0.8320  0.8325  0.8325  0.8320  0.8340
NN 0.8461 0.8464  0.8460  0.8460  0.8465  0.8460
GA 0.8240  0.8140  0.8245  0.8245  0.8145 0.8145
PSO 0.8540  0.8542  0.8545  0.8540  0.8546  0.8500

The above validation data results show that the non convex
data frontier clustering method is superior to the convex data
frontier clustering method in clustering accuracy and effec-
tiveness. However, it is the less affected by the unbalanced
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TABLE 6. Clustering results based on nonparametric frontier data set
(300,500).

Accuracy  precision  Recall  Specificity Fos MSa:ns

Sis%’ﬁ - 07160  0.8600  0.5495 09120 08145 0.7235

Sglljg]{?- 0.7240 0.8445 0.5290 0.9110 0.8210  0.7220

ReslgﬁM"e' 0.8280 08205 08290  0.8270  0.8145 08175
Relat¥e-  os12s 0819 09150 08230 08100 08205

SBM 0.6325 0.6425 0.6200 0.6450 0.6015  0.5920
TS-SBM 0.7150 0.8230 0.7270 0.8158 0.8140  0.7664
FTS-SBM 0.6180 0.7106 0.3570 0.8190 0.6260  0.6105

MI?DSQFM 0.6280 07250 04150  0.8190  0.6265  0.6205
MSD-DA 07550 09255  0.6390 09200  0.8220 0.7660
Two stage
MSD.bA 08345 08225 07260 08135 08258 08190
Linear DA 08180  0.8080  0.8210  0.8250  0.8235 0.8220
Secg}fary 0.8120 08400  0.8050  0.8500  0.8515 0.8420
Logical-
regression-  0.8255  0.8210  0.8270  0.8245  0.8285  0.8260
clustering
Detcrféon 0.8295 0.8290  0.8405  0.8490  0.8305  0.8285
Gaussian
kernel- 0.8260  0.8560  0.8562  0.8660  0.8667  0.8765
SVM
K-NN 0.8150  0.8220  0.8220  0.8615  0.8435  0.8440
TS 0.8195 08180 08180 08110 08115 0.8140
FTS 0.8260  0.8245  0.8230  0.8225  0.8236  0.8200
DEA 0.8080  0.8015  0.8050  0.8034  0.7860  0.7940
DEA-DA 08240 08220 08225  0.8225  0.8020 0.8140
NN 0.8361 08365 08360  0.8360  0.8365 0.8260
GA 0.8140  0.8040  0.8045  0.8055  0.8045  0.8040
PSO 0.8440 08440  0.8445  0.8448  0.8355 0.8350

data volume. At the same time, compared with the existing
classical clustering models, the data frontier clustering model
also shows higher clustering accuracy. The clustering perfor-
mances of the method based on nonparametric frontier in the
unbalanced data set (300,500) are provided in TABLE 6.

Under the unbalanced data set (300, 500), the model based
on the FDH frontier shows smaller inter group differences
in the accuracy of different groups.By relaxing the convex
hypothesis, Fos5 and G-Means are increased by 0.86% and
4.10% respectively. In addition, the convex hypothesis is
relaxed to improve the Fy 5 indexfor a single frontier model,
the G-Means value decreases slightly.On the other hand,
the difference between the recall rate and specificity of the
cluster model based on a single data envelope frontier and
the cluster model based on the relative data envelope frontier
is 22.50% and 12.60% .However, the difference between the
recall rate and specificity of the cluster model based on a sin-
gle FDH front and the relative FDH front is only 15.60% and
7.80%, which is significantly smaller than the result of the
data envelope front. Specifically, the corresponding relative
frontier clustering model has increased 4.50% and 4.50% on
the Fy 5 index and 5.06% and 7.50% on the G-Means index
respectively.

The clustering technology based on data envelopment
analysis for heterogeneous data sets and standard clustering
technology were proposed to find the number of clusters [18].
Through the simulation experiment, it is found that when the
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CV value of the data class size distribution in the original
dataset is greater than 0.90, the clustering tends to reduce
the difference of the data class size distribution, while it
increases the difference when the difference of the data class
size distribution is small. In addition, through the analysis
of the intra class compactness measure used by each index,
it is proved that the intra class compactness measure without
separation measure is monotonically related to the number of
classes when evaluating hierarchical results.

By analyzing the evaluation ability of existing internal
indicators with this method, it is found that the lack number of
real classes will seriously affect the evaluation ability of indi-
cator efficiency.Furthermore, there are also some problems
such as being highly sensitive to the evaluation parameters
and vulnerable to the impact of data attribute characteris-
tics. In the meantime, the semi-supervised learning method
based on small-scale data sets has the characteristics of
fast training speed and wide application range. In order to
prevent the loss of useful large loss samples during the exper-
iment, we adopted supervised learning to obtain the advanced
performance of the clustering algorithm. In addition, the
following is a clustering simulation experiment based on
the above sample data.Consequently,the simulation results of
different samples according to the strong clustering and weak
clustering are shown in FIGURE.1-FIGURE.6 as follows.

Training se!
100 g

50.

0 50 100 0 50 "100

Training Error

Testing Error

0.5 0.5

R M\/\«

N —

error rate
error rate

—

5 10 15 20 5 10 15 20
weak classifier number weak classifier number

FIGURE 1. The results of samples 500 according to weak clustering.

As to the stability of resultant clusters derived from the
hybrid SBM clustering method based on time series consid-
ering the nonparametric frontier, it is determined whether or
not it is robust to a slight change in the input—output data and
retains the existing reference set of frontiers.

Under the current unbalanced data set (100, 300), the
clustering model based on the relative FDH frontier performs
best overall. Although there is a serious imbalance in the
amount of data in the current sample dataset, the clustering
model based on a single SBM frontier has reached 97.21%
and 90% in accuracy and specificity. Subsequently, the results
are 2.19% and 13% higher than those of the frontier of the
relative data envelope, respectively.Under the current unbal-
anced data set (300, 500), the clustering model based on a
single data envelope frontier can perform best in the cluster
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FIGURE 2. The results of samples 500 according to strong clustering.
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FIGURE 3. The results of samples 300 according to weak clustering.
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FIGURE 4. The results of samples 300according to strong clustering.

group.Furthermore,the clustering model based on a single
SBM front and a relative data envelope front has 13.50%
and 17.10% differences in recall and specificity,which is
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FIGURE 5. The results of samples 100 according to weak clustering.
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FIGURE 6. The results of samples 100 according to strong clustering.

significantly reduced compared with the data envelope front.
We all known that the comparative experimental results
are the judgments of the selected hybrid clustering meth-
ods on the optimal number of clusters in different data
sets.

On the basis of the above simulation experiment research,
we will conduct comparative experiments in groups and the
experimental results of hybrid SBM clustering methodsare
shown in FIGURE.7-FIGURE.12 as follows.

Through the experimental study of the above series of
examples, it is found that the non convex data frontier per-
forms better in clustering accuracy and clustering accuracy.
Through the analysis of the results, we can find that the exper-
imental error of the hybrid clustering algorithm is smaller
than that of other clustering algorithms specifically. It is
also found that the experimental error of weak clustering
algorithm is smaller than that of the strong algorithm and
the result is very sensitive to the hybrid algorithm. Moreover,
we also found that the experimental error became larger and
larger with the increase of sample size. Simultaneously,we
have done some pioneering work on the clustering analysis
of clustering variable data from the aspects of the effec-
tiveness evaluation index principle based on nonparametric
frontier clustering, the evaluation ability measurement, the
proposed new effectiveness index and clustering algorithm,
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but there are still problems that need further improvement and
in-depth research. In the study of existing internal indica-
tors, the number of analysis indicators can still be expanded,
so that the internal evaluation of clustering variable data
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group 300.

can be more widely studied and making the relevant
conclusions more reliable. At the same time, we can further
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study the compactness within attribute classes and the
separation between attribute classes. By studying the
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monotony trend of the number of attribute classes, we explore
the deep principle of the result evaluation of the hybrid
clustering method. The experimental results show that by
reasonably setting the weights of different indicators, the
weighted indicators solve the shortcomings of traditional
clustering effectiveness indicators, and can better identify the
best number of clusters for a given dataset, which provides
a new idea for the clustering effectiveness research of fuzzy
time series.

VII. CONCLUSION

We found that the multivariate fuzzy time series cluster-
ing method based on Slacks Based Measure (MFTS-SBM)
is a nonparametric linear programming model, the cluster-
ing method based on nonparametric frontier can provide a
piecewise linear envelope frontier without relying on the
form of clustering function, so as to distinguish the two
groups of sample data. Moreover, it has found that time
series data has the characteristics of large data volume and
high data dimensions. The main advantage between time
series clustering problems and traditional clustering problems
is that each variable of time series data has an attribute
ordering relationship, and the interrelationship between its
attribute variables is independent of their relative positions.
Meanwhile,we innovatively propose a novel hybrid clus-
tering method based on nonparametric frontier and it can
expand effectively the application of nonparametric frontier
in clustering problems from different perspectives. Further-
more, the clustering mechanism of the frontier clustering
model is explained through the small sample data in the
example and the clustering effect of the model is verified
and compared with the small sample data. Correspondingly,
unlike monotone attributes, only one clustering frontier is
required to depict the boundary of values. Consequently,
the non-monotone attributes require multiple fronts under
different preference directions to depict different combina-
tions of upper and lower bounds and the intersection of
corresponding multiple fronts constitutes the data fronts of
a positive class. On the basis of data envelopment analysis,
we propose a preference adaptive direction distance function
to measure the relative distance between the clustering point
and the frontier in a specific preference direction. In addi-
tion, we design a new clustering algorithm based on data
frontier. In clustering problems with non monotone attributes,
it also considers the necessity of convexity hypothesis and
constructs non convex data frontier and non parametric fron-
tier respectively. Through the simulation experiment results,
we found that the hybrid SBM clustering method per-
forms particularly well under small samples, and outperforms
existing clustering models and methods in unbalanced data
sets.

In a word, under the background of time series problem,
it improves the existing SBM frontier clustering method by
combining the clustering methods of nonparametric meth-
ods. Through the experimental results, we found that the
experimental error of hybrid clustering algorithm based on
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nonparametric frontier for time series has great difference
with the increase of sample size and the type of clustering
algorithm. In the meantime, a series of clustering methods
based on nonparametric frontier are constructed combined
fuzzy clustering validity evaluation methods. Compared with
some classical clustering methods, frontier clustering method
also gives a good clustering performance. Although the exist-
ing research has proposed clustering effectiveness indicators,
it lacks the comparison of algorithm effectiveness indica-
tors. Firstly, we systematically analyzes the main clustering
validity indexes of fuzzy time series and their existing prob-
lems. On this basis, the validity index of fuzzy clustering
based on time series is constructed. Simultaneously, the
simulation experimental analysis shows that the hybrid clus-
tering method has high efficiency evaluation ability and low
computational complexity through comparative experiments.
Moreover,it is also found through multiple-experiments that
the evaluation ability of hybrid clustering algorithm will
be relatively reduced on the data sets with low quality of
the repeated clustering results. Furthermore,we improve the
performance of the hybrid clustering method in practical
applications by using relevant methods. At the same time,
it puts forward a new effectiveness index from the princi-
ple of cluster effectiveness evaluation index and evaluation
ability measurement in this paper. At the same time,the
results have made pioneering work and provided new ideas
for clustering analysis of complex data. Therefore, our final
results have important guiding significance and theoretical
significance.
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