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ABSTRACT The availability of interoperability standards allows using a uniform model for integrating
technologies and designing collaborating applications with a shared understanding of the exchanged infor-
mation. In this perspective, we propose here the design and development of an agent-based platform that uses
an interoperability framework to build a diffused museum in a cyber-physical system, where intelligent agents
deliver cultural content through innovative interaction models. In particular, agents’ awareness, natural
language understanding capability, and interaction ability are extended through the monitoring of user’s
interaction with the IIIF (International Image Interoperability Framework) standard and the integration with
IIIF compliant technologies. The scalability of the proposed solution is evaluated stressing the platform with

simulated workloads.

INDEX TERMS Conversational agents, cultural heritage, web interoperability, web intelligence, context

awareness, digital repository, semantic web.

I. INTRODUCTION

Providing quality metadata and effective presentation of
multi-media content remains one of the key challenges in
promoting information access and use in digital environ-
ments, despite the high availability of information through the
web. Research efforts in digital Humanities, Semantic Web,
Linked Open Data, and other digital movements, continue to
investigate innovative solutions, to define and promote inter-
operable standards [8]. Web services offer technology-neutral
and well-defined interfaces for clients, but they are just a
way of exposing system functionalities over the Internet. The
semantic web can help to describe services, but the lack of
one common ontology or the alignment of proprietary ones
could be a problem [5]. For this reason, automatic retrieval
of relevant contents and their effective delivery are critical
issues as it needs to guarantee the correct understanding
and an adequate level of engagement of users. Web intel-
ligence techniques and technologies for Internet searching,
information retrieval, content analysis, and link analysis have
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been widely used in this context [16]. On the other hand,
the availability of interoperability standards allows using
a uniform model for integrating technologies and design-
ing collaborating applications with a shared understanding
of the exchanged information. Cultural Heritage represents
an application domain in which organization, management,
understanding, delivery, and content presentation are rele-
vant. In this context, public institutions and private entities
have launched large campaigns for digitization of cultural
artifacts leading to the creation of massive digital libraries,
whose design and development have been based on a set of
widely accepted standards.

However, these large digital libraries are generally difficult
for the general public to access by not offering intuitive
mechanisms for navigating their contents. [14]. Moreover,
whenever the relevant contents have been retrieved, in many
cases correct understanding of the different cultural meanings
and the exploration of related contents according to a specific
itinerary, which is of interest for the user, become very diffi-
cult rather than unfeasible without a guide.

Intelligent conversational agents, exploiting interoperable
interfaces and standard representations, provide a solution to
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facilitate access to contents and services by a natural language
interaction. However, a virtual storyteller to be effective as a
human guide must be able to follow the user’s visit, being
increasingly aware of her knowledge and her interest. It is
imperative that this awareness is built both by learning from
the conversation and observing how the user interacts with
the environment.

The International Image Interoperability Framework (IIIF)
addresses interoperability problems, related to the delivery
and presentation of multi-media contents, providing a tech-
nology layer for the uniform presentation of media contents
and digital archives [13]. However, it lacks mechanisms for
interactive storytelling that support the correct understanding
and coherent fruition of delivered content, which are widely
investigated in the field of smart-museums [28].

In this paper, an original approach to build adaptive sto-
rytellers for the presentation of digital repositories is investi-
gated. The proposed approach:

« extends the natural language understanding (NLU) capa-
bility of storyteller agents making them aware of the user
interaction with the digital contents through interopera-
ble APIs. The same interoperable APIs are exploited to
improve agent’s argumentation ability.

« models both the user’s profile and digital contents in
terms of topics of interest (defined by concepts of an
ontology) to address the problem of drawing personal-
ized cultural itineraries recommending the most relevant
contents.

o formulates an algorithm to select the optimal recommen-
dations based on the maximization of contents relevance
and on optimization of global criteria.

« investigates a methodology that uses synthetic work-
loads to verify the compliance with the desired service
levels of a deployment configuration under stressing
conditions.

The proposed approach can be generalized to a class of
applications that support both conversational and cyber inter-
actions and for which the context awareness can be built only
by an information fusion, combining the learning outcomes
obtained from the analysis of the two sources of data.

In Section II we introduce and discuss related work.
In Section III we describe how, in the Cleopatra platform,
intelligent software agents implement adaptive storytellers,
which are able to retrieve, understand and use data and
meta-data from digital libraries. Context aware mechanisms
are presented in Section IV. The algorithm for selecting the
most relevant contents to be recommended by the adaptive
storyteller is described in Section V. Section VI presents the
software architecture of the Cleopatra platform. A methodol-
ogy for the dimensioning and evaluation of the deployment
configuration is discussed in Section VII. Finally conclusion
is due.

Il. RELATED WORK
The development of virtual or augmented cultural experi-
ences in the context of digital humanities has introduced
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new requirements for delivering media contents and related
meta-data through the web. One among others is the utiliza-
tion of interoperability standards for delivering high-quality,
attributed digital objects online at scale [10]. The availability
of interoperability standards allows for removing the virtual
silos that cultural institutions have created to provide images
on the Web [23] and to leverage consistency, flexibility, and
interoperability. Besides, developing shared APIs have also
been cost savings [21].

The International Image Interoperability Framework!
(IITIF) has been defined by a community of academic and
national libraries, research institutions, museums, archives,
nonprofits, and commercial organizations that are committed
to interoperable image delivery on the web [25].

IIIF was designed to access and share contents by pro-
moting the building of a global and interoperable framework
by which image-based resources could be easily shared and
reused across institutions using any combination of image
servers or client viewing software [6]. IIIF standardizes
Application Programming Interfaces (APIs) at different lev-
els. The Presentation API provides structural and presentation
information. It adds hierarchical layers to the images so that
API clients can display them in a comprehensible way, using
collections, sequences, and page layers for example. Image
API provides a standard image delivery API. Content search
API allows users to make search queries on the image meta-
data and text transcriptions. Audio and Video Content API
delivers time-based media (audio, video); Authentication API
manages access rights to the four previously described APIs.
It is optional, as most of the available content is in the public
domain.

Based on such a defined standard API for image and
metadata delivery, best-in-class image delivery and compar-
ison software have been developed. A sustainable commu-
nity model for interoperable image repositories has recently
grown. Some examples of compliant servers are Loris, IIP-
ImageServer, Cantaloupe, ContentDM, Djakota, and SIPI.
Web clients include OpenSeaDragon, Leaflet-IIIF, Diva.js,
[IFViewer, Universal Viewer (UV), and Mirador. They pro-
vide a world-class user experience in viewing, comparing,
manipulating, and annotating images. Such a framework, and
the related technologies, offer uniform and rich access to
image-based resources hosted around the world and support
interoperability between digital repositories and the related
meta-data.

In recent years an increasing number of digital archives
have been published using the ITIIF APIs, which leveraged the
development of innovative solutions in the field of Digital
Humanities. In [4] an architecture for the automatic pro-
cessing of historical documents is described. Those doc-
uments are owned by different institutions but processed
and presented thanks to the IIIF framework. Authors imple-
mented this architecture and processed a large collection of
books with a page classifier trained on an annotated sample.
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The result is freely distributed and can be viewed with any
IIIF-compatible viewer. In [2] authors describe an experience
of porting a collection of semantically annotated images from
a legacy content management system to a new technological
stack made of independent open-source software to support
the IIIF interoperability standard.

The interoperability tools made available by the IIIF
standard encourage the development of intelligent soft-
ware agents that are capable for presenting multimedia
content and investigating new models of cyber-physical
collaboration [7].

In the proposed paper IIIF is used as an opportunity to
apply, across distributed digital repository, an innovative
approach and Al techniques to improve the context awareness
and the decision making for the adaptation.

Even if several digital repositories have adopted such
standards, they still do not integrate intelligent techniques
that can enhance content delivery and support fruition, such
as automatic or interactive storytelling. Interactive story-
telling is a form of digital entertainment where authors,
the public, and virtual agents participate in a collaborative
experience [20].

Digital storytelling is the use of digital media platforms
and interactivity for narrative purposes, either for fictional or
non-fiction stories. It has applications in museums, teaching,
tourism, and many more [17]. There are several works on
forms of interactions for interactive storytelling in the litera-
ture. They cover the subject from traditional GUI interfaces to
more complex interaction mechanisms, such as speech recog-
nition, body gestures combined with speech, hand-drawn
sketches, and physiological inputs [20].

Conversational agents have been widely used in studies
exploring their potential for engaging with and sharing infor-
mation about cultural heritage. These studies demonstrate the
effectiveness of conversational agents in providing a natural
and intuitive way for users to access and interact with cultural
heritage information, making it more accessible and engaging
for a wider audience. In [14], authors discuss the challenges
associated with searching digital cultural heritage collec-
tions, such as Europeana, which has vast amounts of digital
objects but lacks efficient search engines. The paper presents
a solution that utilizes conversational agents and provides
a user-friendly interface for exploring Europeana’s content,
allowing users to search using natural language and refine
results to support specific queries. However, agents are not
context-aware and do not implement learning or storytelling
capabilities.

The approach presented in these papers use stateless ser-
vices (expand the query using an ontology, recommend
related content using related data) are based only on the user
query (in natural language or keyword based) and do not
learn from the user’s interaction with the digital contents but
use static profiles. Nevertheless, in our approach adaptive
storytelling allows for the valorization of the presentation of
a digital repository and NLP improves the interaction and
allows us to dynamically build a storyboard.
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To select most relevant contents semantic techniques have
been exploited both for annotate data with concepts of the
domain knowledge and to dynamically profile the users.
Semantic Web technology and ontology modeling methods
are applied in [28] to construct advanced digital services,
supporting the study and evolution of museum collections.
An ontological model is used to collect and interlink infor-
mation in the form of a semantic network and the infor-
mation ranking is based on attribute and connection struc-
ture in the semantic network. Cultural trip planning service
is described in [12]. This service is based on a software
platform for creating smart spaces where part of a smart
space includes “‘agents” and an information ‘“hub.” Each
agent is an autonomous knowledge processor (KP), which
is a software module running on some device. Cultural trip
planning service provides the ability to process personalized
search requests and make routes for selected points with a
time plan.

The evolution and continuing advancement in research
and development of technologies over the past decade influ-
enced the significant increases in the interest in complex
computer systems development. A domain that drew a lot
of interest is the area of Cyber—Physical Systems (CPS).
In particular, [19] focuses on demonstrating the development
of a Cyber—Physical-Social Eco-System (CPSeS) capable of
seamlessly blending the real world with virtual social spaces
by intertwining several technologies, including real and artifi-
cial agents and elements capable of dynamically interacting,
reflecting, and influencing each other with the interactions
engendered by humans and their behavior. To demonstrate
the potential of the proposed system, a Virtual Museum case
study methodology has been implemented. The use of Virtual
Reality through the use of smartphone devices as a means
of a Cyber-Physical-Social system to support, improve and
enhance the visitors’ experience is also discussed in [18]
where authors present a prototype that has been developed to
investigate the potentials of such technology to support and
enhance museum experience, aiming at introducing the con-
cept of a Cyber-Physical-Social system that supports social,
interactive and immersive experience to visitors. A relevant
issue in these work is related to performance and scalability
of the proposed solutions. It is an important tool to make
informed decisions about optimizing the system performance
and scalability analysis because it allows you to test a system
under different load conditions. Simulated workloads can
help to evaluate the capacity of a deployment configuration
and to determine how it will handle high-demand periods
of user activity or future utilization growth. Simulating dif-
ferent user activity levels, it is possible to understand how
the system performs and to identify any bottlenecks or other
issues that may affect its performance. For this purpose, a dis-
tributed load simulation software, has been used successfully
in various application areas. For example, in [15] Tsung,’
an open-source multi-protocol distributed load testing tool,

2https:// github.com/processone/tsung
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is used to simulate two cloud-based solutions for connected
cars with different functionality such as Eco-Driving, data
collection, and weather forecast. In [3], authors compare three
popular load stress testing tools: Jmeter, Tsung, and Autop-
erf. Their analysis shows that Tsung is a feature-rich tool
with excellent performance capabilities. It is one of the best
options available for simulating network load and assessing
the performance and scalability of a system. Throughout the
paper, the authors provide detailed comparisons of the fea-
tures and performance of each tool, highlighting the strengths
and limitations of each.

lll. THE CLEOPATRA PLATFORM

The Cleopatra software platform allows for building a
dynamic P2P overlay of users and software agents. It repre-
sents at the same time a technological testbed for evaluating
the effectiveness of the proposed solution and an outcome
of related research activities. Users visit virtual or physically
distributed cultural assets and exploit advanced services on
their devices or through other terminals available at the phys-
ical site. Intelligent software agents are in charge of the ubig-
uitous delivery of cultural information, accessing distributed
digital repositories, and exploiting other IoT data. On the left
side of Figure 1, at the lower level, we can see blue-physical
points of interest, which are geographically distributed, and
red-virtual locations, which can have e geographical attribute
or not (virtual access to a physical museum or multi-media
information about a physical location). At the middle level,
we have the meta-representation of locations by collections of
IITF manifests. An IIIF manifest is used as a representation of
either a concrete artifact or an abstract cultural content by a
sequence of media elements. It can be the virtual represen-
tation of a building, a monument, a masterpiece, a natural
landscape, the room of a museum, or any other self-consistent
information, through a sequence of semantically related mul-
timedia objects (pictures, video, draws, . ..) with their meta-
data.

On the right side of Figure 1 is shown a web presentation
of a list of IIIF manifests (at the bottom), through an IIIF
viewer and the specific picture of one selected manifest with
the related metadata.

In Figure 2, a snapshot of a prototype implementation that
uses the Mirador viewer to integrate a web chat to communi-
cate with the Cleopatra NLP (Natural Language Processing)
agent is shown. The user can navigate the images related to
the archaeological remains of the ancient Appia [22], and can
ask for any related information.

The Cleopatra software agent is able to plan a cultural
itinerary answer the users’ questions, and complement inter-
active storytelling with the presentation of semantically
related multimedia.

In general, the Cleopatra platform can be used both on-site
and remotely being that the technology on which it is based
can be exploited either by setting up kiosks with monitors,
microphones, and other input equipment or remotely using
users’ terminals. A museum, for example, might decide to
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adopt the Cleopatra platform on its website to make its con-
tent usable remotely to users visiting the website. There are no
major differences between the two implementations, except
for the different handling of the user access mechanism to
the platform.

IV. CONTEXT AWARE MECHANISMS
A seamless integration of the web chat with the viewer is not
enough to provide a good experience. The agent’s awareness
would be limited to the content of the messages exchanged
with a user. For example, a simple question like “What is
this picture?”’ cannot be answered as the agent does not
know what canvas is shown by the Mirador viewer. Similarly,
if the user were asked to specify the argument of his ques-
tion, for example, ““the Conocchia funerary monument,” then
throughout the conversation, the agent would assume that
the topic has not changed unless the user makes an explicit
reference to a different matter.

We mean that agents should be able to learn from the con-
versation with the user, but also from the interaction between
the user and the environment.

A. ANALYSING THE CONVERSATION

The Cleopatra platform integrates different mechanisms,
which can be exploited to increase the context awareness of
intelligent agents, implemented by state-of-the-art technolo-
gies of sentiment analysis. In fact, as it is stated in [26], it is
relevant for the agent to be sensitive and understand human
emotions from the conversation. For this reason, the user’s
reaction to the presentation of cultural content, as well as their
opinions on social interaction, has been considered a relevant
source of information to learn about the impact of content
delivered by Cleopatra. In this context sentiment analysis is
used to process users’ comments in order to:

o increase context awareness evaluating user’s satisfac-
tion to information or a recommendation or a general
topic [9],

« increase context awareness evaluating user’s disbelief or
belief about a topic [11],

« detect misinformation or disinformation in multi-users
conversations.’

The user’s reaction to the agent’s message can be used to
understand if that phrase raises a positive, negative, or neutral
emotion, or if it arouses astonishment or disbelief. In that
case, the agent becomes aware of the user’s emotions and can
choose to provide additional information or to argue about the
same topic.

In the second case, a popular reaction from many users to
a certain expression can be exploited to identify the source
of misinformation of malicious messages, such as the wrong
cost of the ticket or the recommendation of scam exhibi-
tions. Such mechanisms can be activated by invoking cus-
tom actions when a specific user’s intent is detected in a
defined conversation flow, can be integrated into the NLP

3 https://github.com/alescardicchio/COVID19-FakeNewsDetection
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FIGURE 1. The cleopatra platform.

FIGURE 2. Web-chat support for user-agent communication.

processing pipeline, or can be performed offline on tracked
conversations.

The latter two mechanisms are made available by Cleopa-
tra through trained models, however, they can be trained for
the specific use case if a related dataset is available. Currently,
the outcome of the analysis is used to monitor the effective-
ness of the conversations and to alert human moderators for
the offline revision of the agent’s knowledge base.

B. USERS INTERACTION IIIF SESSION

Beyond the improvement of the NLP agent’s capability,
advanced learning mechanisms allow to turn the conversation
into personalized interactive storytelling. Moreover, building
collective knowledge from such kind of information offers
an additional opportunity to improve the user’s personal or
social experience. Relevant examples are the coordination of
visitors, in the case of physical sites, the identification of most
preferred contents, and the identification and enhancement of
secondary cultural contents. In Figure 3 the Cleopatra agent
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FIGURE 3. NLP augmented interaction.

can have a conversation with the user either through a simple
messaging app or by supporting the visualization of media
content by the viewer. In the first case, the NLP capability
of the Agent is enough to provide an effective interaction
because the topic of conversation will be made explicit in
the messages. It means that users will never refer to an
implicit foreground image. Nevertheless, it will be asked by
the agent to send a picture if the user refers to something he is
looking at.

On the other hand, when the interaction occurs through the
viewer such a limitation is overcome by making aware the
agent bout the user’s interaction with the viewer, notifying
the IIIF events.

The list of information that contributes to defining the IIIF
context are:

« the selected manifest;

« the selected canvas shown to the user;

o the zoom level;

« any selected annotation.

The value of this information allows the agent to be aware of
what the user is focusing on and to improve the understanding
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of the user’s request. The context can be changed by the agent
itself, for example showing a different image, or its detail,
to better illustrate a response. For this reason, the information
about who has changed the canvas, or zoomed or selected the
annotation is an additional element that needs to complete the
context.

Moreover, the history of occurred events allows one to
evaluate how much time the user has spent on each selected
content, the visiting order of the contents, and the details of
each content that captured his attention.

Digital IIIF contents are eventually semantically anno-
tated. Semantic wrapping of delivered images is supported
as well by the IIIF standard. Cleopatra use cases exploit the
[IF annotation using concepts of a domain ontology and
providing the support for indexing and discovering relevant
contents by a SPARQL query [2]. Moreover, the annotations
of enjoyed contents are stored in the user’s profile to make
the application context aware with respect to the user’s pref-
erences.

An underline infrastructure will allow for the detection
of IIIF events to be communicated to a remote service that
handles the IIIF session and the enforcement of application
controls asked by the agent to the viewer itself.

C. IMAGE RECOGNITION

In live exhibitions, IIIF sessions are complemented with
additional information which helps to characterize the con-
text. They include GPS position, for archaeological areas
and image recognition for indoor showcases and museums.
Image recognition technologies have been integrated into the
Cleopatra platform to provide two different services. Face
recognition is used to identify and localize the user through
physical kiosks equipped with monitors and cameras. When
the camera identifies a registered user, an idle kiosk localizes
the user and eventually sends him a message to recommend
content, to ask about her need, or simply for salutation.

Only the result of image processing, which are anonymized
models, are persistently stored. Nevertheless, when they
are related to personal information of registered users
they become sensitive information and, in real deployment,
they must be handled according to the European GDPR
regulation.*

In this case, the user identity, stored in a persistent
database, allows for retrieving the information related to his
profile and the current session if it is active. If the user is
unknown, a new session is started and the user is invited to
use the platform on her smartphone and eventually register.

QR-code scan or image recognition is also available to
retrieve and visualize the digital version and related infor-
mation of a painting or any other artifact. An example is the
magnification of a detail accessing the IIIF interface of the
digital twin or showing the obverse side of a coin.

The two mechanisms are complemented by voice-to-text
and text-to-voice mechanisms which allow for a faster and

4https:// gdpr-info.eu
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more comfortable interaction by those users who cannot or
prefer not to write messages or want to listen to responses
and storytelling. They work also wherever new requirements
could emerge. An example is the prevention of shared use
of physical devices installed in museums or any other live
exhibition. In this case, a deployment configuration has been
developed where a voice assistant allows for a touchless
interaction with the agent at the physical kiosk equipped with
an ambient microphone, monitor, and eventually a camera.
In this case, the voice assistant represents an external compo-
nent of the front-end agent that sends messages to the virtual
agents whose responses are returned to the front-end instance
running into the browser on a fixed installation.

V. CONTEXT AWARE STORYTELLING

A Cleopatra agent is able to deliver context-aware story-
telling through a personalized recommendation of the cul-
tural content that is relevant to the ongoing conversation.
In this section, the algorithm to adapt the storyboard and the
mathematical formulation of the decision problem about the
selection of the best content to be recommended to the users
are presented.

A. THE STORYBOARD COMPOSITION

In Figure 4, the yellow nodes represent the user’s intentions
understood by the agents in two different conversations s/
and s2. The user’s intention is detected by the NLU capability
of the NLP agent on each received message. They could cor-
respond to any user’s question about a topic of interest. The
two short conversation flows s1 and s2 are composed respec-
tively of four and three interactions. Usually, NLP agents are
trained with examples of conversations to better understand
the user’s intention, even if at run time the actual conversation
can be different from any sequences of the training set. The
dashed arrows represent annotations that link intentions to
some relevant cultural content, which may be presented to
the users. We assume here that only one relevant content can
be recommended by the agent, after that an intention has
been detected. If no other criteria are defined the agent can
tell a story for s1 and s2 starting from contentl or content2,

S2

sl, 52

FIGURE 4. Drawing as storyboard according to the ongoing conversation.
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presenting respectively four and three contents. We mean that
the decision problem of drawing the storyboard consists of
finding the best paths in the graph to the right side of Figure 4
for all users. In the example, a storyboard for s1 can be drawn
traversing the graph from contentl or content2 in four hops,
following the yellow or the black edges. A storyboard for s2 is
drawn traversing the graph in three hops, following the blue
or the black edges.

The decision problem can be formulated considering mul-
tiple parameters (e.g., the user’s interest, position, and the
time available for the visit) and may aim at improving a
selfish or a social utility. The main goals of a Proactive
Agent are defined as fostering emergent behaviors by a
group of visitors, which improve their cultural experience or
allow them to leverage an effective utilization of available
facilities. Some examples are the exploitation of unmissable
artworks and the path of a complete and coherent itinerary
through the available spots. With these aims, the agents
can plan actions to leverage the achievement of their objec-
tives. Examples are prompting users to take action within
a predefined time or informing them about relevant art-
works or findings in order to increase curiosity, engaging
discussion with users to make them curious about the visit,
or recommending to change location within a predefined
time.

FIGURE 5. Optimal storyboards adapted to the user’s conversation.

In Figure 5 a solution of the problem is represented by the
two yellow and the blue marked arrow. They have different
lengths and share one content, which is presented on the
third interaction with s1 and the second interaction with s2.
In the next sections, an implementation of such an adap-
tive storyteller is proposed. The planning of the storyboard
according to the ongoing conversation is reduced to a deci-
sion problem about the content to be recommended to each
user on his next intention. Personalized recommendations are
calculated asynchronously for each user trying to improve
both user satisfaction and social usefulness. In fact the rec-
ommendation system aims at promoting the less popular
content but preferring the ones which are relevant to the user’s
interest.
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B. IMPROVING THE GLOBAL UTILITY

As a global utility, agents aim to estimate the most popular
content and direct the users’ attention toward the less attrac-
tive artworks, promote lesser-known content, and decongest
the most visited places in case of a live experience. The user’s
satisfaction is improved by recommending those content that
results in more relevant respect to her interest, learned from
the list of viewed contents. The input for this activity is
the evolution of all conversations, tracked by the Rasa NLP
software and the IIIF sessions. The following measures will
be taken into account, in order to evaluate the popularity of
artworks.

qij  represents the number of questions asked by the
user V; about artwork O;.

tij represents the time spent by the user V; enjoying
the artwork O;. Tracking the continuous interaction
related to the same content.

Based on these parameters, we define the femporal
approval rating of the i-th user with respect to the j-th
artwork:

lij

Stij =
j lij
which expresses the ratio between the time spent observing
that artwork and the total time of her experience.
Similarly, the conversational approval rating of the i-th
user concerning the j-th artwork is defined as:

which expresses the ratio between the number of user’s ques-
tions related to the artwork j and the total number of questions
asked during her experience.

We introduce the femporal and conversational rating vec-
tors st and sc defined as:

-

st = [stg, ..., Sty]

-

sc = [sco, ..., SCy]

where the generic element of the vector represents the sum of
users’ ratings for the j-th artwork:

sty = E st;j and s¢j = Zsc,;j
' i

1

Finally, making a weighted sum of the two vectors obtained
(it can be assumed, for example, that temporal liking has a
greater impact than conversational liking or vice versa) the
global liking vector is derived:

{=o-st+B-sC

The E vector encapsulates the approval for each artwork and is
the tool for quantifying and comparing the interest that each
of them arouses in visitors. The common goal for the NLP
agents is to minimize the variance among the components
of E in order to increase the popularity of less appreciated
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content. The objective function to be minimized is defined
in Equation 1.

1 _
of =~ (5=0) M
J

where n is the total number of artworks. The array of normal-
ized deviations fj represents the first decision criteria to be
used by the agent to select the content to be recommended.

It is defined as the differences between the average value
deviations normalized over the maximum value.

- §G—2¢

8§ = ifg >1¢
§ =08 ————— j =0, g >¢
max;|g — ¢ |

where
I 8 =1,

otherwise
(2)

It will be the first input for the optimization algorithm,
helping to influence the conversation and the sequence of
exploited contents so that less popular artworks can be still
included in the visit if they are relevant to the user’s interest
according to the criteria defined in the next section.

C. MAXIMIZATION OF THE CONTENT RELEVANCE
To take into account the user’s preferences, the context aware-
ness of the services is exploited by evaluating the relevance of
each annotated content to the user’s profile p. The annotation
and the user’s profile are represented using the Vector Space
Model (VSM). VSM is a model for semantic representations
of contents as vectors of items created by G. Salton [24].
In our case, Jj describes the annotation of content j. It contains
[; concepts ¢; ; of the domain ontology, each one occurring oy ;
into the annotation. The user profile contains p concepts of the
domain ontology which are relevant to her own interests.

. ﬁj =< {c1j, 01}, {c2j, 024}, .-, {Clj,j, o1} >Vj =

1.N

« P=<C1,Cpy...,Cp >

We defined a score ¢(dj, p) to measure the relevance of an
annotation d; to the profile p in Equation 3.

!
b= 9GP =7 X
k=1
hi S ! 3
wererk_ok’j*;;m 3)
where ry represents the relevance of the profile respect to the
concept ¢ ;j in the annotation.

To compute r; we defined the affinity between a concept
ckj of the annotation and any other concept ¢; of the profile
dividing 1 by dj ;, which is the minimum number of edges of
the ontology that connect the nodes, plus 1. The affinity with
each concept of the profile is multiplied by the occurrences
ok,j of ¢ j and the average value on m elements of d; is
computed to obtain 7.

The higher will be ¢; the higher will be the interest of
the user in the annotated content. In addition, the user’s
constraints, such as available time for the visit, the device’s
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capability to play certain types of content, etc., can be taken
into account as it was presented in [1].

This problem can be reduced to a discrete optimization
problem that consists in searching the optimal value (maxi-
mum or minimum) of a function f : ¥ € Z" — R, and
the solution X = {x1, ..., x,} in which the function’s value is
optimal. £ (X) is said cost function, and its domain is generally
defined by means of a set of ¢ constraints on the points of
the definition space. Examples of constraints could be the
time available for the visit or the compliance with the user’s
personal device.

Constraints are generally expressed by a set of inequalities:

n
Dbixi<a Vjel{l,....1) )
i=1
and they define the set of feasible values for the x; variables
(the solutions space of the problem). In our case: w; > 0Vi =
1.N,B = {l;l ) e l;,} where ¢; represents the score and B a set
of constraints b;, each one composed of N integer. We have
to compute

N
max Z dixi
k=1

so that
N

Zbi,jxi <bjn+1

k=1
with x; € {0,1} Vi = 1..N. The goal is to maximize the
value delivered, that is to select the set of content to recom-
mend, without violating constraints. The vector X represents
a possible solution: its components x; are 1 or 0 depending on
whether the object is included or not in the best set.

The vector (i) = ,na‘ﬁﬁ of relevant recommendations that
contain normalized relevance of annotated contents will be
used to make the final decision that takes into account how to
contribute to improving global utility.

D. REDUCTION TO THE SINGLE CRITERIA

The final criteria for a decision on the personal recommen-
dation are computed by a weighted sum of the two criteria
which are related to the user intent. We give here the same
relevance to the personal interests and to the global utility to
compute the resulting vector g, defined as

6=05%¢+0.5%||

where (i must be computed for each user. The elements of ¢
are ordered from the highest value to the lowest one and are
proposed in this order to the user.

The activity diagram of the optimization algorithm is given
in Figure 6. The combined optimization represented in the
central swim lane is triggered for each user on the profile
update. In the swim lane on the left side, the affinity between
the user’s profile and the annotated contents is evaluated and
normalized, selecting those contents which can be exploited
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according to time and other constraints. In parallel, the cur-
rent values or the updated global deviations are read. The
maximization of the global utility is modeled swim-lane at the
right side of Figure 6. It occurs once for all users periodically.
From the tracked interactions, the normalized deviations are
updated minimizing the variance o2, and the solution is com-
bined with the relevance of each content to the user profile.
The two criteria are combined and the recommendations are
proposed to the user from the highest value.

VI. SOFTWARE ARCHITECTURE

The UML component diagram of the software platform is
shown in Figure7. The user’s front-end consists of a standard
IIIF viewer and a front-end agent integrated as a javascript
plug-in. The front-end agent implements an IIIF event listener
and dispatcher. It detects IIIF events triggered by the user’s
interaction and notifies them to write into a No-SQL database
which will later be called Events-DB. The front-end agent is
also in charge of enforcing controls, received from a back-end
agent intended to change the IIIF session proactively. Sup-
ported examples are the visualization of a specific canvas or
the zoom on image detail.

The interaction between the viewer and the digital library
follows the IIIF standard and is independent of the interac-
tion protocol between the front-end agent and the Cleopa-
tra platform. Any other data about the application context
collected on the user side, such as sensor data, user’s pro-
file, client device, etc, are stored and accessible in the same
way. Some examples are facial recognition of the user near
an artwork, the geographical position, scanning a QRCode
of artwork, etc. Using a document-oriented non-relational
database allows storing data with a weak schema that can
change depending on the type of event to be stored. The IIIF
session is in charge to asynchronously notifying the NLP
agents about updates of the IIIF session, but every collected
data is made available to other components of the Cleopatra
platform through direct access to the Events-DB. NLP agents
receive updates from the session handler about the current
status of the user’s session to improve their natural language
understanding. Nevertheless, they can access the Events-DB
to execute custom actions.

Mirador® is the IIIF viewer extended in the prototype
implementation of the presented architecture. The front-end
agent is a NodelS plug-in that writes IIIF events into the
Mongo DB through the use of a Servier API bridge® and
receives controls from remote agents. The RASA” framework
has been used as NLP technology to develop the conversa-
tional agent.

An IIIF event is detected by the front-end agent when the
user activates any functionalities of the viewer that require
the IIIF API, either if it uses cached data or invokes a remote
service. The front-end agents detect the event and notify the

5 https://projectmirador.org/
6https://www.mongodb.com/
7 https://rasa.com
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Events-DB. The SessionHandler, which listens to the occur-
rence of new notifications, updates related parameters of the
affected conversation.

VII. SYSTEM DEPLOYMENT AND EVALUATION

In this section, we describe the application of a methodol-
ogy for the evaluation of the deployment configuration that
allows estimating in advance KPI performance indexes in
operating conditions. Experimental results will allow also to
evaluate the overhead of the storyteller implementation and
the degradation of service levels when the workload scales
up. The proposed methodology is based on the execution of
a reference workflow that is preliminary recorded in a test
session and is replicated for multiple users until the system is
overloaded.

A. WORKFLOW REPRESENTATION
In Figure 8 the reference workflow has been modeled using
the Business Process Model Notation.

The BPMN process describes a short interaction between
the user and the software platform. Different pools include
the activities carried on by the software components of the
system. The upper pools of Figure 8 represent the digital
repository and the service that receives and stores the notified
IIIF events. The lowest pool represents the remote NLP agent
that integrates the IIIF session handler.

The pool in the middle models the user’s actions. After the
start event, on the first connection, the web page is loaded and
introductory content is shown to the user. A new conversation
is started by the NLP agent, that sends a salutation. In this
stage, all the necessary software libraries are downloaded and
the IIIF manifest is loaded and processed. Moreover, the first
canvas is shown to the user.

In the second stage, the user continues her cultural expe-
rience by manually changing the canvas to explore a second
content. She zooms on an image area to focus on a detail of
interest. Such interaction triggers several IIIF requests to the
image server to download the tiles of the selected images at
the zoom level set by the user.

In the third stage, the user sends a chat message to the
agent to get information about a specific topic. The agent
understands the message according to the current session
and replies with a chat response in natural language and
controls the client application to change the current canvas.
This canvas change triggers an exchange of IIIF messages
again. Each time an IIIF event is triggered on the client side,
the same event is stored to track remotely the evolution of the
user’s session starting the Events-DB populating sub-process.

In the last stage, idle time at the client side triggers a noti-
fication to the agent that selects and sends a recommendation
to the user through a chat message in natural language.

B. DEPLOYMENT CONFIGURATION
The software platform has been deployed on three different
containers which respectively host the web and image server,
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FIGURE 6. Optimization algorithm.

the Events-DB server that tracks the IIIF session, and the
software agent platform.

They have been deployed on a workstation equipped with
an Intel(R) Xeon(R) W-2245 with 8 cores and 16 threads at
3.90 GHz, 512KiB of L1 Cache, 8 MiB L2 Cache, 16 MiB
L3 Cache, 4 memory banks of 32 GB of RAM for a total
of 128 GB at 3200 MHz. The first container hosts the Apache
web server and the IIPImage image server.® The second con-
tainer runs the MongoDB service. Finally, the third container
runs the IIIF Session handler, the Rasa platform that has been
used to implement the NLP agent and the recommendation
service. The direct interactions between the client and the
different actors of the use case described in the previous
section are shown in Figure 9. In particular, the purple and

8https://iipimage.M.)urceforge.io/
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the red interactions represent the communication overhead in
the Cleopatra platform, handled by the javascript extension,
concerning the legacy IIIF viewer.

The interactions between the client application and the
back-end services have been recorded and replayed at a larger
scale using the Tsung® stress tool. Tsung is an open-source
tool for multi-protocol distributed load testing, allowing to
stress HTTP, WebDAYV, SOAP, PostgreSQL, MySQL, LDAP,
MQTT, and Jabber/XMPP servers. It is developed in Erlang,
an open-source language created by Ericsson for creating
robust fault-tolerant distributed applications. In addition to
the web request, the recorded trace includes waiting time
between requests to model the user’s behavior.

9https:// github.com/processone/tsung
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TABLE 1. Measured workload.

Requests ~ Mirador  Cleopatra
IIF 113 146
Mongo 0 22
Agent 0 5
Total 236 396

C. WORKLOAD CHARACTERIZATION

The workload of the test case generated by one user is shown
in Table 1 in terms of the total number of web requests,
either when the Cleopatra extension or when the standalone
Mirador viewer is used. IIIF requests consist of the download
of the IIIF manifest, the thumb images, and the tiles from
the image server when the following events occur: manifest
download, change of canvas, and zoom. Two requests are
executed for the notification of each IIIF event to the IIIF
Session Manager. In the Cleopatra test case, the additional
IIIF requests correspond to the change made to the viewer
as an effect of the presentation of the agent’s response. Five
interactions have been engaged between the client and the
agent. One of five is the request sent by the client application
after an idle time to get a recommendation. The remain-
ing message corresponds to the download of the web page,
required libraries, and CSS styles.

To compare the two different implementations, the per-
formance evaluation of the Mirador experiment has been
reproduced by replaying the Cleopatra trace but removing the
additional Cleopatra requests. Performance statistics shown
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TABLE 2. Performance statistics.

Parameter Cleopatra Mirador
Request Mean Time 11.26 ms 11.24 ms
Page Mean Time 045s 0.39s
Bytes Received 4.76 Mb 2.05 Mb
Bytes Sent 64.58 Kb 40.57 Kb
Highest Received Rate  562.60 Kbits/sec ~ 566.22 Kbits/sec
Highest Sent Rate 14.06 Kbits/sec 19.62 Kbits/sec

in Table 2 have been measured when only one user is con-
nected, meaning the best level of service can be offered.
In particular, Page Mean Time is the average time elapsed to
execute a group of requests not separated by a waiting time.
Higher values for the total byte transmitted and highest rate
depend on the additional requests sent from the Cleopatra
plug-in to the NLP agent and the IIIF session manager.

D. PERFORMANCE ANALYSIS

To evaluate the scalability service we varied the number of
users from 1 to 320 with an inter-arrival time of 0.2 seconds.
Figure 10(a) shows how the maximum request rate and the
throughput of exchanged data increase with the maximum
number of users. The Cleopatra implementation exchanges
a higher percentage of shorter requests, which motivates the
slightly higher request rate. Moreover, a more significant
amount of data is necessary to download the web page at the
startup because of the additional required libraries. However,
the maximum data transmission rate shown in Figure 10,
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FIGURE 11. Mean response time for page download, measured from the
beginning of the experiment.

as we will better observe in the following discussion, depends
on the number of simultaneously connected users, which
overloaded the server, rather than on the total amount of data
exchanged in one session.

Figure 11 shows how the mean response time for a page
download, computed from the beginning of the experiment,
increases in the different experiments. We can observe that
the mean time grows during the experiments with the number
of users. When the workload decreases, due to the terminating
sessions, also the mean response time starts to decrease.

The correlation between the number of simultaneously
connected users and the mean page download time, measured
in the last 10 seconds, is shown in Figure 12 for two specific
experiments with 320 users, in both the case of the Cleopa-
tra platform and the standalone Mirador viewer. It can be
observed that the maximum number of simultaneously con-
nected users occur almost simultaneously, both for Mirador
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FIGURE 12. Mean page loading time, measured in the last 10 seconds,
compared to the number of connected users.

and Cleopatra. Because of the higher values of connected
users, and the longer persistence of such values, the mean
page time measured in the last 10 seconds is longer in the
case of the Cleopatra experiment. Such higher overload is
more frequent in the Cleopatra experiments because of the
slower init phase, which delays the users’ sessions and fills
the queues of the web server.

To better investigate how the different interactions within a
session are affected by the increasing workload, requests have
been grouped into transactions. An transaction is defined as
a group of requests that satisfy a user’s interaction with the
viewer. The tr_init_load _page corresponds to the download
of the required HTML code and libraries for running the
viewer and the Cleopatra client. The tr_canvas transaction
corresponds to the change of the image shown by the viewer
and, as well tr_zoom, the download from the image server of
the tiles required for the visualization of image details. The
transactions tr_mongo and tr_start_conversation correspond
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FIGURE 13. Degradation of performance.

respectively to the requests sent to the Rest interface of the
IIIF Session Handler and to the messages exchanged through
the web socket of the NLP agent.

In Figure 13 we report the average response time of the
different transactions which occur in a user’s session.

How it can be observed in both Figure 13(a), the response
time does not get worse until there are 160 users simul-
taneously connected. Because of the queued requests, the
loading page and IIIF transactions overload the web and the
image servers which need to deliver the related response.
On the other hand, even if such limitation can be removed
by changing some software modules and their configuration,
we are interested in observing that the event notification does
not affect global performance. Response time of #r_mongo,
for the events notification to the Session Handler, slightly
increases linearly, but their response time is always negligi-
ble. In fact, either they are served by a different web service
and the number of simultaneous transactions is low, because
they are fast and executed asynchronously, or their arrival is
slowed down by delayed requests.

Finally, in Figure 13(b) an analysis of the overhead intro-
duced by Cleopatra over the standalone IIIF viewer is shown.
In this analysis, two different contributions to the total over-
head are distinguished. The first contribution represents the
initial overhead due to the increased number of downloaded
libraries, while the second contribution encompasses all the
additional requests sent during the actual use of the Cleopatra
application. The overhead is calculated as Ov% = %%fg ,
where MORT is the Mean Overhead Requests Time, which
contains the sum of the average times of the requests that
produce overhead in a session (in other words it is the sum
of all requests that are not present in the Mirador baseline)
and MTRT is the Mean Total Requests Time which contains
the sum of the average times of all requests in a session. Both
values are multiplied by the number of completed requests.
The initial overhead is instead calculated by considering at
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the numerator only those requests which are required during
the loading phase of the web page, while the IIIF overhead is
calculated by using at the numerator only the requests made
during the actual use of the framework.

E. KPIs EVALUATION

In order to verify that the application responds with satis-
factory service levels and to estimate the number of users
which can be served simultaneously, three widely used KPIs
for measuring the performance indices of a web application
have been selected [27]. In Table 3 the computed values and
the reference thresholds are shown.

The Speed Index (SI) metric estimates how quickly the
content is displayed during webpage loading. It is considered
good if less than 3.4 seconds while it is considered moder-
ate between 3.4 and 5.8. The computed value is more than
acceptable for 160 simultaneous users and must be improved
when reaching 320 simultaneous users.

The effectiveness indicates, as a percentage, the number of
tasks successfully completed relative to the number of total
tasks. In our case, we have identified a user’s entire session as
a task. The measured values indicated that the system cannot
satisfy all requests of some sessions when it reaches the peak
load.

The Time Overhead is computed as the ratio between
the total time used to satisfy the HTTP requests which are
performed either with or without the storyteller. We observe
that is limited and decreases with the number of users.

From these results, we can conclude that the evaluated
deployment configuration is not able to serve more than
100 simultaneous users when it reaches the load peak. How-
ever, the storyteller introduces a limited overhead that does
not affect the service level, but it decreases with the number
of users. Such consideration allows the implementation of a
straightforward solution to scale up the system, e.g. through
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TABLE 3. KPI evaluation.

KPI 160 users 320 users
SpeedIndex 2.81s 6.45s
good:<3.4;

moderate: <5.8

Effectiveness 97.5% 94%
Time Overhead 6% 2.3%

a horizontal scale-up of the web server instances, which is
dynamically supported by any Cloud platform.

VIIl. CONCLUSION AND FUTURE WORKS

The spread of standards for the delivery of digital content
through the web allows for the development of innovative
services to enhance their presentation and their exploitation.
In this paper, we proposed general mechanisms that allow
for providing context awareness to intelligent agents which
exploit the IIIF standard for assisting the fruition of a digital
repository through interactive storytelling. We described how
this knowledge has been exploited to integrate assistive tech-
nologies supporting the fruition of cultural content through
the web. The knowledge about the IIIF session improved
the NLP capability of a smart assistant, to use the IIIF
APIs for coordinating the presentation of cultural contents
and the presentation of the related media and to implement
decision-making strategies that can take into account infor-
mation about the global fruition of observed archives. Exper-
imental results, performed by a prototype implementation of
an agent bases platform developed by the Cleopatra project,
have been used to demonstrate that the overhead introduced
by this extension to an IIIF standard technology is negligible
and affects the performance only when the system is over-
loaded by the utilization of the IIIF contents.

The proposed solution can improve the impact, in terms
of presentation and communication of digital archives, but
also of physical museums, augmenting the user’s visit. More-
over, intelligent agents can foster the delivery of semanti-
cally related content from secondary sites, which are usually
out of touristic itineraries, or digital libraries to augment
the cultural value and to recommend alternative itineraries.
In such scenarios, the dissemination of knowledge, based
on the digital exchange of cultural content among museums
and cultural sites could be also regulated by well-defined
innovative business models.

Nevertheless, the users have been not involved in the eval-
uation loop yet, preliminary positive feedback has been col-
lected and taken into account in the design and development
process, presenting the intermediate prototype implementa-
tion at two summer schools in Archaeology on “The Via
Appia in Campania: knowledge, conservation and valoriza-
tion” in 2020 and in 2021.

In the future developments of this work, the framework
will be implemented in a real museum scenario of small
dimensions to test the system in a less controlled but still
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limited environment to compare the results obtained thanks
to the simulation mechanisms with those of the real scenario.
This will allow the development of further considerations
which will certainly be useful for the improvement of the
system and its technological and methodological evolution.
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