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ABSTRACT Visual inspection is an important process conducted as an initial diagnostic step in medical
examinations. It is assumed that the gaze movements of an orthodontist (expert) differ from those of a
layperson. In this study, to examine whether the degree of proficiency in conducting a visual examination
can be estimated from gaze movement, we conducted a gaze measurement experiment in which facial
images (frontal and lateral images of three patients) were viewed by ten experts and ten laypersons. The
performance in discriminating whether a subject was an expert or layperson exhibited a certain improvement
when applying an aggregation method for the gaze data, that is, the grid gaze frequency and AOI gaze
frequency. We examined whether proficiency levels could be determined using machine learning techniques.
The results demonstrated that our method distinguished experts and laypersons relatively effectively using
gaze frequency based on the grid and area of interest set by an expert for each face part.

INDEX TERMS Expertise, eye tracking, gaze, machine learning, orthodontist.

I. INTRODUCTION
Visual inspection is an important process conducted as the
initial diagnostic step in medical examinations. An expert
doctor may determine the adequate course of treatment based
on the first visual inspection. However, lack of skill in such
visual inspection may result in misdiagnosis or prolonged
treatment.

Gaze movement in the observation of a target is consid-
ered to depend on the interests and implicit knowledge of
a person [1]. It was assumed that the gaze movement of an
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expert doctor differs from that of a layperson with insufficient
experience or training.

Education regarding how to conduct visual examinations
is necessary. Therefore, it is necessary to understand how
skilled and unskilled practitioners provide visual examina-
tion. If we can determine proficiency level from one’s gaze
movement, we can prepare educational content according to
the proficiency level of the learner. As an initial step, this
study examined the differences in gaze between experts and
laypersons.

In this study we developed methods for measuring pro-
ficiency using gaze movements to distinguish between
experts and laypersons in providing orthodontic diagnoses.
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Wedefined an expert as being fully trained and experienced in
orthodontics, and a layperson as having little or no knowledge
of orthodontics. We conducted experiments, that included
measurements of gaze as the subject browsed through frontal
and lateral facial images of orthodontic patients.

The contributions of this study are as follows: 1) a fre-
quency analysis of gaze positions using an interest grid
and the area of interest (AOI); 2) the introduction of a
machine-learning method into gaze analysis; and 3) confir-
mation that gaze analysis can distinguish between the profi-
ciency of an expert and that of a layperson. Furthermore, as an
innovation of this study, the gaze of the orthodontist while
looking at the face for diagnosis was measured. Although
there have been studies on measuring gaze while looking
at a radiograph, few have addressed situations in which the
orthodontist looks at the face for diagnostic purposes.

II. RELATED WORK
Several studies [1], [2], [3] have demonstrated that the gaze
movement of observer when viewing the same object is com-
pletely different depending on the interest and intention of
observation. Nakayama and Harada [3] showed that the type
of background knowledge possessed by viewers affects their
gaze movements while reading program code. Moreover,
studies of gazing at 3D objects (bonsai [4] and pieces of pot-
tery [5]) have revealed that novices’ viewing patterns differ
from those of experienced observers. According to the results
of these studies, it can be assumed that the ‘‘seeing’’ behavior
of experienced observers differs from that of novice observers
and that a type of spatial order or pattern is exhibited.

Somemedical studies have used gaze tracking in pathology
[6], radiology [7], [8], and anesthesia [9]. In the medical
field, machine learning has recently been used to analyze
eye movements [10], [11], [12], [13], [14]. Kollias et al. [10]
reviewed studies adapting machine learning and eye tracking
technology in autism spectrum disorder research. This review
introduces various studies that have attempted to identify
patients by comparing them to subjects with typical devel-
opments. In contrast, our study attempted to discriminate
between skilled orthodontists with expertise and laypersons
using eye movement analysis. Hosp et al. presented a model
for classifying surgeons into three levels of expertise using
only eye movements when applying a support vector machine
model [12]. Castner et al. compared the scan paths of five
semesters of dental students when viewing orthopantomo-
grams (OPT), which are radiographic images specifically
used for dentistry, to distinguish sixth-tenth-semester stu-
dents [13]. Recently, Castner et al. distinguished the saccadic
behavior of dental experts during an OPT inspection using
LSTMs [14].

The importance of visual inspection skills has been rec-
ognized in the medical field. Effective teaching methods for
diagnostic skills based on rational evidence in clinical edu-
cation and methods for measuring the degree of acquisition
of expert knowledge are necessary. If the gaze features of an
expert in the medical field can be determined, they can be

FIGURE 1. Experimental scene.

applied for the development of medical skills. To the best of
our knowledge, no method has been proposed to distinguish
between the gaze of experts and laypersons when conducting
a diagnosis in orthodontics. Furthermore, because the number
of experts with similar skills has been limited, it was difficult
to cooperate in the data collection process.

In this study, we investigated whether eye-gaze data can
be used to distinguish between experts and laypersons as a
measure of proficiency in visual inspection.

III. EXPERIMENTS FOR GAZE POSITION DATA
ACQUISITION
A. SUBJECTS
The subjects included 10 experts (8 males and 2 females,
aged 29-67 years) and 10 laypersons (8 males and 2 females,
aged 21-25 years).

B. EQUIPMENT
Eye movement data were measured using Tobii Pro X2-30
[15] (Tobii AB), an instrument for measuring eye movements
(sampling rate of 30 Hz, precision of 0.4◦, and accuracy of
0.32◦). Tobii Pro X2-30 outputs data, such as the recorded
timestamp, local timestamp, and gaze point (x, y) in the
screen coordinate system. The recorded timestamp was the
time (in ms) at the start of gaze measurement. The local
timestamp is the time (in ms) from the start of data recording.
In this study, we used the gaze points in the screen coordinate
system. The sampling rate was 30 Hz; for example, 300 eye-
position samples were recorded within a 10-s period.

In the experimental environment, Tobii Pro X2-30 was
placed at the bottom center of the display (screen resolution
of 1920 × 1080 pixels), and the distance between the display
and eyeball was approximately 63 cm. Figures 1 and 2 show
the experimental setup and hardware settings, respectively.

C. DATA COLLECTION
All the subjects were presented with three sets of facial
images. One set consisted of frontal and lateral facial images
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FIGURE 2. Experimental hardware setting.

FIGURE 3. Outline of experimental session.

of one patient requiring orthodontic treatment. Patients 1 and
2 had mandibular protrusions, whereas Patient 3 had maxil-
lary protrusions due to a hypoplastic mandible. The display
order of the stimuli was leveled across the subjects by adjust-
ing the display order of the three patients.

After calibration of the eye tracker, the following instruc-
tions were provided to the subjects: ‘‘These are facial images
of patients who visited to the clinic for treatment. Two facial
images (frontal and lateral views) constitute a single display
set. Please look at them individually. After examining the
facial features, please describe the problems faced by each
patient.’’

Figure 3 illustrates the experimental protocol for a single
session. Following the instructions, the subjects gazed at a
fixation circle for a 5-s period. Thereafter, the session was
changed to the exploration phase and a frontal facial view
was displayed. The subjects spent as much time as they
needed and pressed the space key to proceed to the next
phase. In the oral description phase, the instructions indicate
that the subject should loudly describe the problem of each
patient. Subsequently, each subject focused on a fixation
circle for 5 seconds, explored the lateral facial image, and
described it orally. The sessions were repeated three times
by changing the patient images. Prior to the first session,
the subjects underwent preliminary sessions with illustrated
facial images.

The experiment was conducted with approval from the
Research Ethics Review Committee of the Graduate School

FIGURE 4. Gridding of screen (sample).

of Maritime Sciences at Kobe University. The use of patient
images was approved by the Ethics Committee of the Univer-
sity of Miyazaki.

IV. EXTRACTION OF GAZE POSITION DISTRIBUTIONS
There are two main ways to process a recorded gaze based on
movement and position. There are various types ofMovement
Measures, including direction, amplitude, duration, velocity,
acceleration, shape, AOI order, and scan path comparison [16,
Chapter.10]. The scan path is a sequence of gazes in space.
By contrast, Position Measures are measures of the stillness
of a gaze in one or more positions [16, Chapter.11]. There are
several varieties of position measures, such as basic position,
dispersion, similarity, duration, and pupil dilation. We used
position duration, which measures how long the gaze remains
at a position and can be thought of as the frequency over a unit
of time.

In this study, a preliminary analysis was conducted using
the scan paths. Because scan path methods consider the order
in which objects are viewed, they can be applied to objects
with regularity in their viewing order, such as ‘‘writing text.’’
However, in our visual inspection study, a specific order for
a part of the face could not be assumed. Our preliminary
analysis determined that it is difficult to classify experts and
laypersons using scan-path methods. Therefore, to measure
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FIGURE 5. Examples of grid frequency maps. (a) Frontal view with expert, (b) frontal view with layperson, (c) lateral view with
expert, and (d) lateral view with layperson.

the expertise of experts, we analyzed gaze frequency in an
area based on gaze position as the duration of the gaze
fixation.

In this analysis, we examined twomethods tomeasure gaze
frequency: dividing the screen into square regions (grids) at
equal intervals (grid gaze frequency), as described in detail in
Section IV-A, and measuring the gaze frequency of the AOI,
as described in detail in Section IV-B.

A model of the fixation area is important for measuring
the gaze fixation duration. As setting the AOI based on facial
parts requires the supervision of an orthodontist, we also
considered a model that can be measured more simply by
setting the grid size.

A. GRID GAZE FREQUENCY
When we counted the grid gaze frequency, the screen on
which the target faces were displayed was divided into square
regions (grids) (Figs. 4 (a) and (b)). The grids were numbered
from the top left to the bottom right. The gaze point at each
time point is located on a single grid. Therefore, each grid
counted the frequency of gaze positions. The frequency of
each grid was dependent on the grid size and target face size.
Therefore, we analyzed the performance of distinguishing
gaze while changing grid size. The grid size used is described
in Section V-D.
Figures 5 (a) and (c) for the experts, and (b) and (d) for the

laypersons show the normalized frequency maps when the
grid size was set to 180 pixels (grid = 180, where grid =

<Number> indicates that the grid has <Number> square
pixels) for the gaze data (the normalization is described in

Section V-A). The subject <number> in each caption is the
subject number. The numbers in parentheses after the subject
number in Figs. 5 (a) and (c) indicate the years of experience
of the expert. In the frequency map, locations with low fre-
quencies are indicated in blue, and as the frequency increases,
they became reddish.

Before displaying the facial images in the experiments,
the user was required to look at the center of the screen.
At the start of the gaze measurement, the gaze started from
the center; therefore, the grid frequency at that point was high
for both the experts and laypersons.

A comparison of the frequency maps of the experts and
laypersons revealed that the gaze frequencies of several
laypersons were dispersed, indicating that they browsed the
facial imageswithout adequate intention (Figs. 5 (b) and (d)).
Nevertheless, the frequency maps of the experts showed that
the frequency tended to be concentrated from the center
to the lower center because the target facial images were
obtained from patients who required treatment of the lower
jaw. It should be noted that the laypersons frequently gazed
at the same grid. There were cases in which it was difficult to
distinguish between experts and laypersons by considering
only grid gaze frequency.

B. AOI GAZE FREQUENCY
The AOI is defined as a specific region, or area of interest.
In this study, we defined AOIs as polygonal regions contain-
ing each facial part, based on the experience of one of the
co-authors, who is an orthodontist. The AOIs in this study
are set as shown in Figs. 6 and 7. The AOIs were numbered
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FIGURE 6. AOI of frontal view.

FIGURE 7. AOI of lateral view.

in order, and the AOIs corresponding to the same regions on
the left and right sides were marked with R for the right side
of the frontal facial image and L for the left side of the frontal
facial image. The numbers used for the frontal and lateral
facial images were independent and the same numbers did
not indicate the same part of the face.

Because the coordinates of the AOI were set along each
part of the facial image, they differed for each facial image.

Figure 8 shows examples of the normalized AOI frequency
maps for Patient 3 (retrognathic mandible). As in the previ-
ous section, subject <number> in each caption is the sub-
ject number. The numbers in parentheses after the subject
numbers indicate the years of expert experience. Subjects
without parentheses are laypersons. In the frequency map,
locations with low frequencies are indicated in blue, and as
the frequency increased, they became reddish. The out-of-
AOI area is shown as a white background.

A comparison of Figs. 8 (a) and (b) reveals that the experts
focused on the lips (frontal face AOI Region 07). However,
laypersons looked at various parts of the face. Similarly,
in Figs. 8 (c) and (d), the experts focused on the area around
the lips (lateral AOI region 06), whereas the laypersons
focused on the back of the head and area above the ear (lateral
AOI regions 12 and 09). These examples demonstrate the
differences between experts and laypersons. However, other

laypersons focused on the lips in lateral images. Therefore,
it was difficult to distinguish between experts and laypersons
by considering only AOI gaze frequency.

V. DISCRIMINATION OF PROFICIENCY
We were interested in differentiating between experts and
laypersons. Our hypothesis was that the gaze fixation dura-
tion of the subjects would vary by facial area depending on
their expertise. Differences were observed in the frequency of
gaze per area. These frequency differences also depend on the
patient’s case. A simple method of discrimination based on a
threshold placed on the frequency of an area was not appli-
cable. Therefore, we propose a method for discriminating
between experts and laypersons by considering the frequency
of an area as a vector and determining its boundary in the
projected vector space using machine learning.

First, to compare our proposed methods in terms of accu-
racy, we define a random selection method (RANSEL) as the
base criterion. RANSEL randomly selects an individual from
a group of subjects as an expert or layperson. In several trials,
the average accuracy of the RANSEL converged to 0.5. In this
experiment, the average accuracy of the RANSELmodel over
100 trials was 0.5065. In this study, we compared our analysis
methods (grid and AOI) to RANSEL.

A. FREQUENCY NORMALIZATION
As mentioned in Section III-C , because the browsing time
of the facial image varied depending on the subject, the
frequency of each grid was normalized by dividing it by
the sum of the frequency values of all grids, which means the
total browsing time of the subject. The normalized frequency
vector Fgrid(s, t) for subject s and target image t is denoted as
follows:

Fgrid(s, t) =
1∑Ngrid

i=1 fs,t (i)

(
fs,t (1), · · · , fs,t (Ngrid)

)
, (1)

where Ngrid is the number of grids based on the grid
size and fs,t (i) is the gaze frequency of subject s on the
i(1, · · · ,Ngrid)th grid.

Similarly, the normalized frequency vector FAOI(s, t) for
subject s and target image t is expressed as follows:

FAOI(s, t) =
1∑NAOI

j=1 gs,t (j)

(
gs,t (1), · · · , gs,t (NAOI)

)
, (2)

where j is a serial number converted from the AOI number
with R and L, NAOI is the number of areas based on the AOI,
and gs,t (j) is the gaze frequency value of subject s on the
j(1, · · · ,NAOI)th grid.

B. LINEAR DISCRIMINANT ANALYSIS
As mentioned above, using machine learning to configure
a projection of the frequency vector that can distinguish
experts from laypersons at the learned boundary within the
vector space of the frequency of the gaze area, such a pro-
jection can be used to identify the level of proficiency with
a new gaze vector. In preliminary studies, we applied several
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FIGURE 8. Examples of AOI frequency maps. (a) Frontal view with expert, (b) frontal view with layperson, (c) lateral view with
expert, and (d) lateral view with layperson.

machine learning methods to discriminate between experts
and laypersons. After examining several methods, such as
the multidimensional composition scale and principal com-
ponent analysis, it appeared that adequate classification could
be achieved using linear discriminant analysis (LDA).

LDA, which is a supervised learning method, determines
a projection that minimizes the variance within a class while
maximizing the difference between the averages of the two
classes.

We divide Fgrid(s, t) into a two-class set:

Cgrid,k (t) = {Fgrid(s, t)|s ∈ Sk} (k = 0, 1)

where Sk is a set of subjects belonging to class k , whichmeans
that the subjects are experts at k = 0 and the subjects are
laypersons at k = 1.

Similarly, for FAOI(s, t), we define

CAOI,k (t) = {FAOI(s, t)|s ∈ Sk}(k = 0, 1).

To apply LDA, we assumed x = Fm(s, t) (m =

{grid,AOI}) and obtained the following projection, y:

y = wTx.

The linear transformation vector w can be solved as the
following eigenvalue problem:

6bw = λ6ww,

wT6ww = 1,

where 6b and 6w are between- and within-class covariance
matrices, respectively.

For discrimination, the classification consisted of two
classes, with laypersons indicated by one and experts by 0.
The analysis tools used were Scikit-learn 0.21.3, and Python
3.7. LDA was performed using the Scikit-learn LDAmodule.

C. CROSS-VALIDATION
In the field of machine learning, cross-validation (CV) is a
popular analysis method that avoids overfitting and cherry
picking for a stable evaluation. In the following sections,
we present the accuracy score as the average score of 10-fold
CV. The K-fold CV divides data into k data blocks and
uses k − 1 data blocks for learning when applying speci-
fied method. The remaining data block was used to test the
accuracy of learned model. Because k data blocks exist, the
validation test is repeated k times by changing the data block,
and thus, the number of calculated accuracies is equal to
k . Therefore, the accuracy that was determined using CV
in this study was the average value of 10 tests in 10-fold
CV. We selected the stratified extraction method [17] of
K-fold CV, which is a stratified sampling method for test data
extraction.

In the accuracy evaluation using 10-fold CV, 20 subjects
were too few to allow the accuracy to be properly evalu-
ated. Therefore, the cases were processed into one group of
60 subjects (20 × 3 cases). Facial orientations (frontal and
lateral views) were still divided.

D. LDA FOR GRID GAZE FREQUENCY
When the grid gaze frequency is learned through LDA, the
linear transformation vector w corresponding to each grid is
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FIGURE 9. Learned transform vector w using LDA (grid size = 350 pixels).

TABLE 1. Accuracy according to various grid sizes.

the output of the heat map, as illustrated in Fig. 9 (grid =

350). The red portion indicates a large positive effect, and
the blue portion indicates a large negative effect. The average
value was standardized to zero, as shown in Fig. 9. The
column in the figure shows the target patients (in the caption
of Fig.9, lower jaw 1 and 2 indicate that the patients had
a mandibular protrusion and the upper jaw indicates that
the patient had a retruded mandible). The upper part of the
figure shows the frontal view, and the lower part shows the
lateral view. This figure shows learning with a group of
20 subjects.

For grid gaze frequency, the discrimination accuracy
changed depending on the grid size. As it was impractical
to consider all grid sizes, only certain sizes were selected.
Table 1 presents the values of the frontal view, lateral view,
and harmonic mean when the grid size (pixels) is changed
from 100 to 550 in steps of 50 pixels. The table presents
the combined average accuracy of the three cases using
10-fold CV. The highest values are underlined in each row of
the tables. We examined the significant difference between
each result for various grid sizes and RANSEL based on
the Mann-Whitney U rank test. Certain grid sizes exhibited
significant differences.

The highest accuracy values for the frontal view were
obtained for four sizes (300, 350, 450, and 500). The highest
lateral view accuracy (0.867) was obtained with a size of
250. For the harmonic mean of the accuracy, grids 300 and
350 achieved the highest values.

We present confusion matrices of the frontal view for grid
size 250 and 350 (Table 2). The results indicated that when
the grid was equal to 250 (Tables 2 (a) and (b)), the estimation
of the experts was appropriate for the lateral view. However,
the estimation of laypersons in the frontal view could not
be differentiated (Table 2 (a)). When the grid size was 350,
the number of cases in which an expert was erroneously
determined as a layperson decreased (Tabl. 2 (c)). Moreover,
the number of cases in which a layperson was correctly deter-
mined was greater than that in which the grid was equal to
250 (Table 2 (c)). However, the proportion of laypersons who
were estimated to be experts remained high. Table 2 (d) shows
that the expert estimation ratio is 40:20 (expert vs. layperson).
Unbalanced estimation is unsuitable for classification.

E. LDA FOR AOI GAZE FREQUENCY
The results of the AOI frequency were learned using LDA
and the transformation vector was calculated. Tabl. 3 presents
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TABLE 2. Confusion matrix for grid gaze frequency.

TABLE 3. Accuracy for AOI gaze frequency.

TABLE 4. Confusion matrix for AOI gaze frequency.

the combined average accuracy of the three cases using
10-fold-CV. We examined the significant differences in each
result of the AOI accuracy and RANSEL based on the
Mann-Whitney U rank test. The results of the lateral view
showed a significant difference, whereas those of the frontal
view did not (p = 0.0504).

Similarly, we confirmed the confusion matrix using LDA
based on AOI gaze frequency, as shown in Tabl. 4. The
number of estimations for the experts was lower than that for
grid gaze frequency. However, the number of estimations for
laypersons was equal to or better than the grid gaze frequency.
Furthermore, Table 4 (b) shows that the estimated numbers of
experts and laypersons were balanced (i.e., 30:30).

F. ESTIMATING EXPERTS BY MAJORITY VOTE
The majority vote is a well-known method for using multiple
results with the same target in the field of machine learning
and is a type of ensemble learning that combines multiple
classifiers. In this study, three estimations (three patients) for
the frontal view and three for the lateral view were obtained
for each subject using our analytical methods. The estimation
of experts by majority vote means that a subject was judged
as an expert when estimated as an expert two or three times.
The same procedure was applied to the lateral-view case.

TABLE 5. Confusion matrix for a grid by majority vote (size = 250).

TABLE 6. Confusion matrix for a grid by majority vote (size = 350).

TABLE 7. Confusion matrix for AOI by majority vote.

Tables 5 and 6 present the confusion matrices for the
grids (size = 250 and size = 350). The Grid (size = 250)
resulted in 55% accuracy for accurate responses, with 11 out
of 20 subjects in the frontal view, and 85% accuracy for
correct responses with 17 out of 20 subjects in the lateral
view. The harmonic mean of the majority vote is 66.8% when
the grid size is 250. Additionally, in the frontal view, the grid
(size = 350) resulted in 75% accuracy for correct responses
in 15 out of 20 subjects, whereas it attained 80% accuracy for
accurate responses in 16 out of 20 subjects in the lateral view.
The harmonic mean of the majority vote is 77.4% when the
grid size is 350.

Table 7 shows the confusion matrices for the AOI when
the same person was judged as an expert if it was determined
to be an expert in two or more of the three cases and as a
layperson if they were judged to be an expert in one or fewer
cases. The results for the frontal view were correct for 15 of
the 20 subjects and those for the lateral view were correct
for 18 of the 20 subjects; thus, the accuracies were 75% and
90%, respectively. The harmonic mean of the majority vote
is 81.8%.

The harmonic mean of the AOI gaze frequency was better
than that of the grid gaze frequency (grid size = 250,350)
because the AOI result of 81.8% was greater than the grid
results of 66.8% and 77.4%.

VI. DISCUSSION AND LIMITATIONS
We aim to establish a high-performance method that distin-
guishes between experts and laypersons. The performance in
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discriminating whether a subject was an expert or layperson
exhibited a certain improvement when applying an aggre-
gation method for the gaze data, that is, the grid gaze fre-
quency and AOI gaze frequency.We found that the estimation
accuracy was improved compared to that of the RANSEL
method. With the majority vote using AOI gaze frequency,
themisjudgment rate of discriminationwas balanced between
experts or laypersons.

The grid gaze frequency does not require manual oper-
ation, such as having an expert set the AOIs in advance,
and its performance can be varied by adjusting the grid size.
However, it is unrelated to the facial regions because it simply
divides the screen coordinates into equal squares. However,
in the case of AOI gaze frequency, the cost of advanced
preparation is high, because at least one expert must set the
AOI by viewing each facial image. However, the difference
between important and unimportant areas may lead to stable
discrimination. The polygon region, as the AOI for each
patient can be automatically extracted by recognizing facial
parts from the facial images.

The results showed that the gaze of experts and laypersons
can often be classified more appropriately for lateral facial
images than for frontal facial images. During an actual visual
inspection, the dentist can recognize the depth direction by
simply observing it from the front. Photographs were used for
this experiment. Therefore, it may be difficult to recognize the
3D depth from frontal facial images. A lateral view displays
the depth information of the face, and the manner in which
the depth information is handled may cause differences in the
eyemovements of experts and laypersons. Therefore, a lateral
view can be efficiently distinguish experts from laypersons.
In the future, wewill examinewhether the lateral view ismore
suitable for distinguishing between experts and laypersons
through interviews with experts.

The limitation of this study is that the number of subjects
in the experiment may be insufficient to reveal the effec-
tiveness of our proposed methods; however, we used the
Mann-Whitney U rank test for significant differences, which
is valid for small sample sizes. Owing to the small number
of subjects, orthodontists as experts are rare, and there is a
low chance of cooperation from those who are busy with
their daily work. As an example of this number of subjects,
Shahimin and Razali [18] conducted an AOI analysis of
the difference in gaze between an ophthalmologist and an
optometrist when diagnosing digital fundus photographs. The
subjects were eight ophthalmologists and eight optometrists.
In addition, a review paper on the skill assessment of surgeons
based on gazemeasurements [19] showed that there aremany
studies in which the number of subjects in each group was
10 or less.

VII. CONCLUSION AND FUTURE WORK
To determine proficiency in orthodontic skills, we first exam-
ined an analytical method to determine whether experts and
laypersons could be distinguished based on their gaze. In the
experiment, we collected data from images of patients who

required treatment. These images were the faces of three
patients (frontal and lateral facial images of each patient),
constituting a total of six images. The results of the analysis
revealed that our methods distinguished between an expert
and layperson using gaze frequency from RANSEL as the
baseline.

There were no obvious differences in the grid frequency
and AOI frequency analyses. However, the results of AOI
frequency contributed to a well-balanced estimation. Further-
more, the majority vote method, which integrates the LDA
results for different patients, increases distinguishing accu-
racy. In the future, the definition of each facial AOI should be
set automatically through facial region recognition.
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